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Abstract: Stocks are the most common financial investment products and attract many investors around the world. However, stock price volatility is usually uncontrollable and unpredictable for the individual investor. This research aims to apply different machine learning models to capture the stock price trends from the perspective of individual investors. We consider six traditional machine learning models for prediction: decision tree, support vector machine, bootstrap aggregating, random forest, adaptive boosting, and categorical boosting. Moreover, we propose a framework that uses regression models to obtain predicted values of different moving average changes and converts them into classification problems to generate final predictive results. With this method, we achieve the best average accuracy of 0.9031 from the 20-day change of moving average based on the support vector machine model. Furthermore, we conduct simulation trading experiments to evaluate the performance of this predictive framework and obtain the highest average annualized rate of return of 29.57%.
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1. Introduction

As the most popular traditional financial market products, stocks have always attracted millions of people to invest. Investors and speculators can earn profits from the changes of stock prices in the stock market, and they always follow the volatility from various sources. The S&P 500 Index, as one of the most important and traditional reference indexes, can represent the general trend in the American stock market (Liu et al., 2016). According to the historical data of the S&P 500 Index, there has been an obvious increasing trend over the past 20 years. However, the S&P 500 Index suffered a significant drop when faced with some major events like the financial crisis in 2008. Since then, the American stock
market has steadily recovered and reached new highs until the end of 2021. For a regular investor, the most important thing is to earn profits from the financial market by following the trend. As science and technology develop, more and more researchers and professional investment institutions apply advanced technologies like machine learning techniques to make price predictions on the stock market and help investors to earn profits from the trend of stocks (Obthong et al., 2020).

The objective of this research is to forecast the stock price changes from the perspectives of individual investors, based on the public transaction data only, without considering the information behind the stock. This is because the public data can be easily obtained from the website and used for stock price forecasting. We construct some variables related to technical indicators in the financial market from the raw data and train machine learning regression models with them. We employ six popular machine learning models for stock price predictions: decision tree, support vector machine, bootstrap aggregating, random forest, adaptive boosting, and categorical boosting. By building these machine learning prediction models, we obtain the change of moving average predicted value and transform it into a binary classification problem to obtain the corresponding classification results. Based on all the results, we conduct simulation trading experiments to evaluate the performance of the machine learning prediction models on the stock transaction.

The rest of this research is organized as follows: Section 2 reviews some related research papers to show the feasibility and novelty of the research idea. Section 3 describes the methods in detail and explains the core steps in the modelling process. Section 4 presents the regression and classification results for the prediction models provided by the method in this research. Process and analysis are given as well. Section 5 conducts simulation trading experiments to verify whether the method provided by this research can help investors to earn profits. Section 6 concludes this research and suggests several possible directions for future research.

2. Related work

Many professional works seek various methods to predict the changes in stock prices and earn more benefits from the stock market. As the research by Obthong et al. (2020) reviewed, machine learning techniques became powerful tools for predicting stock price changes and providing trading decision information for investors in the stock market with the development of computer science technology. Since the stock price changes are time series data, one of the most common prediction methods is using regression models to forecast the stock prices and capture the trend of stock price changes. Henrique et al. (2018) applied support vector machine regression model to predict the daily and minute stock prices and the prediction errors were smaller for daily data. Vijh et al. (2020) used neural network and random forest to predict future stock close prices directly with some constructed variables such as 7-day moving average and the best error result of 0.42 was obtained in a neural network model for Pfizer Inc. stock. Wang and Yan (2022) tried to employ some famous times series deep learning models such as long short term memory and gate recurrent unit to predict the price of Bitcoin and captured the significant changes successfully.

Instead of predicting the stock price, some studies focus on predicting the trend of the stock market and use machine learning classification models for this task. A related paper applied the random forest classification model to predict the stock close direction and achieved high accuracy, which was more than 0.8 (Khaidem et al., 2016). Ampomah et al. explored the performance of some ensemble learning models such as bootstrap aggregating, random forest, extra trees, and adaptive boosting for predicting the one-day
stock price movement by classification. They found that these ensemble algorithms performed well in general and the adaboost of bagging model had the best accuracy among them (Ampomah et al., 2021). Khan et al. (2022) also predicted stock price trends based on some machine learning classification models, such as support vector machine, random forest, and so on. The random forest model obtained the highest accuracy of 83.22% (Khan et al., 2022). Another study compared the performance of ensemble classifiers with single predictors and neural network for stock price prediction. The results showed that ensemble learning models can achieve better results than the neural network (Subasi et al., 2021).

To improve accuracy and reduce error, most research papers on price prediction incorporated more information such as fundamental and technical analysis to build models (Obthong et al., 2020). Many papers on the stock market prediction by machine learning algorithms used technical indicators to build models (Nti et al., 2020). Some researchers constructed some technical indicators in the financial market, such as relative strength index, moving average convergence divergence and so on (Basak et al., 2019). Other researchers also used some technical indicators of the financial market as input variables to assist stock price predictions by machine learning classification models and found that the support vector machine model achieved the best training accuracy of nearly 0.7 (Zhang et al. 2018). Ampomah et al. (2021) considered forty financial technical indicators to make the model generalizable. Yan and Wang’s (2023) research proposed a method to predict the stock price difference by using some financial indicators, such as moving average and momentum. They claimed that their method can reduce the error along with ensemble regressors.

The main purpose of the stock prediction is to help investors earn more money from stock price changes, so the trading strategies based on these prediction models can better demonstrate the performance of models in the field of quantitative trading. Kamalov (2020) predicted significant stock price changes by neural network and provided a trading simulation with positive rates of return based on the best prediction model on four stocks. Dinesh et al. (2021) predicted the stock market trends by forecasting the short and long term moving average lines based on linear regression and classified the trading signals from the crossover of two moving average lines. Wang and Yan (2023) integrated the trading strategy with the predictive machine learning models and the best performance of their model achieved 81% accuracy on the Bitcoin price. The random forest was used to predict the change of the 3-day weighted moving average for financial banking stocks and applied to the bollinger band strategy to obtain higher returns than the traditional strategy (Yan et al., 2023).

In this research, we propose a method that combines some traditional machine learning regression models with technical indicators in the financial market to predict the moving average changes of different days on stocks from the American stock market. Our goal is to convert the regression results into a binary classification problem and find the best-performing model for stock price prediction. We also conduct simulation experiments of trading based on the model’s predictions to test the validity of this method.

3. Methodology

We aim to use six machine learning models to predict the changes of moving averages for eight stocks in the American market. The framework is shown in Figure 1. First, we collect the public transaction data of stocks and construct indicator variables based on technical indicators in the financial market. We also define the target predicted variable as the changes of moving averages with different
time intervals. Then, we build regression models to predict the target predicted variable and use the prediction results to calculate the close prices for stocks. Moreover, we convert the regression problem into a binary classification problem and obtain the classification results. Finally, we design simulation experiments based on the models proposed in the last part and compare the performance of different machine learning trading strategies that can help investors gain more benefits in reality.

![Framework Diagram]

Figure 1. Framework.

3.1. Data collection and variables construction

We select eight stocks from the technology industry listed on NASDAQ and NYSE and collect 5-year data from the Yahoo Finance website, covering the time period from 2017.01.01 to 2021.12.31. Detailed materials of these stocks are listed in Table 1. The original data of these stocks include five independent variables: open, high, low, close and volume. To improve the prediction performance, we also establish some related variables based on financial technical indicators which have been widely used in previous research works.
3.1. Moving average (MA)

\[ MA(d)_t = \frac{\text{Close}_t + \text{Close}_{t-1} + \ldots + \text{Close}_{t-(d-1)}}{d}, t \geq d \geq 1. \]  

(1)

MA calculates the average of the close prices over the past \( d \) days at day \( t \), which represents the tendency of stock price in the market.

3.1.2. Exponential moving average (EMA)

\[ EMA(d)_t = \frac{2}{d + 1} \sum_{i=0}^{d-1} \left( \frac{d - 1}{d + 1} \right)^i \text{Close}_{t-i}, t \geq d \geq 1. \]  

(2)

Similar to MA, EMA is a technical indicator that can capture the trend of the stock price changes at day \( t \). We also include the EMA of the close price for each stock in this research. The term \( \left( \frac{d - 1}{d + 1} \right)^i \) is the weight of the corresponding \( \text{Close}_{t-i} \), which increases as \( i \) gets closer to 0. (Zhang et al., 2018).

3.1.3. Relative strength index (RSI)

\[ RSI(d)_t = 100 \left( 1 + \frac{\text{Average Gain Over past } d \text{ days}}{\text{Average Loss Over past } d \text{ days}} \right), t > 0. \]  

(3)

RSI is a momentum indicator that measures the degree of overbought and oversold conditions based on the average gain and loss over the past days. When the value of RSI is higher than 70, it indicates an overbought condition and the holder should sell the stock. Conversely, when the value of RSI is lower than 30, it indicates an oversold condition and the investor should buy the stock (Basak et al., 2019).

3.1.4. On balance volume (OBV)

\[ OBV_t = \begin{cases} 
OBV_{t-1} + \text{Volume}_t, & \text{if } \text{Close}_t > \text{Close}_{t-1} \\
OBV_{t-1} - \text{Volume}_t, & \text{if } \text{Close}_t < \text{Close}_{t-1}, t > 1. \\
OBV_{t-1}, & \text{if } \text{Close}_t = \text{Close}_{t-1}
\end{cases} \]  

(4)

---

**Table 1. Information of stocks.**

<table>
<thead>
<tr>
<th>Stock</th>
<th>Company</th>
<th>Exchange</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAPL</td>
<td>Apple Inc.</td>
<td>NASDAQ</td>
</tr>
<tr>
<td>ADBE</td>
<td>Adobe Inc.</td>
<td>NASDAQ</td>
</tr>
<tr>
<td>AMD</td>
<td>Advanced Micro Devices, Inc.</td>
<td>NASDAQ</td>
</tr>
<tr>
<td>CRM</td>
<td>Salesforce, Inc.</td>
<td>NYSE</td>
</tr>
<tr>
<td>MSFT</td>
<td>Microsoft Corporation</td>
<td>NASDAQ</td>
</tr>
<tr>
<td>NOW</td>
<td>ServiceNow, Inc.</td>
<td>NYSE</td>
</tr>
<tr>
<td>NVDA</td>
<td>NVIDIA Corporation</td>
<td>NASDAQ</td>
</tr>
<tr>
<td>ORCL</td>
<td>Oracle Corporation</td>
<td>NYSE</td>
</tr>
</tbody>
</table>

---

Quantitative Finance and Economics

OBV is another momentum indicator that reflects the trend of stock price changes based on the volume flows (Ampomah et al., 2021; Nti et al., 2020). When the OBV line is rising, it suggests that the stock price will increase. When the OBV line is falling, it suggests that the stock price will decrease (Nti et al., 2020).

3.1.5. Moving average convergence divergence (MACD)

\[
MACD_t = EMA(12)_t - EMA(26)_t, \quad (5)
\]
\[
SingalLine_t = EMA(MACD_t, 9)_t, t > 0. \quad (6)
\]

MACD is a momentum indicator derived from MA and captures the difference between the short-term and long-term EMA at day \( t \) (i.e., EMA with \( d = 12 \) represents the short-term trend, and EMA with \( d = 26 \) represents the long-term trend). When \( MACD_t \) is lower than \( SingalLine_t \), it is a signal of a sell opportunity for investors. When \( MACD_t \) is higher than \( SingalLine_t \), it is a signal of a buying opportunity for investors (Basak et al., 2019).

3.1.6. Rate of change (ROC)

\[
ROC(d)_t = \frac{Close_t - Close_{t-d}}{Close_{t-d}}, t > d > 0. \quad (7)
\]

ROC is the ratio of the price change to the price \( d \) days ago at day \( t \). Similarly, ROC is also a momentum indicator that forecasts the change in the stock close price.

3.1.7. Stochastic oscillator

\[
%K(d)_t = 100 \times \frac{Close_{t-d} - LowestLow(d)_t}{HighestHigh(d)_t - LowestLow(d)_t}, \quad (8)
\]
\[
%D(d)_t = 100 \times \frac{\sum_{i=0}^{3}(Close_{t-i} - LowestLow(d)_{t-i})}{\sum_{i=0}^{3}(HighestHigh(d)_{t-i} - LowestLow(d)_{t-i})}, t > d > 0. \quad (9)
\]

\( %K(d)_t \) and \( %D(d)_t \) are technical indicators that provide the oversold and overbought conditions of the stock price (Nti et al., 2020). To compute these two indicators, \( LowestLow(d)_t \) denotes the lowest Low price over past \( d \) days at day \( t \), and \( HighestHigh(d)_t \) denotes the highest High price over past \( d \) days at day \( t \). Based on these two indicators, the stock price is increasing if \( %K(d)_t \) is higher than \( %D(d)_t \), and it has falling trend if \( %K(d)_t \) is lower than the \( %D(d)_t \) (Lai et al., 2019).

3.1.8. Commodity channel index (CCI)

\[
CCI(d)_t = \frac{High_t + Low_t + Close_t}{3} - MA(d)_t, \quad t > d > 0. \quad (10)
\]

CCI is an indicator that detects whether the stock price deviates from its normal distribution (Zhang et al., 2018). The CCI index is calculated based on the high, low, close, and \( d \)-day moving average of the
close price, with 0.015 as the constant factor. The value of the CCI index ranges from negative infinity to positive infinity.

<table>
<thead>
<tr>
<th>Name of variable</th>
<th>Formula</th>
<th>Name of variable</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open</td>
<td>( Open_{t}, t &gt; 0 )</td>
<td>MA20,1</td>
<td>( MA(20)_{t-1}, t &gt; 20 )</td>
</tr>
<tr>
<td>High</td>
<td>( High_{t}, t &gt; 0 )</td>
<td>MA20_increasement</td>
<td>( MA(20)<em>{t} - MA(20)</em>{t-1}, t &gt; 20 )</td>
</tr>
<tr>
<td>Low</td>
<td>( Low_{t}, t &gt; 0 )</td>
<td>EMA5</td>
<td>( EMA(5)_{t}, t \geq 5 )</td>
</tr>
<tr>
<td>Close</td>
<td>( Close_{t}, t &gt; 0 )</td>
<td>EMA10</td>
<td>( EMA(10)_{t}, t \geq 10 )</td>
</tr>
<tr>
<td>Close_1</td>
<td>( Close_{t-1}, t &gt; 1 )</td>
<td>EMA20</td>
<td>( EMA(20)_{t}, t \geq 20 )</td>
</tr>
<tr>
<td>Close_increasement</td>
<td>( Close_{t} - Close_{t-1}, t &gt; 1 )</td>
<td>RSI</td>
<td>( RSI(12)_{t}, t &gt; 0 )</td>
</tr>
<tr>
<td>Volume</td>
<td>( Volume_{t}, t &gt; 0 )</td>
<td>OBV</td>
<td>( OBV_{t}, t \geq 2 )</td>
</tr>
<tr>
<td>Volume_1</td>
<td>( Volume_{t-1}, t &gt; 1 )</td>
<td>ROC5</td>
<td>( ROC(5)_{t}, t \geq 5 )</td>
</tr>
<tr>
<td>Volume_increasement</td>
<td>( Volume_{t} - Volume_{t-1}, t &gt; 1 )</td>
<td>ROC10</td>
<td>( ROC(10)_{t}, t \geq 20 )</td>
</tr>
<tr>
<td>MA5</td>
<td>( MA(5), t \geq 5 )</td>
<td>ROC20</td>
<td>( ROC(20)_{t}, t \geq 20 )</td>
</tr>
<tr>
<td>MA5_1</td>
<td>( MA(5)_{t-1}, t \geq 5 )</td>
<td>MACD</td>
<td>( MACD_{t}, t \geq 0 )</td>
</tr>
<tr>
<td>MA5_increasement</td>
<td>( MA(5)<em>{t} - MA(5)</em>{t-1}, t \geq 5 )</td>
<td>MACD_signal</td>
<td>( SINGALLINE_{t}, t &gt; 0 )</td>
</tr>
<tr>
<td>MA10</td>
<td>( MA(10), t \geq 10 )</td>
<td>MACD_hist</td>
<td>( MACD_{t} - SINGALLINE_{t}, t &gt; 0 )</td>
</tr>
<tr>
<td>MA10_1</td>
<td>( MA(10)_{t-1}, t \geq 10 )</td>
<td>slowk</td>
<td>( %K(3)_{t}, t &gt; 0 )</td>
</tr>
<tr>
<td>MA10_increasement</td>
<td>( MA(10)<em>{t} - MA(10)</em>{t-1}, t \geq 10 )</td>
<td>slowd</td>
<td>( %D(3)_{t}, t &gt; 0 )</td>
</tr>
<tr>
<td>MA20</td>
<td>( MA(20), t \geq 20 )</td>
<td>CCI</td>
<td>( CCI(10)_{t}, t \geq 0 )</td>
</tr>
</tbody>
</table>

We use the technical indicators in the financial market and the variables shown in Table 2 for this research. To avoid the impact of variables with large values, we standardize the data using the formula \( \frac{data - \mu}{\sigma} \), where \( \mu \) is the mean and \( \sigma \) is the standard deviation of each constructed variables in the data. Three types of moving average, like 5-day, 10-day and 20-day, are used to represent the trend of stock price changes. We set the \( Value(d)_{t} \) as the predicted value with \( d \) equal to 5, 10 and 20. And then we find out which type is the best predictor of stock price changes.

\[
Value(d)_{t} = MA(d)_{t+1} - MA(d)_{t} = \frac{Close_{t+1} - Close_{t-(d-1)}}{d}. \tag{11}
\]

The formula below is used to calculate the predicted stock price at day \( t + 1 \) for each stock based on the regression models.

\[
Predicted \ Close_{t+1} = Predicted \ Value(d)_{t} \times d + Close_{t-(d-1)}. \tag{12}
\]

In this research, we have 32 independent variables for building the prediction model and dependent variable \( Value(d)_{t} \) with \( d \) equal to 5, 10 and 20 as the prediction result. We split the whole data of each stock into a training set and a test set with a ratio of 8:2, which are 979 and 245, respectively.

3.2. Machine learning model

We employ six popular machine learning models in the research design: decision tree, support vector machine, bootstrap aggregating, random forest, adaptive boosting, and categorical boosting. We use the Scikit-learn and CatBoost packages in Python to build these models. We also use the GridSearchCV module to find the best parameters (like kernel, loss function, etc.) for improving the

performance of the models. We provide some basic and key descriptions of each machine learning model in this section.

3.2.1. Decision tree

Decision tree is a traditional machine learning algorithm with a tree-like structure. It is a simple and interpretable prediction model (Hindrayani et al., 2020). The decision tree model has one root node (input value) and many leaf nodes (outputs). Unlike the decision tree classification model, the outputs on the leaf nodes are values instead of categories. The final predicted value is the average of all output values in the decision tree. We use the Scikit-Learn package from Python to build the prediction model. Scikit-Learn builds the model by the classification and regression tree (CART) (Géron, 2022).

For the dataset $D = \{X_i, Y_i\}_{i=1,...,n}$, there are regions $\{R_m\}_{m=1,2}$ with a corresponding average output value $\{C_m\}_{m=1,2}$ and $X = \{X_i\}_{i=1,...,n}$. For the regression tree model, it finds a feature split $s$ that minimizes the squared errors of the output value $C_m$ with the corresponding $Y_i$ and produces the regression tree $T_1(X)$:

$$f_1(X) = T_1(X) = \begin{cases} C_1, & \text{if } X < s, \\ C_2, & \text{if } X \geq s. \end{cases}$$

(13)

Based on residuals of the $f_1(X_i)$ with $Y_i$, it obtains $T_2(X)$ by the same step and updates the tree model:

$$f_2(X) = f_2(X) + T_2(X).$$

(14)

After that, it repeats the steps until the stop conditions (normally the squared errors are below a certain threshold) are met at the corresponding tree $f_j(X)$ and the $f(X) = f_j(X)$ is the final decision tree model.

3.2.2. Support vector machine (SVM)

SVM is a single predictor that can solve both classification and regression problems, like the decision tree model. For a dataset $D = \{X_i, Y_i\}_{i=1,...,n}$, the goal of the SVM prediction model is to find an objective function that makes the predicted value $f(x)$ close to the real value $Y_i$. The objective function is:

$$f(X) = w^TX + b.$$  

(15)

$X_i \in X$ and $w, b$ are parameters. There is a margin bounded by hyperplanes on both sides of the objective function. The SVM regression model tries to fit as many samples as possible between these two hyperplanes and minimizes $\|w\|$ to increase the margin (Géron, 2022). The problem of the SVM regression model becomes an optimization problem:

$$\min_{w,b} \frac{1}{2}\|w\|^2 + C \sum_{i=1}^{m} l_e(Y_i - f(X_i)).$$

(16)

$C$ is a fixed constant and $l_e$ is an $\epsilon$-insensitive loss function. We use Lagrange multipliers to get the partial derivatives of parameters $w$ and $b$ (Collobert and Bengio, 2001).
3.2.3. Bootstrap aggregating (Bagging)

Bagging is a type of ensemble learning model that combines many single predictors. For the bagging regression model, the predicted value is the average of all output results from each predictor (Breiman, 1996). The decision tree model is usually the original predictor of the bagging. For a bagging model with predictors, the formula of the predicted value \( f(x) \) is:

\[
f(X) = \frac{1}{M} \sum_{m=1}^{M} f_m(x).
\]

(17)

\( \{f_m\}_{m=1,...,M} \) is the predicted value of each predictor and \( x \) is the corresponding random sample set, \( x \in X \). The bagging model randomly takes a sample from the training dataset to train different predictors and allows a sample to be sampled by the same predictor more than once (Géron, 2022). Figure 2 shows the main process of the bagging model.

![Figure 2. Structure of bagging.](image)

3.2.4. Random forest

Random forest is an ensemble model of the decision tree models. It is an improvement based on the bagging model (Géron, 2022). Unlike the bagging model with the decision tree predictors, the random forest model selects both the sample dataset and the features to split randomly (Breiman, 2001). The decision tree predictors in a random forest regression model are independent of each other. The final predicted value is the average of the prediction results from each predictor. The randomness of sampling and feature selection makes this model less likely to overfit (Breiman, 2001). In practice, random forest has high stability and good predictive ability, which makes it perform well in other financial research fields, such as option pricing (Li and Yan, 2023).

3.2.5. Adaptive boosting (AdaBoost)

AdaBoost is a popular ensemble learning model and one of the boosting methods that combines several weak predictors into an effective prediction model (Géron, 2022). The steps of AdaBoost are shown in Figure 3.
For the adaboost model, there is a high correlation among each predictor (Géron, 2022). The errors from the previous predictor are used to update the weight of samples for the next predictor and then this step is repeated (Freund and Schapire, 1997). In the dataset $D = \{X_i, Y_i\}_{i=1,...,n}$, $w_{1,i} = \frac{1}{n}$ ($i = 1, \ldots, n$) is the initial weight for the training set. For the $k$-th weak predictor, it computes the relative error (i.e, linear, squared or exponential error) $e_{k,i}$ for each sample and obtains the error rate for the adaboost regression model as $e_k = \sum_{i=1}^{n} w_{k,i} e_{k,i}$, where $w_{k,i}$ denotes the weight of samples in the $k$-th iteration. Based on the weight of this weak predictor $\alpha_k = \frac{e_k}{1-e_k}$, this model updates the weight of samples for the ($k + 1$)-th predictor, which is:

$$w_{k+1,i} = \frac{w_{k,i} \alpha_k^{1-e_{k,i}}}{\sum_{d=1}^{n} w_{k,d} \alpha_k^{1-e_{k,d}}}.$$  

(18)

This algorithm repeats the steps and combines all weak predictors with their respective weights. Finally, it obtains a strong predictor and makes the prediction.

3.2.6. Categorical boosting (Catboost)

Catboost is an open-source library based on decision trees that combines the gradient boosting algorithm with categorical features in a machine learning technique (Prokhorenkova et al., 2018). Catboost uses oblivious decision trees and splits on the same feature for each level of trees. The catboost algorithm does not use a simple way of applying the average label value to represent the categorical feature. It adds a prior value to improve the greedy target-based statistics to calculate the frequency of a certain category and reduce the effects of low-frequency categories. Catboost can also combine different features into new features and transform them to numerical values for a new split in a tree (Prokhorenkova et al., 2018). Compared with extreme gradient boosting and light gradient boosting machine, the catboost algorithm can handle categorical features and use an ordered boosting to solve the prediction shift problem. The main steps of catboost for solving the prediction shift problem are: (1) there is no feature combination in the first split; (2) for the later splits, they combine all features with features of previous levels. The catboost model can also deal with small data sets.
3.3. Evaluation indicator

In order to evaluate the performance of machine learning models from different perspectives, we use three well-known evaluation indicators of regression: mean absolute error (MAE), mean squared error (MSE), and root mean squared error (RMSE). All indicators estimate the error between the real value \( y_t \) and predicted value \( \hat{y}_t \) for the regression prediction models and generally. The lower the value of MAE, MSE, and RMSE, the better the model fitting.

\[
MAE = \frac{1}{n} \sum_{t=1}^{n} |y_t - \hat{y}_t|, \tag{19}
\]

\[
MSE = \frac{1}{n} \sum_{t=1}^{n} (y_t - \hat{y}_t)^2, \tag{20}
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (y_t - \hat{y}_t)^2}. \tag{21}
\]

In these formulas, \( y_t \) can be \( \text{Real Value}(d)_t \), which represents the real change of \( d \)-day moving average on day \( t \). \( \hat{y}_t \) can be \( \text{Predicted Value}(d)_t \), which represents the predicted change of \( d \)-day moving average on day \( t \). According to the framework, we aim to obtain both the regression results from these models and the transformed classification results. Based on the \( \text{Predicted Value}(d)_t \) value, we assign two labels to indicate the trend of stock price changes.

\[
\text{ValueBinary}(d)_t = \begin{cases} 
1, & \text{if } \text{Value}(d)_t > 0, \\
-1, & \text{if } \text{Value}(d)_t \leq 0.
\end{cases} \tag{22}
\]

When the predicted value is positive, we give the \( \text{ValueBinary}(d)_t \), a label of 1; otherwise, we consider the stock price decreasing and give a label of -1 to \( \text{ValueBinary}(d)_t \). Then, the research based on machine learning regression models becomes a binary classification problem. For a classification problem, it is usually evaluated by a confusion matrix.

<table>
<thead>
<tr>
<th>\text{Confusion matrix}</th>
<th>\text{Predicted ValueBinary}(d)_t</th>
<th>\text{1}</th>
<th>\text{−1}</th>
</tr>
</thead>
<tbody>
<tr>
<td>\text{Real ValueBinary}(d)_t</td>
<td>1</td>
<td>TP</td>
<td>FN</td>
</tr>
<tr>
<td></td>
<td>−1</td>
<td>FP</td>
<td>TN</td>
</tr>
</tbody>
</table>

For the binary values \( \text{Real Value}(d)_t \) and \( \text{Predicted Value}(d)_t \), we use Accuracy, Precision, Recall, and F1-score to measure the performance.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}, \tag{23}
\]

\[
\text{Precision} = \frac{TP}{TP + FP}, \tag{24}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}. \tag{25}
\]
\[ F1 - score = \frac{2TP}{2TP + FP + FN} = \frac{2 \times Precision \times Recall}{Precision + Recall}. \] (26)

In general, accuracy measures the proportion of samples where the predicted results match the actual results among all samples. Precision evaluates the proportion of true positive samples among all samples with the predicted value \( ValueBinary(d) \) of 1. Recall indicates the proportion of true positive samples among all samples that have the same value as the actual result. F1-score reflects the robustness of each model. For a model with better prediction performance, the values of all these classification evaluation indicators are expected to be as high as possible.

4. Result and discussion

As the methodology designs, this research predicts the changes of moving average by machine learning regression models and transforms the predicted value into a binary classification problem to compare the performance of each prediction model. In this section, we first present the prediction results of these six regression machine learning models based on the eight stocks in the American stock market and then provide the transformed classification results compared with the results from corresponding classification models directly.

4.1. Regression result

The prediction regression results of each stock are shown below, and Figures 4–6 show the best and worst samples of MAE, MSE, and RMSE results based on six machine learning regression models, respectively. There is a decreasing trend on all evaluation indicators of prediction models for these eight stocks under different predictions of the changes in moving average. When we predict the 20-day change of moving average, it contains more information from the previous data and the model has a better prediction performance with the corresponding training set.

![Figure 4. MAE results for stocks (2 samples).](image-url)
Table 4. MAE results for ORCL.

<table>
<thead>
<tr>
<th>Model</th>
<th>MA5</th>
<th>MA10</th>
<th>MA20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision tree</td>
<td>0.3934</td>
<td>0.2373</td>
<td>0.1202</td>
</tr>
<tr>
<td>SVM</td>
<td>0.3460</td>
<td>0.2104</td>
<td>0.1211</td>
</tr>
<tr>
<td>Bagging</td>
<td>0.3648</td>
<td>0.2115</td>
<td>0.1129</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.3650</td>
<td>0.2092</td>
<td>0.1118</td>
</tr>
<tr>
<td>Adaboost</td>
<td>0.3776</td>
<td>0.2207</td>
<td>0.1170</td>
</tr>
<tr>
<td>Catboost</td>
<td>0.3731</td>
<td>0.2091</td>
<td>0.1193</td>
</tr>
</tbody>
</table>

Figure 4 gives the comparisons of MAE results among six machine learning prediction models for two samples of NOW and ORCL under different predicted targets. For most stocks, the result of the SVM regression model is much better than others and the lowest MAE value is less than 0.13, although all models have great prediction performance on the ORCL stock. The MAE values for the ORCL stock based on different models are shown in Table 4. In contrast to the performance of the SVM model, another single predictor decision tree always has the worst regression results on predicting different stock price changes, which is nearly 0.4. The largest difference between the MAE values from the SVM and decision tree models is near 1 when the predicted variable is the 5-day change of moving average for the ADBE stock. Moreover, four ensemble learning prediction models usually have similar performance for most stocks and even have smaller MAE values than the SVM model.

Figure 5. MSE results for stocks (2 samples).

Table 5. MSE results for ORCL.

<table>
<thead>
<tr>
<th>Model</th>
<th>MA5</th>
<th>MA10</th>
<th>MA20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision tree</td>
<td>0.3110</td>
<td>0.1080</td>
<td>0.0240</td>
</tr>
<tr>
<td>SVM</td>
<td>0.2645</td>
<td>0.0784</td>
<td>0.0237</td>
</tr>
<tr>
<td>Bagging</td>
<td>0.3065</td>
<td>0.0850</td>
<td>0.0208</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.3042</td>
<td>0.0838</td>
<td>0.0205</td>
</tr>
<tr>
<td>Adaboost</td>
<td>0.3366</td>
<td>0.0909</td>
<td>0.0235</td>
</tr>
<tr>
<td>Catboost</td>
<td>0.3145</td>
<td>0.0834</td>
<td>0.0233</td>
</tr>
</tbody>
</table>
The MSE results for two sample stocks in Figure 5 have a similar performance. The differences in MSE values among six prediction models for predicting the 5-day moving average change are larger than the MAE values for most stocks. But there is no doubt that the SVM model also has the best performance on predicting moving average changes for different periods. Table 5 also provides the information that the SVM model has relatively lower MSE results for the ORCL stock. In addition, similar to the MAE results, there is a very close relationship among the four ensemble learning models. Figure 6 and Table 6 show the RMSE results and there is a similar distribution of results because the RMSE value is the square root of the MSE value.

Based on the regression evaluation indicators, we can easily find that the well-known SVM regression model has the best relative prediction performance for each stock with different prediction variables. Although the four ensemble learning models use different methods to combine many single predictors, their regression performance is always very close for each stock. However, the popular prediction model with a simple structure-the decision tree model almost performs with the largest prediction errors for each situation compared to other models.

Using the methods in this research, we can calculate the predicted close price of each stock by the corresponding formula and there are sample results that compare the predicted close price of the CRM stock in the test set period with different machine learning prediction models under 5-day, 10-day and 20-day moving average changes.
Table 7. Regression results for CRM under moving average 5.

<table>
<thead>
<tr>
<th>Model</th>
<th>MAE</th>
<th>MSE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision tree</td>
<td>1.1131</td>
<td>2.4301</td>
<td>1.5588</td>
</tr>
<tr>
<td>SVM</td>
<td>0.7980</td>
<td>1.2867</td>
<td>1.1343</td>
</tr>
<tr>
<td>Bagging</td>
<td>0.9182</td>
<td>1.5425</td>
<td>1.2419</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.9136</td>
<td>1.5624</td>
<td>1.2499</td>
</tr>
<tr>
<td>Adaboost</td>
<td>0.9133</td>
<td>1.5942</td>
<td>1.2626</td>
</tr>
<tr>
<td>Catboost</td>
<td>0.9489</td>
<td>1.7389</td>
<td>1.3186</td>
</tr>
</tbody>
</table>

Figure 7. Predicted close price for CRM under moving average 5.

Figure 7 shows the predicted close price for the CRM stock with the 5-day change of the moving average. The prediction performance of the decision tree model has significant fluctuations compared to the actual close price, while other models have smaller fluctuations above and below the actual one. Table 7 shows the corresponding regression results for each predictive model and the SVM model has the lowest MAE, MSE and RMSE.

When the prediction variable becomes a medium-term trend (10-day change of the moving average), it seems that almost all models have a more consistent prediction performance in the middle of the experiment period in Figure 8. However, compared with the result of the 5-day trend prediction variable, the decision tree model has larger errors in prediction values, and even some predicted outliers. The corresponding regression results of the CRM stock for different models in Table 8 can also provide the similar information.
<table>
<thead>
<tr>
<th>Model</th>
<th>MAE</th>
<th>MSE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision tree</td>
<td>0.6172</td>
<td>0.8827</td>
<td>0.9395</td>
</tr>
<tr>
<td>SVM</td>
<td>0.4473</td>
<td>0.3920</td>
<td>0.6261</td>
</tr>
<tr>
<td>Bagging</td>
<td>0.4893</td>
<td>0.4562</td>
<td>0.6754</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.4988</td>
<td>0.4688</td>
<td>0.6847</td>
</tr>
<tr>
<td>Adaboost</td>
<td>0.5531</td>
<td>0.5832</td>
<td>0.7637</td>
</tr>
<tr>
<td>Catboost</td>
<td>0.5609</td>
<td>0.5794</td>
<td>0.7612</td>
</tr>
</tbody>
</table>

Figure 8. Predicted close price for CRM under moving average 10.

Table 9. Regression results for CRM under moving average 20.

<table>
<thead>
<tr>
<th>Model</th>
<th>MAE</th>
<th>MSE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision tree</td>
<td>0.4256</td>
<td>0.3371</td>
<td>0.5806</td>
</tr>
<tr>
<td>SVM</td>
<td>0.2103</td>
<td>0.0892</td>
<td>0.2987</td>
</tr>
<tr>
<td>Bagging</td>
<td>0.4893</td>
<td>0.4562</td>
<td>0.6754</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.3486</td>
<td>0.2048</td>
<td>0.4526</td>
</tr>
<tr>
<td>Adaboost</td>
<td>0.3713</td>
<td>0.2396</td>
<td>0.4895</td>
</tr>
<tr>
<td>Catboost</td>
<td>0.3580</td>
<td>0.2185</td>
<td>0.4675</td>
</tr>
</tbody>
</table>
Figure 9 shows the predicted close price of the CRM stock with the corresponding predicted 20-day change of the moving average. Unlike the short-term and medium-term trend predictions, the long-term close price prediction based on the six machine learning models has relatively poor performance. At the end of the test set period, the predicted close price deviates significantly from the actual close price of the CRM stock, except in the SVM model. A similar pattern also occurs at the beginning of this period, when the price drops rapidly and rebounds. Similarly, the regression results for predicting the price of the CRM stock in Table 9 reveals the SVM model performs well since it recieves the lowest MAE, MSE and RMSE results. It seems that the SVM regression model with the linear kernel can capture this trend better than other models.

In Figures 8 and 9, there are huge jumps for the CRM price prediction based on the decision tree under 10-day and 20-day moving average changes. Due to the large noise in the stock market, the decision tree model is prone to overfitting in the face of the prediction based on the data set of stocks. It is obvious that the performance of the decision tree model is inferior to other models in predicting the stock price or the trend of stock price changes. Moreover, in other related work, we also find that the
decision tree model performs generally compared to other models (Wang, 2023). Although the close
times predicted by different machine learning regression models oscillate around the actual close price,
these models can reflect the trend of changes under different moving average changes. The SVM model
can especially follow the actual price changes better in most cases.

Table 10 gives ten samples of the comparison between the actual and the predicted close price
for CRM stock based on the SVM model under 20-day moving average changes. We can see that the
differences between the predicted and actual close price are not very large and the lowest error rate of
the prediction model in this period is 0.4017%, which means that machine learning prediction models
based on the change of moving average can have good regression performance.

4.2. Classification result

As the research transforms the predicted value into a binary classification problem, it also provides
some average classification results based on all 8 stocks in Tables 11–13.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision tree</td>
<td>0.7413</td>
<td>0.7434</td>
<td>0.7413</td>
<td>0.7412</td>
</tr>
<tr>
<td>SVM</td>
<td>0.8199</td>
<td>0.8240</td>
<td>0.8199</td>
<td>0.8204</td>
</tr>
<tr>
<td>Bagging</td>
<td>0.8102</td>
<td>0.8110</td>
<td>0.8102</td>
<td>0.8098</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.8158</td>
<td>0.8167</td>
<td>0.8158</td>
<td>0.8150</td>
</tr>
<tr>
<td>Adaboost</td>
<td>0.7903</td>
<td>0.7964</td>
<td>0.7903</td>
<td>0.7841</td>
</tr>
<tr>
<td>Catboost</td>
<td>0.7898</td>
<td>0.7915</td>
<td>0.7898</td>
<td>0.7886</td>
</tr>
</tbody>
</table>

Table 11. Average transformed classification results under moving average 5.

To compare the performance of each machine learning algorithm on the stock presented in Table
1, Table 11 shows the average classification results transformed from the predicted results by the six
regression machine learning models based on the 5-day moving average changes. As a simple predictor,
the decision tree model has the worst prediction performance with an accuracy of 0.7413, while the
SVM model has the highest accuracy of 0.8199. Moreover, the bagging model seems to perform better
than the boosting models and the random forest model has the best performance among these ensemble
models, in which the classification results are close to the SVM model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision tree</td>
<td>0.8148</td>
<td>0.8153</td>
<td>0.8148</td>
<td>0.8141</td>
</tr>
<tr>
<td>SVM</td>
<td>0.8842</td>
<td>0.8871</td>
<td>0.8842</td>
<td>0.8844</td>
</tr>
<tr>
<td>Bagging</td>
<td>0.8760</td>
<td>0.8773</td>
<td>0.8760</td>
<td>0.8758</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.8781</td>
<td>0.8794</td>
<td>0.8781</td>
<td>0.8777</td>
</tr>
<tr>
<td>Adaboost</td>
<td>0.8719</td>
<td>0.8752</td>
<td>0.8719</td>
<td>0.8708</td>
</tr>
<tr>
<td>Catboost</td>
<td>0.8617</td>
<td>0.8617</td>
<td>0.8617</td>
<td>0.8611</td>
</tr>
</tbody>
</table>

Table 12. Average transformed classification results under moving average 10.

Table 12 presents the transformed classification results of the 10-day moving average changes
prediction. When the predicted variable is a medium-term trend of stocks, the SVM model still has the
best classification result, and the accuracy exceeds 0.88. The decision tree model, which has the lowest
accuracy, also has an accuracy that is larger than 0.8, which is a good prediction result. Moreover, under the 10-day change of moving average prediction, the classification results of these ensemble learning models also increase by around 0.07.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision tree</td>
<td>0.8531</td>
<td>0.8618</td>
<td>0.8531</td>
<td>0.8527</td>
</tr>
<tr>
<td>SVM</td>
<td>0.9031</td>
<td>0.9155</td>
<td>0.9031</td>
<td>0.9046</td>
</tr>
<tr>
<td>Bagging</td>
<td>0.8929</td>
<td>0.9056</td>
<td>0.8929</td>
<td>0.8932</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.8923</td>
<td>0.9061</td>
<td>0.8923</td>
<td>0.8928</td>
</tr>
<tr>
<td>Adaboost</td>
<td>0.8888</td>
<td>0.8994</td>
<td>0.8888</td>
<td>0.8875</td>
</tr>
<tr>
<td>Catboost</td>
<td>0.8918</td>
<td>0.9013</td>
<td>0.8918</td>
<td>0.8919</td>
</tr>
</tbody>
</table>

Table 13 shows the average transformed classification results of the six machine learning models under the 20-day trend change prediction. In this situation, two single predictors, the decision tree and SVM models, still have the worst and best performance of the stock price trend prediction, respectively. The SVM model has an average accuracy of 0.9031, which is the highest one in the whole study. For ensemble learning models, the bagging model also performs better than the boosting models, while the accuracy of the adaboost model is lower than others.

We also compares the classification results by the corresponding machine learning classification models with the transformed classification results. Figures 10 and 11 give a comparison between the transformed classification results and the classification results predicted by machine learning classification models directly. Overall, the transformation results approach to the prediction by machine learning regression models have better prediction performance.

When the predictions are for the 5-day and 10-day moving average changes, the classification results by transformation are better than those predicted by the classification model directly. Especially for the bagging classification model, it seems not stable to predict the moving average changes, as the boxes of each classification evaluation indicator in the box plots are much larger than others for predicting the 5-day moving average changes. For the 20-day change of moving average prediction, not all transformed classification results are better than those predicted by direct classification models. The average values of the accuracy, recall and F1-score based on the adaboost model from the transformed classification results are lower than those from the direct classification results.

By combining the regression results and the classification results, we can see that the SVM model always has the best performance on predicting different moving average changes, while the decision tree model does not perform well enough. Although the four ensemble learning models with more complex structures have relatively lower results than the SVM model, the prediction performance of these models is stable for different stocks due to the middle prediction errors and the relatively small boxes in the box plots of classification results for different predictions. Moreover, while the 20-day change of moving average prediction has the best regression and classification results, the improvement of results becomes less significant as the number of trend days increases, and the classification results for predicting the 20-day trend are not as good as those predicted directly by the corresponding machine learning classification models.
Figure 10. Comparisons of accuracy and precision results.
5. Simulation trading experiment

In the previous section, we find that the predictions on different moving average changes based on machine learning regression models can have great prediction performance for both regression...
and classification results. To help investors understand the role of this method in investing, this section conducts simulation trading experiments related to the transformed classification problem to test whether the method can help investors to earn profits or not. We convert the transformed binary classification problem in equation (22) into a simple machine learning trading strategy: if the \( \text{Predicted Value}_{\text{Binary}} (d_t) \) is equal to 1 and there is no position of this stock, the investor buys the stock; then, if the \( \text{Predicted Value}_{\text{Binary}} (d_t) \) becomes -1 and the investor has a position, the investor sells the stock.

In the simulation trading experiments, we assume there is an investor with $100,000 investment capital who wants to invest in only one stock during the period of the test set. As there are some transaction fees for trading stocks, we set them as $2.5 per $10,000 in this research. We use the backtrader package in Python to complete the experiments.

Figure 12. Comparisons of annualized rate of return

Figure 12 shows the annualized rate of return for three types of moving average changes by the machine learning trading strategy. Generally, the annualized rate of return is good when it exceeds 10% and almost all strategies of the transformed method can achieve such high results. For predicting the 5-day and 10-day change of moving averages, the trading strategies based on the six machine learning prediction models have an upward trend, while the average annualized rate of return for each stock decreases for predicting the 20-day trend.

<table>
<thead>
<tr>
<th>Model</th>
<th>Balance</th>
<th>Return</th>
<th>Annualized rate of return (%)</th>
<th>Max drawdown (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision tree</td>
<td>125213.6</td>
<td>25213.56</td>
<td>26.07</td>
<td>14.20</td>
</tr>
<tr>
<td>SVM</td>
<td>124198.9</td>
<td>24198.87</td>
<td>25.02</td>
<td>13.16</td>
</tr>
<tr>
<td>Bagging</td>
<td>123127.2</td>
<td>23127.15</td>
<td>23.90</td>
<td>14.28</td>
</tr>
<tr>
<td>Random forest</td>
<td>123043.4</td>
<td>23043.42</td>
<td>23.82</td>
<td>13.58</td>
</tr>
<tr>
<td>Adaboost</td>
<td>128600.7</td>
<td>28600.74</td>
<td>29.57</td>
<td>13.68</td>
</tr>
<tr>
<td>Catboost</td>
<td>126800.0</td>
<td>26800.01</td>
<td>27.70</td>
<td>13.82</td>
</tr>
</tbody>
</table>
We also compute the max drawdown for each trading strategy, which indicates the maximum possible loss for the investor. Table 14 shows the average results of trading strategies based on different machine learning prediction models. Compared with other models, the trading strategy of the adaboost model can help the investor earn the most money with an average annualized rate of return of 29.57%. However, although the annualized rate of return for the SVM model trading strategy is only 25.02%, this strategy has the lowest average max drawdown among others. It suggests that using the SVM trading strategy could be the least risky one for the investor.

From the results of the simulation trading experiments, we find that for different stocks, almost any machine learning trading strategy can make money for the investor. Especially based on the prediction models of the 10-day change of moving average, the average annualized rates of return of these six machine learning trading strategies all exceed 20%. Moreover, the adaboost and SVM trading strategies have the best performance on the average annualized rate of return and max drawdown, respectively.

6. Conclusions

In summary, the method of transforming results from regression machine learning models to classification results is feasible and could help investors identify potential investment opportunities. In this research, we use six popular machine learning prediction models, which are decision tree, SVM, bagging, random forest, adaboost and catboost, to predict different moving average changes based on variables of financial technical indicators. With regression machine learning models, we obtain the best regression result for the 20-day change of moving average prediction for the ORCL stock by the random forest model, which has an MSE value of less than 0.025. The SVM model has the lowest average regression prediction error. Then, by transforming predicted values into classification problems, this research achieves the best average accuracy of 0.9031 when we consider the transformed classification results from the 20-day trend prediction by the SVM model. It is worth noting that the 10-day Change of moving Average prediction is a turning point for the improvement of the model performance, though we always get the best prediction performance from the 20-day change of moving average prediction. This is also reflected in the simulation trading experiments, in which the machine learning trading strategies based on 10-day moving average changes have the highest average annualized rate of return. The results of simulation trading experiments also confirm that this method can be a reference for investors, as most machine learning trading strategies are profitable for both short-term and long-term prediction strategies.

Despite conducting a large number of experiments in this research, there is still room for improvement in the future. Since the results show that the 10-day change of moving average prediction has the best performance in the simulation trading, we can construct more variables like fundamental indicators to help build machine learning models. Although we employ some traditional machine learning models to make predictions and obtain satisfactory experimental results, more models can have good performance on stock price prediction, which we may consider in future studies. For example, a CNN-BiLSTM-Attention model had better accuracy of predicting the stock price index than the traditional model long short term memory (Zhang et al., 2023). Besides, some new models with mode decomposition helped to improve the performance on the stock price prediction. The new hybrid model VML sliced the stock price series to different window series and used variational mode decomposition to decompose the window series into subseries, then made predictions on each subseries to reduce the MSE (Liu et al., 2022). Except the choice of predictive models, we can also change the setting of labels.
and improve the design of related trading strategies. Moreover, in this research, although we collect data from eight stocks, we only conduct experiments on each stock separately. We can try to assign weights to these stocks to form an optimal portfolio for investors. Ultimately, our goal is to build models with high performance and to provide valuable guidance for investors.
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