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Abstract: Traditionally, financial risk management is examined with cartesian and interpretivist 
frameworks. However, the emergence of complexity science provides a different perspective. Using a 
structured questionnaire completed by 120 Risk Managers, this paper pioneers a comparative analysis 
of cartesian and complexity science theoretical frameworks adoption in sixteen Zimbabwean banks, in 
unique settings of a developing country. Data are analysed with descriptive statistics. The paper finds 
that overally banks in Zimbabwe are adopting cartesian and complexity science theories regardless of 
bank size, in the same direction and trajectory. However, adoption of cartesian modeling is more 
comprehensive and deeper than complexity science. Furthermore, due to information asymmetries, 
there is diverging modeling priorities between the regulator and supervisor. The regulator places 
strategic thrust on Knightian risks modeling whereas banks prioritise ontological, ambiguous and 
Knightian uncertainty measurement. Finally, it is found that complexity science and cartesianism 
intersect on market discipline. From these findings, it is concluded that complexity science provides 
an additional dimension to quantitative risk management, hence an integration of these two 
perspectives is beneficial. This paper makes three contributions to knowledge. First, it adds valuable 
insights to theoretical perspectives on Quantitative Risk Management. Second, it provides empirical 
evidence on adoption of two theories from developing country perspective. Third, it offers 
recommendations to improve Quantitative Risk Management policy formulation and practice. 

Keywords: cartesian economics; complexity economics; banking financial risk management; 
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1. Introduction 

This study focuses on comparing the adoption of cartesian and complexity science frameworks 
in quantitative risk management of Zimbabwean banks. Precisely this research pioneers a comparison 
of traditional and modern theoretical perspectives of financial risk management in the unique settings 
of Zimbabwe, a developing country contrary to extant studies that focus on developed economies. First 
the study advances the theory of cartesianism emanating from classical science and finance theories 
such as Efficient Market Hypothesis (Fama,1970), Modern Portfolio Theory (Markowitz,1952), 
Capital Asset Pricing Model (Sharpe,1964), Option Pricing Theory (Black and Scholes,1973; 
Merton,1974) and Arbitrage Pricing Theory (Ross,1976). Second it advances complexity economics 
theory following Knight (1921), Hayek (1964), Diebold et al, (2010), Ganegoda and Evans (2014), 
Haldane, (2016); Flage and Aven (2015), Aven (2017), Mazri (2017) and Tepetepe et al., (2021). The 
objectives of this paper are to test and compare the adoption of these two theories using a survey. The 
paper answers these research questions: (a) What are the theoretical perspectives for quantitative 
financial risk management? (b) What are static and complexity science frameworks? (c) What are the 
similarities and differences in the adoption of cartesian and complexity science theoretical frameworks 
in financial risk management of Zimbabwean banks? (d) Is there any point of intersection and 
complementarity for these two theories? The rest of the paper is structured as follows. Section 2 focuses 
on the literature review focusing on cartesian, interpretivist and complexity science theories. Section 
3 documents the survey research methodology that was applied. Section 4 provides the comparative 
analysis of survey results, discussion, and recommendations. Section 5 provides the conclusion and 
areas of further research. 

2. Literature Review 

This section provides a literature review on three theoretical frameworks namely cartesian, 
interpretivist and complexity science that influence the definition of risk, practice, and policy 
formulation for quantitative risk management in banks. 

2.1. Cartesian risk management 

Cartesian or traditional financial risk management is founded on bedrock of classical science and 
neoclassical financial economics theories. Its basis are assumptions of closed systems, stability, 
rational expectations, ordered states, Gaussian normality, independence, homogeneity, optimisation, 
equilibrium, and absence of information asymmetries (Muth, 1961; Arthur,2013; Ganegoda and Evans, 
2014; Hull, 2018; Plosser and Santos, 2018). Under this view risk is the magnitude of deviation from 
the target, measurable with objective probabilities (Knight, 1921; Keynes, 1921; Gebizlioglu and 
Dhaene, 2009; Sweeting, 2011; McNeil et al., 2015; Pichler, 2017). Thus, it is possible to manage risks 
with linear and reductionist “best practices” based on laws of probability and available historical data 
(Ganegoda and Evans, 2014; Aven, 2017). 
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According to cartesian theory the whole is the sum of its parts (Arthur, 2021). As such to 
understand closed systems, one needs to decompose them into components which are studied in 
isolation. The aggregation of these components forms the whole. Cartesianism is identified with 
nomenclatures such as positivism, post positivism, conventional economics, reductionism, 
conventional science, and scientific objectivism (Arthur, 2021). Proponents of cartesianism believe 
that risks are factual and measurable. Hence, they uphold a scientific constructivism claim of the 
existence of standard solutions for risk management problems (Dowd and Hutchinson, 2014). To them 
quantitative risk management is essentially founded on mechanistic Newtonian science and classical 
financial theories such as Efficient Market Hypothesis (Fama, 1970), Modern Portfolio Theory 
(Markowitz, 1952), Capital Asset Pricing Model (Sharpe, 1964), Option Pricing Theory (Black and 
Scholes, 1973; Merton, 1974) and Arbitrage Pricing Theory (Ross, 1976). 

The cartesian belief is the reason for the proliferation of static frameworks, books and financial 
regulations that tries to offer standard solutions and practices on bank risk management (Sweeting, 
2011; McNeil, et al., 2015). These static frameworks focus on specified resilience modeling and silo 
risk analysis (Sweeting, 2011; Morin, 2014; Cavallo, 2014; McNeil et al., 2015). In general, these 
frameworks are founded on principles of establishing context, risk assessment, risk identification, risk 
analysis, evaluation, monitoring, communication, and consultation (Sweeting, 2011; Cavallo, 2014). 
Three types of static frameworks exist (Sweeting, 2011). First, advisory risk management frameworks 
are neither compulsory nor legislative but provides generic guidelines of capital management for 
example, Risk Analysis and Management for Projects (RAMP), the COSO ERM Integrated 
Framework, the Treasury Board of Canada Integrated Risk Management Framework, the Orange Book, 
etc. Second, proprietary risk management frameworks are provided by credit rating agencies for 
instance the Fitch’s Standard and Poor & Moody’s for the institution’s debtholders and investors. Third, 
mandatory risk management frameworks are compulsory and regulatory for example Basel III in banks 
and Solvency II in insurance. 

Static frameworks promote linear, and fact-based risk management principally based on the 
doctrine of Gaussian distribution Value at Risk modeling (Dowd and Hutchison, 2014). Therefore, by 
applying these frameworks present cartesian risk management in banks focuses predominantly on 
Knightian risks which are less severe in magnitude. However, in the real financial world, standard 
solutions do not exist because sometimes risks are emergent and unknown (Dowd and Hutchison, 
2014). Hence the elegant modeling methods offered by static frameworks are not applicable to 
complex systems where standard solutions do not exist (Sornette, 2003; Helbing, 2013; Cavallo, 2014, 
Bolton et al.,2020). Arthur (2021) criticise cartesian risk management for producing elegant but 
unrealistic financial engineering models based on deductive logic which ignores other uncertainties. 
Several studies highlight that, cartesian risk management also suffers from the illusion of risk control, 
treating risk preferences as exogenous events, and omitting ethics (Taleb, 2007; Allan et al., 2013; 
Motet and Bieder, 2017; Righi et al., 2019). Dowd et al., (2011) argues that the cartesian paradigm 
failed practically during the 2008 great financial crisis where banks that had adopted Basel II/III flimsy 
Value at risk doctrine of quantitative finance in Europe and United States of America were hit the most. 
Farmer et al., (2012) and Arthur (2021) highlights that cartesian paradigm offers no solution to current 
challenges that violate rational expectation theory and those emanating from emerging operational 
risks such as climate, technological, geopolitical, societal, health and economic risks. As such some 
authors are demanding for a new paradigm to complement standard finance and risk management 
(Sornette, 2003; Blume and Durlauf, 2006; Hellbing, 2013; Cavallo, 2014; Battiston et al., 2016a; 
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Arthur, 2021). These argue that financial risk management will be effective if static and dynamic 
frameworks are integrated.  Strong critics of cartesianism are calling for its radical elimination in 
favour of either laissez faire banking or complexity science (Haldane, 2009; Dowd et al., 2011; Farmer, 
et al.,2012; Dowd and Hutchison, 2014). They argue that a laissez faire banking system through 
competition promotes higher capital ratios, better risk management and financial stability. 

To find the state of cartesian frameworks adoption, this paper focuses more on Basel II/III than 
other frameworks because it is mandatory in Zimbabwean banks and provides straightforward 
quantitative risk management methods under Pillar 1. Basel II/III provides various risk weighted asset 
modeling approaches divided into two types. First, the simple standardised approaches where the key 
parameters are fixed and given by supervisor (Zimbabwe Basel II Technical Guidelines, 2011). These 
include the modified standardised approach (MSA) for assessing credit risk, alternative standardised 
approach (ASA) for operational risk and standardised approach (SA) for market risk. The simpler 
approaches are designed specifically for smaller banks with simpler financial models. Currently, Basel 
II/III proposes the replacement of Value at Risk methods for market risk with expected shortfall (BCBS, 
2017). Second, the internal modeling approaches where banks are conditionally allowed to determine 
their own parameters. There are two internal rating-based approaches for credit risk modeling. Under 
the foundation internal ratings-based approach (FIRB) approach banks estimate probabilities of default 
for each borrower but are given other parameters by supervisor, while under the advanced internal 
ratings-based approach (AIRB) banks also estimate other parameters, such as loss given default and 
exposure at default on their own. The asset correlation is provided by the supervisor in all cases. 
Operational risk is calculated with the advanced measurement approach (AMA) and market risk is 
forecasted with internal models’ approach (IMA). The latest method for operational risk modeling is 
the standardised measurement approach (SMA). Adoption of internal modeling is theoretically 
supposed to result in the convergence of regulatory and economic capital thus reducing regulatory 
arbitrage and promoting financial stability (BCB, 2006; Zimbabwe Basel II Technical Guidelines, 2011) 

2.2. Interpretivist risk management 

Interpretivists view risk as the subjective perception of individuals based on their personal 
experience, social beliefs, subjective notions, and culture. Thus, risk is qualitative and can be 
quantified by subjective or Bayesian probabilities (Bayes and Price,1763; Ramsey, 1926; Shackle, 
1949; Savage, 1954; Aven, 2017; Righi et al., 2019). Interpretivists reject notions of objectivity, 
certainty in knowledge, rational expectations, subject centred reasoning, and referential use of 
language (Beck, 1992; Cavallo, 2014; Morin, 2014). Policy makers prefer qualitative risk management 
because it is more accessible, easily understood, and requires no mathematical competence. 
Interpretivism explains the proliferation of qualitative frameworks and books on bank risk 
management (Sweeting, 2011). Table 1 shows the differences between cartesian, interpretivist risk and 
complexity science risk management. 

Table 1 provides brief descriptions on the similarities and differences of cartesian, interpretivist 
and complexity science financial risk management. The descriptions are obtained from analysis of 
Cavallo, (2014); Righi et al., (2019); and Arthur, (2021). 
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Table 1. Cartesian, interpretivist and complexity science risk management. 

Dimension of 
contrast 

Traditional Modern Neo-modernism 

Philosophy Cartesianism/Reductionism Interpretivism Complexity science/Holism 
Epistemology Risk is an event analysed primarily 

at individual levels in silos or 
elements 

Risk is a social and 
subjective phenomenon 

Risk is holistic phenomenon 
analysed as a whole 

Expectations Rational expectations Irrational Irrational, adaptive, and 
evolutionary expectations 

Logic Deduction Induction Abductive (Induction & 
deduction) 

Risk preferences They are given and unexplained Risk preferences, 
perceptions and responses 
are learned 

Risk preferences are learned 
and adaptive 

Risk quantification Risk is objectively quantifiable Risk is subjectively 
quantifiable 

Risk is both objectively and 
subjectively quantifiable 

System Stable and closed Any type of system Dynamic and open system 

Risk Responses Mitigate negative events Probe, sense and respond 
qualitatively to mitigate 
negative events 

Probe, sense and respond 
Build safe operating space 

Ethics Ethics are omitted Ethics are integral to risk 
management 

Ethics are integral to risk 
management 

Modeling tools Quantitative 
(Basis is Central Limit Theorem) 

Qualitative Complexity science / 
algorithmic modeling 

 

2.3. Complexity science risk management 

Complexity science is part of neo-modernism which provides an opportunity to understand non-
linear, evolutionary, dynamic, and self-organising systems (Zimmerman, 1999). Neo-modernism 
combines cartesian and interpretivists’ views of risk management (Althaus, 2005; Righi, et al., 2019). 
Risk is hence an integration of definitions from multiple disciplines such as mathematics, science, 
economics, finance, engineering, medicine, arts, humanities, philosophy, and information technology 
(Althaus, 2005). Complexity science is an interdisciplinary approach providing a pluralistic view of 
the world (Newman, 2011; Mitchell, 2009; Arthur,2013; Farmer, 2015; Haldane, 2016; Li et al., 2018; 
Li and Evans, 2019; Tepetepe et al., 2021). It is an epistemological position where the whole is not the 
sum of its parts dating back to Aristotle’s views. Decomposing a complex system into individual 
components destroys the system’s properties (Bruno et al., 2016). 

In physics, biology, chemistry, medicine, and engineering sciences complexity science is used to 
examine complex adaptive systems such as condensed matter, natural ecosystems, immune systems, 
internet of things, nervous systems, and ant colonies. In economics complexity science is rooted in 
Adam Smith’s laissez faire and Pareto’s laws (Anderson, 1972; Arthur, 2013). It is used to examine 
economies, financial systems, and organisations. In most social sciences the approach is used to 
analyse culture, organisational behaviour, crowds, society, and population dynamics. Complexity 
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science is a multidisciplinary approach, framework, theory, and philosophy (Mitleton-Kelly,2003). 
Researchers term it the “new economic thinking”, “new scientific way”, “new discipline”, “new world 
view” and “complexity economics.” It is an abductive approach providing an alternative and challenge 
to classical economics and science (Senge, 1990; Mitleton-Kelly, 2003; Haldane, 2009; Famer, 2012; 
Morin, 2014; Cavallo, 2014; Allan et al., 2013; Bolton et al., 2020). 

There is no universal definition for complex systems. Holmes (2021) define complex systems on 
basis of two characteristics (a) heterogeneity and (b) non-linearity. Heterogeneity means that many 
interconnected agents interact in a complex system. Non-linearities leads into multiple equilibria and 
as such small changes at micro level amplifies and lead to critical transitions or tipping points at macro-
level. A complex adaptive system is an open, living, and dynamic system characterised by 
heterogenous agents, no central control and simple rules of operation that give rise to collective 
behaviour, sophisticated information processing, and adaptation via learning or evolution (Mitleton-
Kelly, 2003; Mitchell, 2009; Baranger, 2010; Newman, 2011). According to Arthur (2013) complexity 
science is the study of the consequences of interactions; patterns, or structures, or phenomena, that 
emerge from interactions among elements-particles, or cells, or dipoles, or agents, or firms. 

Fundamentally, economics answers the problems of allocation and formation (Arthur, 2013). 
Classical financial modeling whether it uses Newtonian science or traditional economics theories; 
focuses on the allocation problem (Arthur, 2021). However, these traditional models work poorly in 
providing solutions to questions of formation, exploration, adaptation, and qualitative change which 
are complex systems (Tabb, 1999). This is because problems of formation are “hard to predict” and, 
in many cases, unpredictable due to emergence, chaos, and creative destruction (Schumpeter, 1912; 
Arthur,2021). According to Allan et al., (2013) complexity science is (a) a discipline of seeing wholes, 
(b) a framework for seeing interrelationships, patterns, and networks; and (c) a methodology to see 
both the forest and trees. Recent empirical studies affirm that financial risks are complex adaptive 
systems (Allan et al, 2013; Farmer et al., 2012; Corrigan et al., 2013; Li and Evans, 2019). However, 
most of these empirical studies concentrate on risks in banking and insurance companies of developed 
economies such as United States, Europe, and Australia. This paper concentrates on the unique settings 
of a developing country. 

2.3.1. Complex systems properties of financial risks 

Complexity economists assume that financial risks are complex systems characterised by 
heterogenous agents, self-organisation, emergence, adaptation, non-linearity, far from equilibrium, 
space of possibilities, co-evolution, historicity and time, path dependence and creation of new order 
(Mitleton-Kelly, 2003; Gros, 2011; Corrigan et al., 2013; Turner and Baker, 2019). Heterogenous 
agents in the financial system exist in form of multiple banks, regulators, insurance companies, asset 
managers, stock markets, pensions, and employees (Li and Evans, 2019). These agents are learning, 
evolving, and adapting to changing beliefs, norms, culture, perceptions, history, and physiology of the 
system leading to feedback processes such as tipping points, self-fulfilling processes, and creation of 
new order. 

Broadly speaking, financial risks emanate, exist, and evolve in complex systems. First, many 
researchers argue that the economic systems out of which risks emanate are complex systems 
(Hommes, 2001; Blume and Durlauf, 2006; Haldane and May, 2011; Haldane, 2012; Farmer,2012; 
Arthur, 2013; Battiston et al., 2016a; Li, 2017). Second, many studies reveal that institutions such as 
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banks, and insurance companies are both economic and social organisations classified as complex 
adaptive systems (Allan et al., 2013; Mitchell, 2009; Kremer, 2012; Battiston et al., 2016b). Third, 
risks in banks are managed by human beings, who are influenced by cultural perceptions of 
organisations and individuals. Organisations and culture are regarded as complex adaptive systems 
(Mitleton-Kelly, 2003; Ingram and Thompson, 2011; Thompson, 2018). 

Financial risks exist in multiple states. This refers to space of possibilities implying that 
unpredictability is due to intertwined and non-linear relationships. Additionally, financial risks are 
multidimensional. The classification of risks into four realms is testament to multidimensional 
existence. All the dimensions of financial risks interact and influence each other. Non-linearity means 
small changes emanating from interrelationships, networks, interconnections, and feedback loops 
among heterogenous agents have larger effects on the system. Financial risks are non-linear, 
interrelated, networked and systemic as shown by difficulties in delineating boundaries between Basel 
III market, credit, and operational risks (Corrigan et al., 2013, Battiston et al., 2016a; BCBS, 2017). 

One key assumption is that financial risks display emergent and evolutionary behaviour. 
Emergence is the “unpredictable surprise” emanating from random behaviour and interaction of agents. 
Evolution implies that there are always novel risks whose impact are highly catastrophic. This leads 
into unforeseen, new, and unexpected behaviours whose “causes and effects” cannot be understood by 
analysing the system’s components (Pagel et al., 2007; Aven, 2017). Historicity and time imply that 
there is path dependence and unique histories for each risk and bank. This means that agents take 
context specific decisions that violates best practice and “one size fit all” treatments such as those 
proposed by cartesian frameworks for example Basel III (Li, 2017). Path dependence is also called 
sensitivity to initial conditions. Simply, this means a small difference in starting values can result in 
significantly different trajectories. New risks are always emerging disrupting existing patterns. Banks 
have structure and hierarchy but few leverage points such that risks self-organise. Given these 
properties of financial risks, complexity science theory provides a robust framework to understand 
financial risk management in a hyperconnected world (Farmer, 2012; Allan et al., 2013; Battiston et 
al., 2016b). According to Gross (2011) complexity science is the best method of integrating and 
combining the language of uncertainty, positivist, and interpretivist views of risk. 

2.3.2. Complexity science four realm classification framework 
Having outlined the complexity adaptive nature of financial risks, this section proposes a holistic 

dynamic four realm risk classification framework. The proposed framework is based on Knight (1921), 
Hayek (1964), Diebold et al, (2010), Ganegoda and Evans (2014), Flage and Aven (2015), Aven (2017), 
Mazri (2017) and Tepetepe et al., (2021) theory of risk and uncertainty. The foundation of this 
theoretical direction is Knight (1921)’s distinction between risk and uncertainty. According to Knight 
(1921) risk is measurable uncertainty where the probability and future outcomes are known whereas 
Knightian uncertainty is the immeasurable risk where there is either limited or no knowledge about the 
events but depends on intuition, judgement, and experience. Ellseberg (1961), in support classifies 
random variables into known (certain) and unknown (uncertain) probability distributions. The four 
realms are Knightian risk, Knightian Uncertainty, Ambiguous Uncertainty and Ontological 
Uncertainty. These realms are interconnected and overlaid upon each other (Ganegoda and Evans, 
2014). Quantitative Risk Managers and executives can use this framework to classify risks for strategic 
modeling and decision-making purposes. 
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Knightian risk is the state of familiar or fully emerged risks (Mazri,2017). Risks in this realm are 
well known by risks managers hence are quantifiable with cartesian theoretical frameworks because 
there is adequate knowledge of probability distributions and future outcomes. Traditional statistical 
modeling and Newtonian mechanistic approaches are suitable due to the existence of adequate theory, 
models, and data (Ganegoda and Evans, 2014; Fadina and Schmidt, 2019). Gaussian distributions 
through random walks or martingale theories are normally used to estimate these risks (Hull, 2018). 
According to Mikes (2005) themes for Basel II/III capital modeling such as Silo and Integrated Risk 
Management draw heavily from the concept of Knightian risk. Furthermore, standard solutions and 
best practice are used to deal with this realm (Snowden and Boone, 2007). 

Knightian uncertainty is the realm of epistemic uncertainty where objective probabilities are 
difficult or impossible to compute. While risk managers have the knowledge about possible future 
states, they cannot measure their underlying probabilities with accuracy because of insufficient data, 
lack of well-developed theory and models, wild randomness, and presence of high degree unique 
events (Mandelbrot and Taleb, 2007; Ganegoda and Evans, 2014; Mousavi and Gigerenzer, 2014; 
Beissner and Riedel, 2016; Burzoni et al., 2021). Mazri (2017) calls Knightian uncertainty the realm 
of scientifically controversial risks. To deal with this realm Quantitative Risk Managers should employ 
novel practice such as investing in knowledge, fractal market hypothesis, scenario analysis and stress 
testing, and complexity science (Mandelbrot and Hudson, 2004; Allan et al., 2013; Ganegoda and 
Evans, 2014; Haldane, 2016). 

Ambiguous uncertainty refers to risks that emanate from psychological reactions of human 
participants that operate the financial systems. Ganegoda and Evans (2014) argue that in 
environments governed by human beings, possible future states are vaguely defined. This ambiguity 
emanates from free-will, irrational behaviour, adaptive and cognitive biases. This psychological 
behaviour, termed “animal spirits” is manifested in selfish, greed, and inhumane acts that leads to 
incomplete information and unpredictability (Keynes,1921; Shefrin and Statman, 1985; De Bondt 
and Thaler, 1985; Shefrin, 2010). Contrary to the Efficient Market Hypothesis, ambiguity imply that 
financial markets are imperfect (Burzoni et al., 2017; Fadina and Schmidt, 2019). Hence the 
formation of asset bubbles, liquidity market crashes, scams, depressions, and long-term mispricing 
of assets which culminates into financial crises is attributed to human cognitive biases or 
neuroeconomics (Sornette and Quillon, 2012). Quantitative Risk Managers can deal with this realm 
by applying behavioural economics and finance, heuristics, nudging and game theory (Ganegoda 
and Evans, 2014; Haldane, 2016; Thaler and Sunstein, 2008). 

Ontological uncertainty is the realm of the unknown-unknowns or hidden risks (Taleb, 2007; 
Ganegoda and Evans, 2014; Mazri, 2017). Risks in this realm are still unknown or very novel because 
there is absence of knowledge, data, probability distributions and future outcomes. In some cases, the 
future outcomes are undefined (Bronk, 2011).  To deal with this realm Quantitative Risk Managers 
should humble themselves, acknowledge their limitations and admit ignorance (Ganegoda and Evans, 
2014). They should sense, respond, and act with emergent modeling practice and pattern- based 
management (Snowden, 2003; Turner and Baker, 2019). To do so they utilise a balanced mix of 
precaution, regular stress testing, scenario analysis, crisis management, early warning models, 
investing in research and knowledge, and complexity science (Allan et al., 2013; Ganegoda and Evans, 
2014; Aven, 2015; Haldane, 2017). 
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2.3.3. Complexity science modeling methods 

This section briefly reviews complex systems modeling methods from a practitioner and strategic 
quantitative risk management perspective. A complete and detailed review can be found in Allan et al., 
(2013). Modeling techniques for complex systems are quite different from those used in cartesianism 
(Farmer et al., 2012). Quantitative Risk Managers can employ heuristics, behavioural economics, 
concept mapping, theory of critical phenomena, data mining, systems dynamic modeling, chaos theory, 
fuzzy set theory, possibility theory, neural networks, Bayesian networks, agent-based computation, 
network theory, ant colony optimisation, cellular automata, and genetic algorithms to measure and 
manage financial risks in banks. 

Heuristics are accurate and robust rules of thumb used to solve problems, make inferences, and 
learn in complex systems (Girgerenzer, 2007; Shefrin, 2010; Haldane, 2015). By using experience, gut 
feelings, educated guesses, intuitive judgement, stereotyping, profiling and common-sense, animals 
and humans solve complex problems of finding a nesting position, mate, and strategic decisions 
(Gigerenzer et al., 2011; Katsikopoulos, 2011; Haldane, 2015). For example, Haldane (2012) argues 
that dogs catch the frisbee using simpler rules of thumb than aerodynamic and complicated PhD 
formulae.  In support empirical studies by Mousavi and Gigerenzer (2014) and Aikman et al. (2014) 
indicate that simple heuristics outperform complex models in uncertainty environments where there is 
little data and small sample sizes. Specifically, Aikman et al. (2014) compares fast frugal trees for 
stress testing, and Basel II simple versus advanced credit risk modeling methods. They find that (a) 
simple methods outperform complex modeling methods for calculating capital requirements where 
there is limited data and fat tailed distributions, (b) simple indicators outperformed complex metrics 
for in bank failure prediction during the great financial crisis (c) fast frugal decision trees perform 
better than information-intensive regression techniques in bank failure prediction. Haldane (2017) thus 
propose the replacement of Basel III with heuristics capital regulation based on the doctrine “less 
information is more” contrary to traditional quantitative finance doctrine “more information is better”. 

Behavioural economics and finance provide frameworks for modeling decision making that is 
influenced by “animal spirits”, heterogenous expectations and psychological behaviours of market 
agents (Farmer et al., 2012; Battiston et al., 2016b; Virigineni and Rao, 2017). To behavioural 
scientists’ classical theories (e.g., Efficient Market Hypothesis) do not represent real world financial 
markets because they exclude irrational behaviour, adaptation, learning and dynamism of human 
agents (Lo, 2011). The adaptive market hypothesis provided by Hommes (2011) and Lo (2012) offers 
a theoretical framework for behavioural modeling. The theory postulates that financial markets behave 
like biological systems. Its assumptions are individuals in financial markets have self-interest, make 
mistakes, learn, and adapt (Farmer and Lo, 1999; Farmer, 2002; Lo, 2004; Lo, 2012). Competition in 
banks drive adaptation and innovation. Evolutionary principles such as competition, natural selection, 
adaptation, reproduction, and interactions control financial markets. Therefore, quantitative risk 
managers that pay attention to heuristic and prospect theory biases such as overconfidence, anchoring, 
herding, framing, availability, representativeness, hindsight bias, mental accounting, loss aversion, and 
so on provide better predictions of risk and capital (Shefrin, 2010; Thaler, 2015; Barberis, 2017). 

Concept mapping is the qualitative and non-numerical representation of situations in form of 
mental, naïve, or folk theories that explore different aspects of a matter. Concept maps are imaged, 
dynamic, and outcome-based simulations used in everyday life to understand the world. Concept 
mapping enables the visualisation of complex and non-linear relationships between different ideas and 
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concepts (Allan et al., 2013). Abstract or concrete concepts are denoted as nodes and their 
interrelationships as links. Systems dynamic modeling is causal prediction of nonlinear relationships 
of underlying structures of flows, delays, and feedback loops (Forrester, 1969; Bharathy and McShane, 
2014). It is based on laws of motion and change, termed calculus in mathematics and mechanics in 
physics. Once a model is established, the system can simulate future scenarios using deterministic rules 
as well as random values. 

Fractal market hypothesis (FMH) provides a framework for modeling turbulence, feedback loops, 
jumps, discontinuity, irrational behaviour, butterfly effects, and non-periodicity that truly characterise 
real world financial markets (Mandelbrot, 1963; Peters, 1991; Peters, 1994; Liu and Song, 2012; 
Anderson and Noss, 2013; Karp and Van Vuuren, 2019). FMH provides the theoretical basis for 
modeling variables with wild randomness and mean reversion such as market crashes, bubbles, and 
natural disasters (Joshi, 2014). It is also called chaos theory. Adoption of fractal market theory 
demands big data and complete elimination of some current cartesian frameworks such as Basel II/III 
(Ganegoda and Evans, 2014; Klioutchnikov et al., 2017). However, chaos theory is complicated 
because it requires significant mathematical programming (Allan et al., 2013). 

Fuzzy set theory deals with circumstances where there is ambiguous and vague information 
(Chaudhuri and Ghosh, 2016). Set theory, the foundation of probability theory is converted into fuzzy 
sets and all subsequent applications are updated to enable them to incorporate vagueness (Georgescu, 
2012; Allan et al., 2013; Chaudhuri and Ghosh, 2016). When using fuzzy logic, people’s qualitative 
descriptions and quantitative estimations are elaborated to maximise utility. Possibility theory by 
Zadeh (1965, 1978) is an extension of fuzzy theory. It is a subjective measure applicable in situations 
where there are small sample sizes, vague data, fuzzy or imprecise data, subjective elements, 
conflicting data, and linguistic information (Georgescu, 2012; Georgescu and Kinnunen, 2016). 
Chaudhuri and Ghosh (2016) apply possibility theory in operational risk modeling in a mining 
environment and they conclude that it calculates capital charges better than probability theory. 

Neural networks are computational methods inspired by the brain’s structure, processing method, 
and learning abilities. A neural network or artificial neural network (ANN) is an automated nonlinear 
regression process (Allan et al., 2013). Bayesian Networks allow the system to perform inference and 
learning. Virtually a BN is a hierarchy structure with nodes cascading in layers, allowing users to visually 
understand the logical relationships among variables (Allan et al., 2013). Agent based modeling 
examines a collection of autonomous decision-making entities called agents (Bonabeau, 2002; Farmer 
and Foley, 2009; Haldane, 2016). It is used to model non-linear relationships, scenario analysis, feedback 
loops, local interactions, and externalities because they can reproduce emergent phenomena, dynamic 
equilibria and non-linear properties represented in complex systems (Kremer, 2012; Haldane, 2016). 
ABM outputs are very sensitive to initial conditions, often producing a vast space of possible outcomes 
which can only be understood through rigorous statistical scrutiny (Macal et al., 2013). Agent based 
modeling is well known for simulating agent’s behaviour in four areas: flow, organisational, market, and 
diffusion (Bonabeau, 2002; Macal et al., 2013, Chan-Lau, 2017). 

Network theory originates from Leonhard Euler’s paper on “Seven Bridges of Konigsberg”, 
published in 1736. Network theory is based on the proposition that to some extent everything is 
somehow connected (Ellinas et al., 2018; Petrone and Latora, 2018). Mitchell (2006) states that under 
network theory an object is conceptualised as a node (or vertex) and its relationships with others as 
edges. A network (or graph) is simply a collection of nodes(vertices) and links (edges). The links can 
be directed or undirected, and weighted or unweighted. Network theory has applications in 
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macroprudential regulation, systemic risk, measuring contagion, emerging risks, credit risks, liquidity 
risks and stress testing (Eisenberg and Noe, 2001; Haldane and May, 2011; Glasserman and Young, 
2015; Gao et al., 2018; Soramaki and Cook, 2018; Battiston et al., 2016b; Ellinas et al., 2018). 

Ant colony optimisation (ACO) is a technique for solving combinatorial optimisation problems 
using ant behaviour (Dorigo et al., 1996; Dorigo,2007). Ant colony optimization mimics techniques 
employed by ants when establishing the short route to a food source. An ACO algorithm consists of 
several cycles (iterations) of constructing a solution. During each iteration several ants (which is a 
parameter) construct complete solutions using heuristic information and the collected experiences of 
previous groups of ants. These collected experiences are represented by a digital analogue of trail 
pheromone which is deposited on the constituent elements of a solution. The ACO method is applicable 
in situations where there is self-organisation. This technique is applicable to derivatives pricing, credit 
risk modeling and bankruptcy prediction (Marten et al., 2010). Martens et al., (2010) applies ACO in 
credit risk under Basel II, but the method is still limited to academia. 

Genetic algorithms are methods for solving both constrained and unconstrained optimisation 
processes based on laws of natural selection and genetics evolution (Mitchell, 2006). They are 
applicable where the objective function is stochastic, nonlinear, discontinuous, and non-differentiable 
(Holland, 2002). Genetic algorithms replicate natural evolution processes and population growth under 
the “survival of the fittest” principle. Risks are modelled following biological principles of selection, 
reproduction, and mutation of a population. This method is potentially applicable in credit scoring, 
stock selection, bankruptcy predictions (Allan, et al., 2013). 

Cellular automata refer to spatial modeling that explores discrete behaviour of interacting 
elements in a complex system using simple rules (Mitchell, 2006). The method allows analysis of 
emergence, diffusive, transportive and dissipative effect of risks with a bottom-up approach (Mitchell, 
2006). This method is commonly applied where data is low and severity high such as natural hazard 
modeling of earthquakes, hurricanes, fires, terrorism, nuclear and hazardous material incidents. 
Phylogenetic theory is simply the theory of evolution in systematic biology. It propagates the belief 
that all organisms on earth descended from one common ancestor (Allan et al., 2013, Evans et al., 
2017). Hence, organisms’ historical patterns of descent, path dependence and evolutionary 
relationships can be evaluated with phylogenetic or cladistic trees using molecular, physiological, and 
morphological data (Allan et al., 2013). A phylogenetic tree is essentially a connected graph that shows 
historical pattern of ancestry, divergence, and descent. It is composed of nodes and branches which 
does not contain any closed structures. The nodes symbolise the organisms under investigation, 
whereas branches that connect all nodes represent the relationships among different organisms, in 
terms of their ancestry and descent relationships. This theory can be used to model history, evolution, 
and emergence of risks. 

3. Research methodology 

This section provides an outline of the research methodology which was used for data collection 
and analysis. As in Tepetepe et al., (2021), a structured questionnaire was employed to collect primary 
data from sixteen Zimbabwean banks. The structured questionnaire was adopted because it provided 
factual, standard responses, and measurable data from a large sample (Zikmund, 2003; Fellegi, 2010; 
Babbie 2011; Saunders et al.,2019). The primary purpose for employing the survey was to obtain 
descriptive generalisable information and facilitate independent objective analysis (Babbie, 2011; 
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Ponto, 2015). The questionnaire was designed to collect categorical data with a mixture of Likert scale 
and “yes/no” questions. The questions were designed by researchers based on theoretical constructs 
from cartesian and complexity science theory (Collis and Hussey, 2009; Fellegi, 2010; Saunders, et al., 
2012; Easterby-Smith et al., 2015). The state of adoption was examined with level of static frameworks, 
four realms of uncertainty, and modeling method adoption. 

3.1. Determination of sample size 

The objective of sampling in a survey strategy is to obtain a sample representative of the 
population (Ponto,2015). In this study banks were divided into four strata by bank size and ownership 
structure into International, Pan African, Private owned and Government owned indigenous banks. 
The sample size was determined at 95% confidence interval using Krejcie and Morgan’s (1970) table 
as in Sekaran (2003), Yamane’s (1967), and Saunders et al. (2012) formulae. These formulae provide 
samples of 132,133 and 132 respectively. This led to the distribution of 160 self-administered 
questionnaires out of a population of 200 Risk Managers. To reduce non-response bias, questionnaires 
were distributed beyond those recommended by the three techniques and a follow up mail was used. 
131 questionnaires were collected, representing a 75% active response rate. 120 adequately completed 
questionnaires were used for data analysis. 

3.2. Pilot 

The structured questionnaire was piloted using Babbie and Quinlan (2011)’s two stage procedure. 
First, academics selected from the University of Bolton and second, ten Risk Managers chosen by 
stratified random sampling reviewed the questionnaire for correctness and feasibility for the study 
(Saunders et al., 2012; Hussey and Collins, 2010). Ten risk managers were employed following Brace 
(2008), who states that pilot testing is successful in identifying the needed changes if few individuals 
up to ten are willing to complete and provide suggestions. 

3.3. Data collection and analysis 

Data was collected for a period of six months. The data was analysed with descriptive statistics 
on Statistical Package for Social Sciences (SPSS). Following Tukey (1977)’s exploratory data analysis 
method, the data was presented in form of form of frequency tables and bar charts (Field, 2009; 
Saunders et al., 2012; Hair et al., 2014). 

3.4. Validity, reliability and ethics 

Validity and reliability of the structured questionnaire were measured by content validity and 
Cronbach’s alpha. Content validity was establishing by ensuring the structured questionnaire was 
reviewed by academic experts from the University of Bolton and ten risk managers who participated 
in the pilot study (Fink, 1995; Kimberlin and Winterstein, 2008; Pallant, 2010; Mohajan, 2017). The 
Cronbach alpha was 0.813 which is acceptable. Hence results are regarded as valid and reliable. 

Ethical considerations in this study cover permission to conduct survey, informed consent, data 
privacy and confidentiality. Permission to conduct survey were obtained from the University of Bolton. 
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Participants completed the questionnaire from informed consent where they had a right to withdraw 
their participation. The purpose of the research was explained to the participants by the researcher on 
the cover letter attached to questionnaire. The study ensured data privacy on two matters. Firstly, no 
reference is made to names of banks where questionnaires were distributed. Secondly, no reference is 
made to any individual or bank on data analysis, presentation, and discussion of outcomes. 

4. Results 

This section reports findings of the comparative analysis of cartesian and complexity science 
theoretical frameworks adoption in quantitative risk management of Zimbabwean banks. The 
structured questionnaire was completed by 26 percent Quantitative Risk Managers, 24 percent Credit 
Risk Managers, 22 percent Operational Risk Managers and 13 percent Market Risk Managers. 77 
percent of the Risk Managers who participated in the survey had above three years’ experience in risk 
management. 

4.1. General cartesian and complexity science frameworks adoption 

A comparison of results shows that banks in Zimbabwe have adopted both cartesian and 
complexity science theories with the same speed and in the same direction regardless of size but under 
varying strengths. The strengths of adoption are higher for cartesian than complexity science 
frameworks adoption. In summary Figure 1 shows that Pan African, international, and local banks are 
moving at the same pace in adopting the four types of frameworks. 

 

Figure 1. Cartesian and complexity science framework adoption. 
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Particularly Figure 1 shows that Zimbabwean banks have adopted mandatory frameworks (100 
percent), proprietary frameworks (89 percent), advisory frameworks (89 percent) and complexity 
science frameworks (40 percent). This initial assessment reveal that Quantitative Risk Management in 
Zimbabwean banks is predominantly cartesian in nature complying to specified resilience modeling 
and fact-based risk management within established standards of practice (Sweeting, 2011; Morin, 2014; 
Cavallo, 2014). We perform further analysis on the adoption of complexity science using four realms: 
Knightian risk, Knightian Uncertainty, Ambiguous Uncertainty and Ontological Uncertainty 

Table 2. Bank size and complexity science four realms of uncertainty adoption. 

Question 4 Do you utilise the below classification in quantitative risk management 

Uncertainty Realm International 
 

Pan African 
 

Private Indigenous 
 

Government 
indigenous 

Yes No Yes No Yes No Yes No 

Ontological 
Uncertainty 

90% 10% 89% 11% 93% 7% 80% 20% 

Ambiguous 
Uncertainty 

93% 7% 89% 11% 90% 10% 74% 26% 

Knightian 
uncertainty 

57% 43% 84% 16% 91% 9% 61% 39% 

Knightian risks 98% 2% 95% 5% 96% 4% 97% 3% 

Note: This table provides descriptive statistics on complexity science realms adoption in relation to bank size. 

Table 2 shows that regardless of bank size there is significant adoption of the four-realm 
complexity science framework. On average 97 percent respondents show that risk managers classify 
risks as Knightian risks, 88 percent as ontological uncertainty, 87 percent as ambiguous uncertainty 
and 73 percent as Knightian uncertainty. Our conclusion is that banks in Zimbabwe are adopting both 
cartesian and complexity science approaches in the same direction and trajectory regardless of their 
size. However, cartesianism predominates the new paradigm of complexity science. 

4.2. Modeling methods adoption 

The study finds the adoption of Basel II/III modelling methods to be more comprehensive and 
deeper than complexity science methods. First, the paper performs an analysis of cartesian framework 
adoption using Basel II/III. The results reveal deep and comprehensive Eurocentric adoption of Basel 
II/III financial engineering methods in both large (Pan African, international) and smaller domestic 
banks. Hence banks are adopting all types of Basel II/III capital modeling methods regardless of size. 
As summarised by Table 3 the adoption of various Basel II/III modeling methods is high. These results 
confirm postulations by Jones and Knaack (2019) that low-income countries sometimes adopt Basel 
II/III methods to a greater extent even if they are ill-suited for them to enhance their perceived 
international competitive standing. On average, first, banks are compliant to credit risk modeling 
methods as 97 percent Modified Standardised Approach (MSA), 83 percent Advanced Internal Ratings 
Based Approach (AIRB), and 62 percent Foundation Internal Rating Based Approach (FIRB). Second 
banks are compliant to operational risk modeling methods as 88 percent Alternative Standardised 
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Approach (ASA), 85 percent Advanced Measurement Approach (AMA), 0 percent Standardised 
Measurement Approach (SMA). Third banks are compliant to market risks as 100 percent standardised 
approach (SA) and 98 percent internal models’ approach. 

Table 3. Basel II/III financial engineering methods adoption. 

Question 3 To what extent have you have implemented the following Basel II/III methods for capital modeling. 
Choose the methods that best apply to your bank from the list below. 
Risk Type Modeling Method Level of adoption by bank type (frequencies) 

Indigenous Private Indigenous 
Government Owned 

International Pan African 

Credit 
  

MSA 100% 100% 87% 92% 

AIRB 76% 77% 67% 53% 

FIRB 40% 71% 33% 25% 

Operational ASA 90% 100% 93% 78% 

AMA 77% 74% 60% 56% 

SMA - - - - 

Market SA 68% 61% 73% 61% 

IMA 76% 87% 80% 67% 

Note: This table reports descriptive statistics on the adoption of Basel II/III modeling methods in relation to bank size. 

Second, we carry an analysis of complexity science modeling adoption. Figure,2 shows low 
adoption of complexity science modeling methods. However behavioural economics & finance (90 
percent), heuristics (71 percent) and concept mapping (30 percent) are adopted to a greater extent. 



374 
 

Quantitative Finance and Economics  Volume 6, Issue 2, 359–384. 

 

Figure 2. Complexity science modeling methods adoption. 
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These divergent capital modeling views are a result of information asymmetries between banks 
and supervisor. Given different modeling priorities, achieving regulatory capital adequacy with 
cartesianism alone in Zimbabwean banks may not be possible. Thus, clinging to the cartesian paradigm 
might increase the probability of banks reporting overestimated or underestimated capital adequacy 
figures to impress and comply to supervisory demands because of peer pressure. 

4.4. Convergence on market discipline 

Finally, the study finds that complexity science and cartesian frameworks intersect on market 
discipline. Hence enhancing market discipline will possibly improve financial risk management in banks. 

5. Discussion and recommendations 

As previously mentioned, this study finds that both cartesian and complexity science frameworks 
adoption in Zimbabwean banks is moving in the same direction regardless of bank size. However, the 
adoption of Basel II/III modeling methods is more comprehensive and deeper than complexity science. 
Furthermore, due to information asymmetries between regulator and banks, the strategic thrusts for 
financial risk management are different. The regulator focuses on Knightian risk modeling whereas 
banks prioritise ontological, ambiguous and Knightian uncertainty respectively. Lastly, the study 
shows that complexity science and cartesianism converges on market discipline. These results confirm 
Blume and Durlauf (2006), Farmer et al. (2012), Battiston et al. (2016b), Haldane (2017), Li and Evans 
(2019) and Arthur (2021) that complexity science provides an additional dimension to the study of 
quantitative risk management and its integration into mainstream financial risk management will 
provide possible solutions to some of the pertinent current non- Gaussian distribution challenges. 
Examples of current challenges are financial stability, climate risk modeling, sustainable banking, 
systemic risk, emerging risks, and interconnected risks. The study argues for an inclusion of 
uncertainty in the practice of Quantitative Risk Management. 

Based on this study’s findings we propose three optional policy recommendations to improve 
Quantitative Risk Management in Zimbabwean banks. The first proposal entails the integration of 
cartesian and complexity science in financial regulation and modeling methods. It should be noted that 
an integration of complexity science and cartesianism, in this case is not aimed at achieving 
equilibrium, but obtaining maximum benefits, paradigm shift in policy making, complementary and 
different viewpoints from these two schools and application to suitable situations. We propose that 
financial modeling regulation such as Basel II/III should be reduced to heuristic simplicity. Our 
recommendation is strongly inclined to laissez faire and complexity science economists who argue that 
“less is more”. Less was more, historically in the free banking era where with few simple rules banks 
had higher capital adequacy of above 50 percent (Dowd and Hutchison, 2014). Currently there are 
more rulebooks with more pages, but capital adequacy is slightly above 12 percent. This 
recommendation challenges the predominantly upheld doctrine of quantitative finance “more is better” 
culminating in less useful excessive cartesian rulebooks for instance Basel II/III as noted by Dowd and 
Hutchison (2014). Instead of providing a cure these rulebooks are characterised by “too many pages 
of detailed technical modeling” which perpetrate herding behaviour, regulatory gaming, complicated 
“geek” mathematical models, poor risk management and financial crises. Furthermore, in our view, 
regulation that will improve quantitative finance should embrace the ideology of nudging rather than 
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coercion, self-regulation, and simplicity, rather than excessive complex rules. Nudges are defined as 
any aspect of choice architecture that alters people’s behaviour in a predictable way without forbidding 
any options or significantly changing their economic incentives (Thaler and Sunstein, 2008, p.6). The 
second option is enhancing market discipline since complexity science and cartesianism intersect on 
market discipline. The third option is for central bank to curtail information asymmetries by 
accelerating its speed in embracing new standards and models of risk management. 

6. Conclusions 

Traditionally, the examination of financial risk management is done with cartesian and 
interpretivist theories. However, the emergence of complexity science offers a different perspective. 
Complexity economists argue that financial risks are complex adaptive systems characterised by 
emergence, evolution, non-linearity, interconnectedness, chaos, irrational expectations, adaptive 
behaviour, and heterogeneous agents. Hence traditional methods of quantitative finance fail when 
assumptions of rational expectations, perfect markets, independence, perfect information, and 
homogeneity are violated. This paper pioneers a comparative analysis of cartesian and complexity 
science adoption in Zimbabwean banks, in settings of a developing country. A structured questionnaire 
was employed for data collection. 

First, the results suggests that both cartesian and complexity science frameworks are adopted in 
the same direction and at same pace by both large and domestic banks. However financial risk 
management is still predominantly cartesian based. Furthermore, there is evidence of deeper and 
comprehensive compliance to Basel II/III modeling than complex science modeling techniques. 
Second, the study reveals diverging modeling priorities between the regulator and banks due to 
information asymmetries. Third, complexity science and cartesian frameworks converge on market 
discipline. Finally, this paper provides recommendations to improve Quantitative Risk Management 
practices and policy formulation in Zimbabwean banks. Future research should look on these two 
issues: (a) an examination of the impact of integrating complexity science and Basel II/III, and (b) 
analysis of the factors that enhance market discipline in Zimbabwean banks. 
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