
QFE, 5(2): 325–351. 
DOI: 10.3934/QFE.2021015 
Received: 03 March 2021 
Accepted: 09 May 2021 
Published: 13 May 2021 

http://www.aimspress.com/journal/QFE 
 

Research article 

Using accounting measures of (in)tangibility for organizational 

classifications 

Tiago Cardão-Pito1, Julia A Smith2,* and João da Silva Ferreira1 

1 Lisboa School of Economics & Management, Universidade de Lisboa (University of Lisbon), 
Portugal 

2 Department of Accounting & Finance, University of Strathclyde Business School, Glasgow, 
Scotland 

* Correspondence: Email: julia.smith@strath.ac.uk; Tel: +01414584958. 

Abstract: We present an empirical test of a new measure to classify organizations according to the 
tangibility of product (output) flows delivered to customers. Our measure exhibits the empirical 
consequences of using standard industrial classifications to assume that firms within the same 
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product-market literature based upon the trade-off theory of capital structure, that would predict that 
firms selling physical goods will have proportionately less debt, in fact, when firms within industries 
are classified using our measure, we find to the contrary. Our intention is not to displace existing 
systems of industry classification but is, rather, to highlight the dangers of drawing conclusions from 
assuming homogeneity amongst firms which are formally registered within the same industry. 
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1. Introduction  

Researchers tend to categorize firms as being related by the process of producing and selling a 
specific goods and/or service. Any given firm is quantitatively described as belonging to a group of 
firms registered within a given industry (McNally & Eng, 1980; Shi et al., 2017). However, 
industries can have highly complex systems (e.g. Tether, 2003), and industry classification is not 
binary (Peneder, 2002); there are hundreds of 4-digit and dozens of 2-digit SIC [Standard Industrial 
Classification] codes.1 If we use a simple binary variable to identify a firm’s characteristics we 
assume that firms registered in that industry either share similar properties or sell homogeneous 
products (Draper, 1975; Evangelista et al., 2015; Scellato, 2007). Hence, we fail to incorporate the 
richness and diversity of many organizational forms that can exist in the same industry, leading to 
potentially misleading conclusions.  

An alternative stream of research identifies the intangible elements necessary for economic 
production as intangible assets or knowledge (Hunter et al., 2012; Penman, 2009; Marrocu et al., 
2012; Mathews, 2003; Wines & Ferguson, 1993). Furthermore, the production of services and other 
intangible products might be observed in almost every industry (Cardao-Pito, 2010, 2012a, 2012b, 
2016, 2017; Penman, 2009). The production of intangible and semi-intangible products may require 
properties that are distinguishable from the production of physical goods in an industry, classified 
according to the tangibility of their product (output) flows (e.g. Penman, 2009; Shostack, 1977; 
Zeithmal et al., 1985; Tether et al., 2001; Miles and Tether, 2001; Tollington and Spinelli, 2012; 
Santamarıa et al., 2012).  

We propose a new measure of firms, classified according to the tangibility of their product 
(output) flows to customers (Cardao-Pito, 2010, 2012a, 2012b, 2016, 2017). This allows us to: (i) 
measure the tangibility of product flows at the firm level, by their observable tangibility (e.g. cost of 
goods sold, or amortizations of physical investments); and (ii) deduce immateriality through the 
absence of observable tangibility.2 It is clear that a firm selling services is selling intangible products, 
from an accounting standpoint (Hunter et al., 2012; Lev et al., 2009; Penman, 2009; Wines & 
Ferguson, 1993), and that a firm selling physical goods, such as cars or clothes, is selling tangible 
products. The merit of this paper is in its ability to classify those firms which fall into the middle 
ground; that is, those selling a combination of both services and physical goods, or products that are 
mixed in themselves (Coombs et al., 2003).  

To illustrate the potential of our new measure, we revisit well-established research in capital 
structure theory, which has suggested that firms selling durable goods should be lower leveraged 
than others. This claim derives from the trade-off theory of capital structure, which suggests that 
capital structure and organizations would be irrelevant in a supposedly “perfect market”. However, 
because markets are “imperfect”, there would be a trade-off between the benefits and costs of debt. 
According to this theory, firms consider this trade-off in reaching an optimal capital structure. 
Because they require greater physical infrastructures, required by their tangible products, durable 

 
1The full list of SIC codes can be found at https://www.osha.gov/pls/imis/sic_manual.html. 
2On a related theme, see Lev et al.’s (2009) interesting discussion of “organizational capital”. 
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goods firms have higher bankruptcy, liquidation and financial distress costs. Therefore, if trade-off 
theory is correct, these firms would be expected to have proportionately less debt in their capital 
structure (Modigliani & Miller, 1963; Baxter, 1967; Frank & Goyal, 2009; Miller, 1977; Schleifer & 
Vishny, 1997; Titman, 1984; Titman & Wessels, 1988; Banerjee et al., 2008; Shi et al., 2017). 

Several researchers have claimed evidence for this claim, using SIC codes to describe firms, but 
our new measure allows for clearer observation of the heterogeneity among firms within industries, 
which was previously impossible. Hence, we can investigate whether prior literature provides a 
sensible interpretation of organizational behavior, in assuming that all firms within a given SIC 
classification sell homogenous durable goods. Making reference to well-cited studies, we 
demonstrate that researchers may reach misguided inferences because of their assumption that firms 
formally registered within one industry should automatically share homogeneous features (Arce et al., 
2015). We use specific papers to illustrate analyses undertaken using SICs, but appreciate that other 
work could equally be tested in this manner.  

2. Review of the literature 

2.1. Using industry classification to predict a firm’s capital structure 

The use of Standard Industrial Classifications (SICs), persists today in quantitative research 
(Abor, 2007; Arce et al., 2015; Bhabra et al., 2008; Byard et al., 2017; Chan et al., 2007; Consoli & 
Elche, 2013; Dedman et al., 2009; Evangelista et al., 2015; Frank & Goyal, 2009; Glosser and 
Golden, 2005; Kaplinsky & Santos-Paulino, 2006; Mackay and Phillips, 2005; Orhangazi, 2008; 
Rauh and Sufi, 2012; Stadler and Nobes, 2014; Wang, 2009). However, this is to neglect the 
complexity that exists in actual industries, which might lead to inaccurate conclusions. We present 
below an example of capital structure research, which remains topical in academic literature (e.g.  
Al-Najjar and Hussainev, 2011; Cambini and Rondi, 2012; Jacob et al., 2011; Khalid, 2011; 
Korteweg, 2010; Mateev and Ivanov, 2011; Seelantha, 2010; His et al., 2017; Titman, 2002; Titman 
and Tsyplakov, 2007; Ughetto, 2008).  

The claim regarding SIC codes that we test here is made by a number of researchers: viz. that 
firms selling durable goods will be lower leveraged than others (Titman, 1984; Titman and Wessels, 
1988; Banerjee et al., 2008). While some now acknowledge that additional factors impact a firm’s 
capital structure (e.g. Fan et al., 2012; Korteweg, 2010), we argue that others are still making 
inappropriate use of methods of industry classification. Researchers such as Acha et al. (2004) have 
attempted to incorporate more detailed industry classifications into their analysis, but they remain 
reliant upon SIC codes, because “they are the most widely available industry classifications covering 
our sample period” (Chava and Jarrow, 2004).3  

 
3Note that these authors then merge 10 classifications into 4 (miscellaneous; manufacturing & mineral; transportation, 
communication & utilities; and finance, insurance & real estate), for ease of analysis, but in detriment to a more refined 

piece of work. 
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2.2. Should durable goods firms have less debt? 

Our example comes from a series of studies used to defend the trade-off theory of capital 
structure, originating in Modigliani and Miller’s (1958) seminal work (Titman, 2002), assuming the 
irrelevance of operating decisions; i.e., the left-hand side of the balance sheet is irrelevant to its right-
hand side, and vice versa. However, we know that capital structure is not empirically irrelevant and 
is strongly correlated with other economic characteristics of firms (e.g. assets, profitability, Rajan 
and Zingales, 1995). To explain the empirical significance of capital structure, Modigliani and Miller 
(1963) introduced their trade-off theory, arguing that, in a “perfect market”, capital structures and 
organizations would be irrelevant. However, because “markets are imperfect”, there is a trade-off 
between the benefits and costs of debt. Firms assess this trade-off to reach an optimal capital 
structure. Accordingly, there are three leading market imperfections: taxes and regulations; 
transaction costs of financial distress and bankruptcy; and agency costs (see also Modigliani and 
Miller, 1963; Baxter, 1967; Miller, 1977; Shleifer and Vishny, 1997). 

The claim that firms selling durable goods should have less debt than others is used in previous 
research to support the trade-off theory of capital structure, as the importance of products (as 
captured by SIC codes) is said to be indirectly reflected in a firm’s liquidation and/or bankruptcy 
costs (Titman, 1984). In this way, Titman’s (1984) objective was to explore “one source of 
contracting costs … [and therefore ‘market imperfections’] … which is indirectly related to 
bankruptcy (and liquidation costs)”. 

2.3. Why investigate whether firms selling durable goods are actually lower leveraged? 

Several aspects of trade-off theory have already been empirically refuted. For instance, it has 
been found that firms with higher profitability tend to have less debt (e.g. Rajan and Zingales, 1995; 
Dempsey, 2013, 2014; Fama and French, 2002). This is contrary to the trade-off prediction that more 
profitable firms will borrow more in order to obtain tax benefits. Furthermore, surveys of financial 
managers show that practitioners do not always adhere to capital structure theories of financial 
economics (Beattie et al., 2006; Cohen and Yagil, 2007; Correira and Cramer, 2008; Graham and 
Harvey, 2001; Volpe and Woodlock, 2008). 

Titman’s (1984) paper is a theoretical contribution, which does not empirically test its 
predictions. That falls to subsequent papers (e.g. Banerjee et al., 2008; Kale and Shahrur, 2007; 
Titman and Wessels, 1988), which follow the same reasoning to interpret their empirical findings. 
However, these authors studied firms listed on stock exchanges, and we know that the liquidation or 
bankruptcy of a firm listed on a stock market is not a frequent event.4 For instance, Chava and Jarrow 
(2004) studied listed American companies over the period 1962–1999, finding that the mean yearly 
bankruptcy, as a percentage of total active firms, was merely 0.65% (median: 0.56%). As the risk of 
bankruptcy for listed firms seems to be low, provision for financial distress might not be a priority. 

 
4The same might not apply to firms that are not listed in capital markets.  
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Further, Andrade and Kaplan (1998) argue that financial distress is negligible for firms that do not 
face adverse economic shocks, even if they are highly leveraged. 

In exploring Titman’s (1984) predictions that firms selling durable goods are lower leveraged, 
Titman and Wessels (1998) identify durable-good-selling firms by including “a dummy variable 
equal to one for firms with SIC codes between 3400 and 4000 (firms producing machines and 
equipment) and zero otherwise as a separate attribute affecting the debt ratios”. By definition, all 
firms registered within these industries therefore produce machines and equipment and, according to 
Titman and Wessels (1988) “firms manufacturing machines and equipment should be financed with 
relatively less debt” (in comparison to firms that do not produce machines and equipment). Banerjee 
et al. (2008) accept and replicate this use of a binary measure of industry classification in their own 
subsequent work.  

While the use of SIC codes is recognized and common-practice, we argue that it ignores the 
possibility of firms operating across sectors, for example, by providing a combination of both 
manufactured products and associated services, or other intangible products (Coombs et al., 2003; 
Cardão-Pito, 2010, 2012a, 2012b, 2016; Hunter et al., 2012; Penman, 2009; Tollington and Spinelli, 
2012). It is possible that, within the same industry, firms can exhibit extreme heterogeneity in the 
products they sell, or the intangible assets, such as labor, they possess (Glosser & Golden, 2005). 
This point is ignored by those who also fail to consider the substantial heterogeneity among 
industries. Further investigation is justified into why physical-good intensive firms that require 
substantial investments in machinery, plant, equipment, stock of goods, and raw materials need less 
debt than semi-intangible or intangible-product-intensive firms which, having fewer material 
requirements, could be more easily self-financed. 

The relationship between product flows and a firm’s capital structure is reinforced by the 
operational needs inherent in the materiality of the flows of products carried through commercial 
transactions (Cardao-Pito, 2010, 2012a, 2012b, 2016, 2017). For instance, we cannot simply dismiss 
the fact that, in order to produce an automobile, a firm not only requires heavyweight machinery, 
storage facilities and quite tangible raw materials, but also intangible flows of work associated with 
the production of such machines; whereas in order to provide an intangible service, another firm 
might need only convenient space and a few employees. 

This need for additional operational inputs is not considered explicitly by earlier work in 
financial economics. On the other hand, interdisciplinary literature on the subject of products and 
their definitions does consider whether or not physical products, such as food or cars, can be 
distinguished from intangible products, such as services or software (Cardao-Pito, 2010, 2012a, 
2012b, 2016, 2017; Hunter et al., 2012; Levinthal, 2006; Lovelock and Gummeson, 2004; Lovelock 
and Wirtz, 2011; Miles and Tether, 2001; Nelson and Winter, 1982; Parasuraman et al., 1985; 
Penman, 2009; Rathmell, 1966; Santamarıa et al., 2012; Tether et al., 2001; Winter, 2006; Zeithmal 
et al., 1985). Further, it is acknowledged that products can be classified according to their degree of 
tangibility (Shostack, 1977), ranging from those observed to be “tangible dominant” (e.g. salt or soft 
drinks) to those which are “intangible dominant” (e.g. services, such as consulting or teaching). 
Shostack’s classification of products according to their intangibility is reproduced in Figure 1, with 
products appearing on a continuum from “tangible dominant” to “intangible dominant”. In the 
middle of the scale are products that include both tangible and intangible elements. For example, the 
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provision of meals in fast-food outlets requires a combination of tangible products (viz. food and 
drink) and intangible services, such as waitressing and marketing. Figure 1 does not have a Y-axis, 
because Shostack advanced a theoretical system for classifying products according to their tangibility 
without addressing the question of its measurement. He classified soft-drink companies, such as 
Coca-Cola and Pepsi-Cola, on the tangible-intensive side of products. However, our new 
measurement system shows that the business models of such firms are highly dependent on 
intangible components; for instance, on marketing or brand awareness. Likewise, although Shostack 
classified airline companies on the intangible-dominant side of the product continuum, airlines are 
highly dependent upon physical elements such as planes, airports, and expensive jet fuel.  

 

Figure 1. Classification of products according to their intangibility. Source: Adapted from 
Shostack (1977). 

Intangible flow theory (Cardao-Pito, 2010, 2012a, 2012b, 2016, 2017) was developed as a 
means of appreciating that flows of material elements (such as physical goods or cash) are 
consummated by human related intangibles (Peneder, 2002). Compare, for example, Becker (1962), 
who discusses the importance of investing in human capital (Peneder, 2002). Marrocu et al. (2012) 
show how intangible, or knowledge-based, capital (viz. “information” or “communication flows”) 
affects a firm’s productivity. And Mathews (2003) discusses a resource-based view of firms and the 
economy, which captures the dynamics and change of intangible, as well as tangible, assets and 
goods (e.g. “service flows”). These intangible flows cannot be precisely appraised at an actual, or 
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even an approximate value, and have properties precluding their classification as either assets or 
capital. This theory uses the “precision” approach to define tangibility, as something which can be 
identified with precision, and not simply because it can be touched, as in an alternative definition.5 
Cash flows which occur at a precise moment in time are deemed to be highly tangible, whether or 
not a digital means of payment is involved (e.g. by credit card, or through an on-line transaction). On 
the other hand, predictions about eventual future cash flows are considered to be highly intangible, 
where they cannot be established with precision. Furthermore, the theory accepts that we can never 
measure intangibility. Instead, the best we can do is to transform previously intangible dimensions 
into tangible dimensions, by measuring them with precision; hence the paradox of measuring 
intangibility (Bloom, 2009). 

To summarize the mechanics of intangible flow theory (Cardao-Pito, 2010, 2012a, 2012b, 2016), 
consider the example of a customer who buys a product from an organization. The customer, through 
his actions enters into a chain of intangible flows. For example, the organization places an 
advertisement about the product (information flow), and the customer reads the advertisement 
(communicational flow). He then goes to the store to buy the product from a sales assistant (service 
flow), who enters the storage room to retrieve the particular item (work flow). At the same time, the 
customer will enter a tangible flow process, in exchanging tangible cash for the physical good and 
the associated service provided. Alternatively, we might consider the case where a customer pays for 
a tangible flow in the form of a physical good, or for an intangible product in the form of a service, 
or a mixed product in the form of a mixture of physical good and service, or a hybrid product.  

For a large sample of organizations, observed over a long period of time, Cardao-Pito (2010) 
discovered that the tangibility of product flows is systematically (and positively) associated with 
capital structure. His findings are not compatible with the prediction that firms selling physical goods 
should be lower leveraged, if we accept that durable goods must be highly tangible. We therefore 
adopt the measure of operating intangibility to investigate whether the firms analyzed by the likes of 
Titman and Wessels (1988) and Banerjee et al. (2008) are actually physical good intensive firms. We 
propose that, if our analysis allows us to identify the subsample of firms that are physical-good 
intensive, we would then wish also to examine whether those firms have more or less debt in their 
capital structure than others, in order to compare our results with prior research on capital structure 
in organizations (Findlay & Williams, 1987). 

3. Materials and method 

3.1. Identification of empirical variables 

Considering the possible complexities of goods and services that can occur, the interesting 
question arises as to how we might classify corporations according to the tangibility of the flows of 
products they provide to their customers. The concept of operating tangibility aims to address this 

 
5tangible adj. capable of being touched; affecting the sense of touch; touchable (Oxford English Dictionary, 2012; 

OED.com). 



332 

Quantitative Finance and Economics                   Volume 5, Issue 2, 325–351. 

question by considering the weight that intangible activities carry in the productive process of an 
organization. Operating intangibility is inferred through the absence of tangibility in the total 
operating costs, in the form of cost of goods sold and amortizations of property, equipment and 
facilities. Specifically, it may be measured as follows: 

expenses operating Total
expenses related intangible Total(LOI)ity intangibil operating of Level =      (1) 

 

expenses operating Total
expenses related intangible-non Total1−=        (2) 

expenses operating Total
expenses related ibleother tang                                          

assets term-long  tangibleof onsdepreciati and onsamortizati sold goods of Costs

1 +

+

−=    (3) 

In Equation (3) above we capture the weight that intangible related expenses (e.g. selling, R&D, 
administration, marketing, personnel expenses) carry of total operating costs. Thus we can infer a 
firm’s level of operating intangibility, from the financial data readily available in its balance sheet 
and/or income statement. As we explain above, intangibility cannot be measured using a “precision” 
approach. Instead, here we use relevant tangible elements as a proxy for the intangibility of operating 
product flows. Xl4me. 

Another key variable in this study is DEBTLEVERAGE, which describes the proportion that 
debt carries in the capital structure of firms [leverage]. We divide total debt by total capital (debt plus 
equity) and study the relationship between LOI and DEBTLEVERAGE vis-à-vis previous findings of 
the product market literature described above. We use control variables to report mediating effects, 
which make reference to standard research in capital structure studies (e.g. Khalid, 2011; Mateev and 
Ivanov, 2011; Baker and Wurgler, 2002; Dempsey, 2013, 2014; Fama and French, 2002; Rajan and 
Zingales, 1995). These are as follows: 

1. LOI = general proxy for the Level of Operating Intangibility [1 – (cost of goods sold + 
amortization and depreciation of fixed assets)/(total operating expenses)]. 

2. DEBTLEVERAGE = ratio of total debt to equity plus total debt.  
3. INTANGIBLE_ASSETS = ratio of intangible assets to total assets on the balance sheet. 
4. SIZE = the log of firm’s sales, after sales values have been deflated by the consumer price 

index (CPI). The CPI data were obtained from the Reuters’ Datastream database (Datastream 

International). 
5. CAPEX_PPE = capital expenditure on property, plant & equipment, expressed as a fraction 

of total assets.  
6. PROFITABILITY = net income/total assets. 
7. MARKET_TO_BOOK = (market value of equity)/(book value of equity). 
To enable replicability testing, Appendix A explicitly identifies the data-mnemonics to create 

these variables from the merged CRSP-COMPUSTAT industrial database. 
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3.2. Empirical testing 

To confirm our findings we used a number of procedures, which produced similar results, 
including: Fama & Macbeth (1973) regressions with Newy & West (1987) t-values (creating yearly 
regressions for each of the 41 years, and a final averaged regression model), with several control 
variables; and random effects models, using general least squares, and maximum likelihood 
estimators. To examine whether our findings are being driven by extreme observations, we repeated 
the tests on a sample with outliers omitted. We eliminated extreme observations for size, profitability, 
leverage, market-to-book, investments in tangible fixed assets and intangible assets which fell into 
the top or bottom 1% of observations. When reporting regressions, we describe the results both with 
and without outlier observations. Moreover, we describe residual behavior for each regression. 

3.3. Data 

Our findings are based upon all usable industrial data observations in the merged CRSP-
COMPUSTAT database6 for firms listed on the three major US stock exchanges, namely NYSE, 
AMEX and NASDAQ, during the years 1966–2006. To compute our key variable, LOI, according to 
the definition above, we have excluded observations with missing values in the variables necessary 
to compute this variable LOI. We also exclude observations with either missing or negative values 
for total assets, debt or equity.  

A total of 97,660 observations fulfil the conditions for the variables employed in this study. Of 
these observations only 5 observations (= 0.005%) were deleted because LOI could not be computed, 
or was located outside the interval [0,1]. The number of LOI observations outside the expected 
interval is tiny, hence not materially relevant. The main sample contains annualized data for 9607 
firms, or 97,655 observations in total. This paper reports the findings obtained from this sample. 
Table 1 presents descriptive statistics for these variables. The LOI variable has a mean value of 0.263 
and standard deviation of 0.166 for the full sample, which is to say that the sample’s firms devote on 
average 73.7% of their operating costs to costs with goods sold and amortizations and depreciations. 

Table 1. Variables used in the study. 

Variable Mean  Std. Dev. 25 th Pctl. Median 75th Pctl. 

LOI 0.263 0.166 0.140 0.230 0.350 
DEBTLEVERAGE 0.320 0.236 0.116 0.308 0.483 
INTANGIBLE_ASSETS 0.064 0.124 0.000 0.006 0.067 
SIZE 5.713 1.867 4.361 5.564 6.909 
CAPEX_PPE 0.070 0.076 0.023 0.050 0.092 
PROFITABILITY 0.064 0.190 0.020 0.054 0.090 
MARKET_TO_BOOK 3.528 73.553 1.055 1.693 2.792 

 
6 Source: CRSP, Center for Research in Security Prices. Graduate School of Business, The University of Chicago [2006]. 

Used with permission. All rights reserved. www.crsp.uchicago.edu. 
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4. Results and discussion 

4.1. Creating LOI quintiles 

The division of a sample into quintiles is well established in prior research (e.g. Lazonick and 
Mazzucato, 2013; Bellone et al., 2008; Dempsey, 2013, 2014; Fama and French, 2002; Baldwin and 
Sabourin, 2002; Dobrev, 1999). We have also implemented a quintile analysis to explore the nature of 
the relationship between LOI and DEBTLEVERAGE. The approach we adopt below is to examine, in a 
novel way, the intangibility of organizations and the ways in which our measure of intangibility 
identifies the tangibility of product flows. Our observations are grouped into quintiles, according to the 
mean measure of the level of operating intangibility (LOI), computed using all sample observations. 
The entire sample is therefore subdivided into five sets, and firms with analogous mean levels of 
operating intangibility are grouped together. The total 9,607 firms in our sample have been divided by 
quintile. Each quintile contains approximately the same number of firms viz. 1,921 or 1,922. When a 
firm is classified into one quintile, all of its observations are classified in that same quintile.  

Table 2 describes the allocation of firms and the respective number of observations, mean-LOI 
and LOI-variability, by quintile. Column 1 numbers the quintiles 1 to 5, with quintile 1 containing 
those with the lowest mean-LOI, and 5 containing those firms with the highest mean-LOI. In column 2, 
we have the number of firms appearing in each quintile. The number of observations is given in 
column 3. Discrepancies between the numbers of observations appearing in each quintile are explained 
by the different number of annualized observations available for each firm. The mean LOI, which must, 
by definition, fall between zero and 1, is given in column 4, and ranges from 0.09 (highly tangible in 
quintile 1) to 0.555 (highly intangible in quintile 5). This is followed by the standard deviations. The 
25th percentile, median and 75th percentile measures are given in the final three columns. 

Table 2. Level of Operating Intangibility (LOI) quintiles. 

Quintile Firms Observations Mean Std. Dev. 25th Pctl. Median 75th Pctl. 

1 1,921 21,629 0.090 0.042 0.061 0.089 0.116 
2 1,921 23,414 0.178 0.049 0.149 0.176 0.204 
3 1,922 21,185 0.261 0.058 0.227 0.257 0.291 
4 1,921 17,779 0.363 0.073 0.319 0.359 0.403 
5 1,922 13,648 0.555 0.141 0.461 0.527 0.623 
Total 9,607 97,655      

4.2. A new methodology for classifying firms according to their operating intangibility 

Using the above measure of LOI, Cardao-Pito (2010) classifies several specific well-known firms, 
according to their intangibility, on a scale inspired by Shostack’s (1977) generic earlier classification 
[see Figure 2]. To the left, at one end of the scale, are the physical good intensive firms, which include 
Ford (auto manufacturer) and Chevron (Oil Production). On the right, at the other extreme, the 
measure of LOI classifies intangible product intensive firms, such as Microsoft (computer software, 
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licensing and support) and Yahoo (web browser and online services). In between, we have, for 
example, General Electric (whose products include a wide range of tangible and intangible goods, such 
as appliances, aviation, consumer electronics, electrical distribution, electric motors, energy, 
entertainment, finance, gas, healthcare, lighting, locomotives, oil, software, water, weapons, wind 
turbines), and AT&T (a multinational telecommunications corporation, providing both mobile 
telephony and fixed telephony, and a broadband subscription television service). 
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Figure 2. Classification of corporations according to mean level of operating 
intangibility. Source: Adapted from Cardao-Pito (2010).  

Figure 2 allows us to identify what can be a misconception about products from some financial 
researchers, who take the stance that firms selling durable goods should have less debt in their capital 
structure than others. Following Titman’s (1984) theoretical reasoning, firms such as computer and 
automobile companies would be considered to be durable goods firms. On the other hand, firms like 
hotels and retail establishments would be classified as non-durable goods firms. The scale shown in 
Figure 2 would indeed place firms producing automobiles and computers on the physical good 
(tangible) intensive side of the operating intangibility scale. However, hotels and retail 
establishments can also be reliant on durable goods. For example, the Hilton Hotels Corporation 
would traditionally be considered to be a pure service firm. But consider that networks of hotels rely 
intensively on physical and durable commodities to generate their cash flows; hotels need the 
physical buildings, the land, and the furniture, in order to provide their service. Hence, as shown in 
Figure 2, the Hilton Hotel Corporation’s mean Level of Operating Intangibility is slightly higher 
than that of Chevron. Likewise, Wal-Mart, a supermarket chain, is placed on the physical-good 
intensive side of the scale, because the physical goods component of its sales is substantial.  

Previous research might not have captured this essential point. While a consultancy firm may 
sell highly intangible services, networks of hotels sell services that are associated with a high degree 
of tangibility of physical goods, which are essential to the service provision. Similarly, the majority 
of sales of cars and computers to the final customer come most often from retail outlets that 
traditionally would be considered to be intangible service providers. However, their business model 
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is essentially based upon trading physical goods. Hence this paper uses an alternative conception of 
product flows and, therefore, an alternative definition of “durable good firms”, to those used in 
earlier work to examine whether physical good firms have more or less debt in their capital structure. 

Note that Figure 1 represents a theoretical system for classifying products according to their 
tangibility. However, it does not contain a y-Axis because, as we have noted earlier, Shostack did not 
suggest an actual measurement system for that theoretical proposal. On the other hand, Figure 2, 
developed from our own work does indeed contain a y-Axis, because we are suggesting a concrete 
system for measuring the tangibility of a firm’s product (output) outflows delivered to customers. 
Furthermore, our new measurement system allows us to correct some misinterpretations in Shostack 
(1977), such as classifying marketing and brand-intensive companies like Coca-Cola on the tangible-
dominant side of products; or airline companies, that are highly reliant on physical planes, airports 
and jet fuel, on the intangible-dominant side.  

4.3. Results from quintile analysis 

Titman and Wessels (1988) and Banerjee et al. (2008) used SIC codes ranging from 3400 to 
4000 to identify their sample of firms selling durable goods. This ignores firms in, for example, 
heavy construction industries (SIC = 1600), household furniture (SIC = 2510), leather products (SIC 
= 3100), and wholesale–durable goods (SIC = 5000).  

Our sample contains 2,298 firms (=27,454 observations) registered with codes between 3400 and 
4000 i.e. identified by previous authors as durable goods selling firms. By choosing this set of industry 
codes we could be misled to believe that firms selling durable goods have less debt than others because 
the mean DEBTLEVERAGE in this subsample (=0.26) is lower than the mean DEBTLEVERAGE of the 
entire sample (=0.32). Figure 3 plots the distribution of the firms, according to the level of operating 
tangibility we describe above. We find that those firms with SIC codes between 3400 and 4000, that 
appear in the lower LOI quintiles, corresponding to the most physical-good intensive firms, are in the 
minority. Only 290 (=13%) firms are classified according to the most material goods LOI quintile, and 
only 799 (=35%) are classified in quintiles 1 or 2. The remaining 1,499 (=65%) firms are classified into 
the higher LOI quintiles (3–5), which correspond to the semi-intangible and intangible product intensive 
firms. Figure 3 displays how firms registered with SIC codes between 3400 and 4000 are distributed, 
compared to the full sample of all firms, and to firms without codes between 3400 and 4000.  

For the same sub-sample of firms with SIC codes 3400 to 4000, Figure 4 plots the mean 
DEBTLEVERAGE, by LOI quintile. We find empirical support for the hypothesis that firms selling 
flows of material goods to their customers will tend to have more debt leverage in their capital 
structure than firms that are not focused on selling physical goods. This is to contradict the prediction 
of the product market literature, but it also consistent with recent findings, such as those of Fan et al. 
(2012) who find a positive relationship between leverage and asset tangibility (also Khalid, 2011; 
Zhang, 2010); that it, those with greater physical assets have higher levels of debt relative to equity. 
As Figure 4 shows clearly, the mean debt leverage for the firms in this sub-sample tends to remain 
relatively stable for the LOI quintiles 1 and 2, at mean values of 31% and 31%, respectively, then 
starts to decrease significantly after LOI quintile 3, as the level of intangibility increases. At quintile 
5 the mean debt leverage is only 15%, a similar pattern to the full sample containing all firms. It is 
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clear therefore that many firms selling semi-intangible and intangible-intensive products (outputs) 
are registered with an industry code (SIC) lying between 3400 and 4000. Furthermore, although 
mean DEBTLEVERAGE is lower for the subsample of firms registered in those industries, the 
decrease in mean DEBTLEVERAGE from quintile 1 to quintile 5 is similar to that for the full sample 
and for firms that do not have an industry code (SIC) between 3,400 and 4,000 In these three cases, 
firms that are tangible intensive (quintile 1 and 2) have mean DEBTLEVERAGE higher than firms 
captured in the most intangible intensive quintile (quintile 5). In quintile 1, the mean 
DEBTLEVERAGE is 36% for the full sample, 31% for firms with SIC codes between 3,400 and 4000, 
and 37% for the other firms. By contrast, in the most intangible-intensive quintile 5 the mean 
DEBTLEVERAGE is 21% for the full sample, 15% for firms with SIC between 3,400 and 4000, and 
23% for the rest. Hence, the assumption that firms in the industries chosen by earlier authors have a 
homogeneous debt profile is not supported by LOI quintile analysis. Furthermore, the claim that 
firms selling durable goods have less debt in their capital structure than firms that do not sell durable 
goods is empirically refuted.  

 

Figure 3. Distribution of Firms according to LOI quintile: full sample of firms with SIC 3400–4000. 
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Figure 4. Mean Debt Leverage by LOI quintile: Full sample compared to samples of firms with and 
without SIC code 3400–4000. 

4.4. Pair-wise correlation analysis  

Table 3 presents the Spearman correlations for the variables studied. As expected, the LOI 
variable has a significant negative correlation with debt leverage (ρ = −19.7%, p < 0.001). One 
matter worthy of further investigation is the connection between LOI and debt over time, given the 
range of our sample (1966–2006). Thus we created a sub-sample for each year. Figure 5 displays the 
mean values for LOI and DEBTLEVERAGE in the yearly sub-samples. As we observe, there is 
limited variation in the mean DEBTLEVERAGE. During the 41 years of the sample, the highest 
annual mean value for debt as a proportion of the capital structure is 36%; whereas the minimum 
mean value is 27%. On the other hand, we identify a clear pattern of increasing annual mean values 
for the variable LOI. In 1966, for the sample firms, the mean value for LOI was 19%; whereas 
between 2000 and 2006 the mean value for this variable ranged from 28% to 32%. This change may 
arise from different types of firms entering the stock market and, therefore, the sample, given that the 
LOI value by firm tends to be very stable over time (Cardao-Pito, 2010).  
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Table 3. Spearman correlations for variables studied. 

 
LOI 

DEBTLEVER

AGE 

INTANGIBLE

_ASSETS 
SIZE CAPEX_PPE PROFITABILITY 

MARKET_T

O_BOOK 

LOI 1.00       

DEBTLEVERAGE −0.197 1.00      

INTANGIBLE_ASS

ETS 
0.058 0.106 1.00     

SIZE −0.267 0.178 0.212 1.00    

CAPEX_PPE −0.247 −0.0611 −0.112 0.170 1.00   

PROFITABILITY 0.040 −0.501 −0.071 0.031 0.276 1.00  

MARKET_TO_BO

OK 
0.252 −0.150 0.097 0.061 0.090 0.377 1.00 

 

Figure 5. Mean LOI and Mean DEBTLEVERAGE for the sub-sample 1966–2006. 

We further investigate the Spearman correlations between LOI and DEBTLEVERAGE for the 
different subsamples, by year [see Figure 6]. In each year, the Spearman correlation between these 
two variables is negative. The correlation is always above 10% in absolute terms for each of the 41 
years. There are only 11 years [= 27%], where this correlation is lower than 15%. In the other years, 
this correlation is systematically higher than 15%. Perhaps the population of intangible intensive 
firms listed on US stock markets before the 1980s is limited. Possibly therefore, firms listed before 
the 1980s were mostly physical good intensive firms. As Figure 6 shows us, at the beginning of the 
1980s, the mean LOI starts increasing as well as the Spearman correlation between LOI and 
DEBTLEVERAGE. There is a slight decline in correlations after 2000, possibly following the 
Dotcom crash, when several high-technology firms left the market. However, from 2003 on the 
correlations again increased, in absolute values, on an annual basis. 
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Figure 6. Spearman correlations between LOI and DEBTLEVERAGE 1966–2006. 

4.5. Regression analysis with specific panel-data models  

Our analyses employed regressions, controlling for fixed effects (FE) of years and individual 
effects of firms (Balestra and Krishnakumar, 2008; Baltagi, 2008; Matyas and Sevestre, 2008), in 
order to ensure that our results are not driven by specific years or specific firm effects (Cardao-Pito, 
2017; Petersen, 2009). Wooldridge (2002) suggests that a FE model is well suited to unbalanced 
panel data samples, such as ours (Orhangazi, 2008). Fixed effect estimators could be consistent 
and asymptotically normal estimators for unbalanced panel data, given that certain conditions 
discussed in Wooldridge (2002) are verified. However, FE requires that we have at least three 
observations for each cross section [firm] (T > 2), as a minimal condition to be computed. To 
compute panel data we use the Procedure Panel in SAS, which for consistency of findings only 
accepts cross-sections [firms] of at least 4 observations (T > 3). Hence, in producing FE models, 
we only use firms having 4 or more yearly observations. Furthermore, in order to test whether our 
findings might be driven by extreme observations, we test our FE model both including and 
excluding outlier observations from the sample. Besides describing the size and number of firms in 
each sample tested, Table 4 describes the average and standard deviation of the number of 
observations by firm, in each case tested. For the four samples tested, the average number of 
observations by firms is between 12.7 (s.d.:8.7) and 14.5 (s.d.:9.5). Some observations have been 
deleted for missing the required information, or a firm may have opted to be out of the stock 
market for a period; and in two sub-samples outliers have been removed.  

Employing the variables described in Section 3.1 and Appendix A, we tested the following 
regression model: 

BOOKTOMARKETITYPROFITABILPPECAPEX

SIZEASSETSINTANGIBLELOIGEDEBTLEVERA

___                      
_

654

321





+++

+++=    (4) 

Accordingly, we have produced four different computations: A: full sample with all 
observations; B: full sample removing outliers; C: Subsample of industries SIC [3400, 4000] with all 
observations; and D: Subsample of industries SIC [3400, 4000] removing outliers. The results are 
presented in Table 4, which shows the relationship between the tangibility of the flows of products 
sold by firms to their customers and the proportion of debt in the firms’ capital structures. This is 
similar for both the full sample and the sub-sample of firms with a SIC code between 3400 and 4000, 
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and it therefore questions the prediction derived from the trade-off theory of capital structure 
discussed earlier. In each of the four computations, the goodness of fit (R2) is significant, ranging 
from 0.61 to 0.75.  

Table 4. Panel data regression models controlling for fixed effects. 
 

Full Sample Sub sample of firms with Industry 

Code (SIC) between 3,400 and 4,000 

 

Computation A: 

All observations 

Computation B: 

Removing outliers 

Computation C: 

All observations 

Computation D: 

Removing outliers 

Intercept 0.254*** 0.239*** 0.245*** 0.259***  
(4.18) (4.40) (3.53) (4.19) 

LOI −0.065*** −0.077*** −0.196*** −0.226***  
(−7.36) (−8.87) (−9.92) (−12.23) 

INTANGIBLE_ASSETS 0.285*** 0.253*** 0.355*** 0.329***  
(41.25) (35.92) (26.80) (26.04) 

SIZE 0.013*** 0.020*** 0.006*** 0.012***  
(13.45) (22.00) (3.46) (7.46) 

CAPEX_PPE 0.080*** 0.099*** 0.046** 0.082***  
(8.76) (9.53) (2.16) (3.91) 

PROFITABILITY −0.119*** −1.324*** −0.136*** −1.268***  
(−36.84) (−117.19) (−23.68) (−68.00) 

MARKET_TO_BOOK 0.000*** 0.021*** 0.000*** 0.020***  
(7.10) (57.59) (7.14) (30.39)  
    

R-Square 0.694 0.7481 0.6071 0.6744 
F-Value 23.92 21.19 15.62 15.49 
Observations 92,477 84,960 26,444 24944 
Firms 7,070 6,686 1,812 1,759 
Average number of observations 

by firm 

13.1 12.7 14.6 14.1 

St. deviat. of observations by 

firm 

9.0 8.7 9.5 9.3 

Fixed effects for firms yes yes yes yes 

Fixed effects for years yes yes yes yes 

Beginning Year 1966 1966 1966 1966 

End Year 2006 2006 2006 2006 

Notes:  

1. The models were computed using a fixed effects/panel data specification controlling the fixed effects of firms and years.  

2. T-test results are given in brackets: *Significant at 10% level; **Significant at 5% level; *** Significant at 1% level. 
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The level of operating intangibility is consistently strongly negatively correlated with having 
lower leverage, despite including control variables that are common in capital structure literature. 
For the full sample, the coefficient is −0.065, with a strong t-value of −7.36. This association 
increases in computation B where outliers are removed from the full sample, where we find a 
coefficient of −0.077 and t-value of −8.87. Moreover, the association between LOI and 
DEBTLEVERAGE is even stronger in the subsample containing only firms registered in industries 
with SIC codes between 3400 and 4000. In computation C, the coefficient is −0.196 and the t-value 
−9.92. Excluding outliers, we find a coefficient of −0.226 with a t-value of −12.23. Therefore, these 
findings give us further empirical support for the hypothesis that higher product flow intangibility is 
associated with higher debt leverage; and thereby empirically refute the prediction of the existing 
product market literature that firms selling durable goods have less debt.  

Although we do not wish to establish a predictive model of the association between the 
tangibility of a firm’s flows of products and its capital structure, there are at least two logical 
channels through which the materiality of a firm’s flows of products might directly or indirectly 
affect its capital structure. First, the collateral value associated with physical-good tangibility and 
related investments offers protection against default to lenders when negotiating debt contracts (see 
Jimenez et al. 2006). However, the inherent characteristics of services preclude their consideration as 
assets. Therefore, creditors cannot take possession in the same manner in which they would hold 
material economic elements such as physical goods or cash. Second, self-financing is generally 
considered to be the preferred source (e.g. Graham and Harvey, 2001; Fama and French, 2005), and 
product sales are the principal mechanisms for generating the operating cash in-flows. If higher 
intangible-product-intensive firms could more often finance their investments without obtaining 
external capital (e.g. through debt, equity or hybrid securities), then this ability could have an impact 
upon their capital structures. 

4.6. The behaviour of residuals in our panel data regressions 

Computed through the Procedure Panel in SAS, Figure 7 displays the behavior of the residuals in 
the four computations in Table 4. In all cases, and as predicted by Wooldridge (2002), the residual 
behavior is consistent and asymptotically normally distributed and the mean square error is near zero. 
However, when including outliers in the sample, a few extreme error terms are far from the mean of zero. 
The exclusion of outliers in computations B and D eliminates those extreme error term observations, and 
significantly restricts the dispersion of the error term distribution. Moreover, as we have seen above, the 
elimination of outliers increases the strength and significance of the association between LOI and 
DEBTLEVERAGE, which is already quite robust when outlier observations are included.  
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Computation A- Full sample: All observations 

 
Computation B- Full sample: Removing outliers 

 
Computation C- Sub sample Industry Code (SIC) 3400–4000: All observations 

 

Computation D- Sub sample Industry Code (SIC) 3400–4000: Removing outliers 

 

Figure 7. Panel data regression—residual behavior.  
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4.7. Further considerations and limitations 

A limitation of this study is identified at the core of intangible flow theory: material elements 
are consummated by human related intangible flows that cannot be precisely appraised at an actual 
or approximate value, and have properties precluding their classification as assets or capitals. Thus, 
although mathematical and quantitative research methodologies are highly relevant for science, they 
are inadequate when it comes to the study of economy and society (Cardao-Pito, 2010, 2012a, 2012b, 
2016, 2017). To investigate industries, we cannot simply use quantitative methods. The most well-
crafted empirical analysis could not substitute for direct observations, surveys, ethnographic analysis, 
or case studies of actual industries. By definition, intangibility cannot be measured with precision. 
Thus, it cannot be perfectly captured by quantitative methods that rely upon precise measurements.  

We have made use of a method to demonstrate an empirical correlation not compatible with 
published prescriptive predictions of product market research. However, we are aware that we use an 
approximation to infer the intangibility of operating product flows, which is not complete. We can 
only measure tangible flows e.g. of material elements, such as cash flows or physical goods. Hence, 
we accept that there is endogeneity in the relationship between our key variables of LOI and 
DEBTLEVERAGE. Endogeneity in a variable may arise from three major sources, or combinations 
thereof; errors-in-variables; omitted variables; or simultaneous causality between variables (Bascle, 
2008; Wooldridge, 2006; Hamilton and Nickerson 2003; Shaver, 1998). In our view, all these issues 
arise when one deals with intangibility. Errors-in-variables and omitted variables naturally arise from 
the fact that intangibility cannot be measured with precision (cf. Wines & Ferguson, 1993). Further, 
the quantification may rely upon insufficient accounting data, as is generally the case with the other 
variables. Moreover, it is quite difficult to disentangle isolated causality when considering non-
measurable intangibility.  

Hence, we can display a useful correlation to a certain degree. As a second contribution, we 
have provided empirical evidence against a component of the trade-off theory of capital structure. 
We have conclusively refuted the claim that firms selling durable goods will have less debt in their 
capital structures. However, we cannot arrive at a conclusion about the direction of causality; that is, 
in identifying whether operating intangibility is a cause of debt in the capital structure, or vice versa. 
Nevertheless, in this study we are not attempting to identify a predictive model to calculate a firm’s 
capital structure. The LOI variable is itself working as a proxy and instrumental variable for the level 
of operating intangibility, which can be improved in future research. Although our analysis has 
included linear regression models traditionally used in accounting, finance and management research 
(Dyckman, 2016), the relation between LOI and capital structure might be better captured through 
non-linear models. Indeed, Figure 8 presents a scatter-plot graph with the sample observations for the 
variables DEBTLEVERAGE and LOI, alongside a simple OLS regression for these two variables. As 
the graph exhibits, the linear regression might not be a perfect method for capturing the systematic 
curve observed in the graph; whereas for an LOI sensibly higher than 30% the behavior of the 
relationship between LOI and DEBTLEVERAGE tends to follows a curve through which 
DEBTLEVERAGE starts to decrease as LOI increases. 
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Figure 8. Scatter Plot of LOI and DEBTLEVERAGE. Notes: Regression equation in the 
graph uses a simple OLS model of DEBTLEVERAGE and LOI.  

Our analysis was not restricted to linear regression models; instead, we intend to demonstrate 
that there is a relevant empirical correlation between the tangibility of product flows and the capital 
structure, which is not compatible with the prediction that firms selling durable goods must have less 
debt in their capital structure. Therefore, the relevant correlation found is an appreciable addition to 
the product market and capital structure theory literature.  

5. Conclusions 

Academics and practitioners alike can benefit from a deeper understanding of the complex 
dynamics by which firms in the same industry both compete and cooperate, as well as the intricate 
environment that might exist within each specific industry. The research of industries can greatly 
benefit from both quantitative and qualitative research methods. Furthermore, industries can be 
studied from different perspectives (e.g. Mazzoleni and Nelson, 2013). We would by no means 
propose that industry classification systems ought to be abandoned. 

Nonetheless, we have shown that the common practice of assuming that SIC industrial 
classifications imply that same-industry firms automatically share identical properties or sell 
homogenous products is not merely a matter of empirical convenience. In fact, that assumption may 
have consequences for the inferences obtained by researchers. The example presented in this article 
was obtained from capital structure research and it adds another argument to empirically contradict 
Modigliani and Miller’s (1963) trade-off theory developing from their work in 1958.  

The findings of our empirical investigations do not support the prediction that firms selling durable 
goods will have a lower proportion of debt than others, due to trade-offs involving bankruptcy costs. In 
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previous work (e.g. Titman, 1984; Titman and Wessels, 1998; Banerjee et al., 2008), researchers used 
certain industries to proxy for durable goods firms. However, our analysis finds that physical good-
intensive firms are actually much fewer in number than intangible product-intensive firms and, indeed, 
the former have a greater proportion of debt in their capital structure, in contrast to the findings of earlier 
studies. As such, we suggest that the industrial classification of firms by SIC, as used by many 
researchers, is an insufficiently precise or accurate measure of what actually happens in organizations and 
industries. It simply cannot be used to assume that firms registered in the same industry will 
automatically have similar properties. Hence, we provide empirical evidence to refute this component of 
the trade-off theory of capital structure. Besides introducing a specific example, perhaps we have 
inaugurated a new line of research that could inquire into whether the industry homogeneity assumption 
might have misguided researchers in other studies.  

We have employed a novel method for capturing both the physical and intangible attributes of firms 
and industries that a single SIC code cannot possible encompass on its own. Our measure enables the 
researcher to take a variety of evidence, in a relatively simple and straightforward manner, from 
published financial statements, and to use this evidence to determine the level of tangibility (or 
intangibility) inherent in a particular organization. Whether we have firms that provide purely services, 
firms which are in manufacturing, or a hybrid of the two, we can use this measure to analyze 
organizations and/or the industries in which they operate. This method is to be used not as an alternative 
but as a complement to other research and management tools. As explained by intangible flow theory, by 
definition, intangibility cannot be measured with precision. We can only precisely quantify the tangible 
elements associated to intangibility in order to infer it. Furthermore, we do not advocate that operating 
intangibility immediately causes less debt in capital structures, or vice versa. Nor do we take the stance 
that a certain level of operating intangibility should be accompanied by automatic and non-reflected 
organizational decisions. Instead, we are content to have introduced a descriptive account of the facts that 
is not compatible with the aforementioned prescriptive type of research. 
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