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Abstract: This article is concerned with the reachable set estimation (RSE) for delayed memristive
neural networks (MNNs). By exploiting the differential inclusion theory and inequality techniques, the
RSE problem of MNNs was investigated. A memoryless adaptive controller was designed to realize that
states of MNNSs converge to a bounded region. Based on this result, an updated memoryless adaptive
controller was designed, which further removed the restriction that the delay derivative must be less
than 1, leading to a more general result. The new results were presented in the form of algebraic
criteria, which were straightforward to verify. Ultimately, the effectiveness of the proposed criteria was
demonstrated through two numerical simulations.
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1. Introduction

Neural networks, as computational models designed to mimic the information-processing
mechanisms of biological nervous systems, have become one of the core architectures in artificial
intelligence and high-efficiency computing research [1, 2]. Memristive neural networks (MNNs) have
emerged as a transformative architecture in neuromorphic computing, leveraging the unique properties
of memristors (nonlinear resistive elements with memory) to emulate synaptic behavior in artificial
neural systems [3]. The discovery of memristors at the nano-scale has enabled the development of
neural networks that closely mimic biological brain functions, offering advantages such as non-volatile
memory, analog tunability, and high density-integration. These characteristics make MNNSs particularly
suitable for applications in artificial intelligence, image recognition, and personalized medicine, where
energy efficiency and compact design are critical [4-6]. Moreover, MNNs address the limitations
of von Neumann architectures by integrating memory and processing, thus overcoming latency and
energy bottlenecks. As can be seen from the above, MNNSs not only provide an ideal physical carrier
for realizing spiking neural networks that more closely approximate the neurodynamic characteristics
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of biological systems, but also lay an important theoretical and hardware foundation for exploring
cutting-edge directions such as neuromorphic computing, memory-computing integrated architectures,
and edge intelligence [7]. They represent an indispensable research pathway for artificial intelligence
to move toward an efficient, adaptive, and low-power future.

The presence of time delays further complicates MNNSs, as delays amplify uncertainties and may lead
to oscillatory or chaotic behaviors [8]. In general, the analysis of delayed MNNs employs methods such
as those based on linear matrix inequalities and algebraic approaches. Owing to the simpler formulation,
the algebraic methods are generally easier to verify and hence find wider application. Algebraic methods
have been effectively applied in MNNSs, such as stability and stabilization analysis [9, 10], finite-time
synchronization [11, 12], as well as quasi-projective synchronization [13].

Various disturbances and uncertainties exist in practical systems, making robustness analysis
crucial [14, 15]. Reachable set estimation (RSE) is often used to quantitatively assess the robustness of
systems. RSE is a critical tool in control theory for analyzing the behavior of dynamic systems under
uncertainties and external disturbances. It involves computing a bounded set that contains all possible
system state trajectories starting from a given set of initial conditions, subject to constrained inputs or
perturbations [16]. For instance, in aircraft landing systems, reachable set analysis ensures that flight
trajectories remain within safe operational envelopes under fault conditions. The RSE problem finds
applications in many systems, such as singular systems [16, 17], Markov jump systems [18], switched
systems [19, 20], genetic regulatory networks [21, 22], etc. In the context of neural networks, RSE
helps evaluate safety margins and resilience against destabilizing factors [23, 24]. The problem of
RSE of complex-valued neural networks using an event-triggered approach and cyber-attacks was
addressed in [23]. The problem of RSE for nonlinear Markovian networked systems subject to
denial-of-service (DoS) attacks was investigated in [24].

Similarly, for MNNS, it provides guarantees about the network’s stability and convergence, which
are vital for applications like neural inference or real-time signal processing. The study of reachable
set bounding for delayed MNNSs sit at the intersection of neuromorphic engineering and robust
control theory. By developing accurate bounding methods, researchers can enhance the reliability
of MNNs in applications ranging from autonomous systems to neuroprosthetics. Therefore, it has
attracted significant research interest in recent years. A nonreduced-order method was employed to
investigate the reachable set bounding problem of inertial MNNs with bounded input disturbances
in [25]. The RSE of complex-valued inertial MNNs with bounded disturbances was studied in [26].
Based on the Gronwall-Bellman inequality, the result on the states of complex-valued MNNs converging
within a sphere was derived in [27]. By employing the nonreduced-order method and reduced-order
method, novel algebraic conditions were derived to estimate the states of the considered inertial MNNs
in [28]. Reference [29] focused on reachable set bounding for MNNs with bounded input disturbances.
However, the literature [25-29] imposes relatively strict requirements on the time delay, specifically
requiring that the derivative of the time delay be less than one.

Based upon the arguments, deriving tight and computable bounds for the reachable set is crucial to
ensuring system reliability while minimizing computational conservatism. Therefore, we attempt to
investigate the RSE problem for MNNs. The main contributions of this paper are listed as follows:

1) By employing inequality techniques and differential inclusion theory, algebraic conditions are
performed to ascertain the RSE stabilization criteria of the underlying MNNS in Filippovs sense.

ii) A memoryless adaptive controller and a memory adaptive controller are proposed to ensure that
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the states of MNNs converge to a bounded region.

ii1) Two new criteria for RSE are presented. One result is the condition that the derivative of the
delay is less than 1. The other removes the constraint on the delay derivative. In addition, a feature
of the proposed approach is that the resulting criteria are expressed in algebraic forms, facilitating
straightforward verification.

Notations: U = {1,2,--- ,n}. A,,; denotes the maximum value of |a,,;| and |¢_1mj|- B, is the maximum
of |b,,;| and b,,;l- Cj denotes the maximum of |¢,,;| and [c,, | F = max{F2|m € U},G = max{G2|m €

mj

U}, r(v) = (n(), ), -, M), and Y(s) = (1(5), Ya(s8), - -+, ()"
2. Preliminaries

The delayed MNN model is described as follows:

Fn ) = =t )+ X g (r ) £ (r )

g ! p 2.1)

+ 2 b (50 ) 8, (15 (v = s )) + B eni(rn)B; () + Un(9),v 2 0,m €T,
Jj= Jj=

where r,,(v) is the voltage of the capacitor C,, at time v, fi(r;(v)) and g;(r;(v — p;(v))) represent the
activation functions, and p;(v) is the delay and satisfies 0 < p;(v) < p. d, > 0 denotes the mth
neuron self-inhibitions at time ¢. a,,j(7,,(v)), by j(r,(v)), and c,,j(r,,(v)) are the state-based memristors
synaptic connection weights, and a,,(r,,(v)) = % X sign,, i by j(rm(v)) = MCLV;”’ X sign,, i with sign fmj =
i’llflnf :] i My,,; and M, ,; are the memductances of memristors. };(v) represents the bounded

peak disturbance and
19,0 <9, (2.2)

with a constant scalar 9 > 0.
The parameters governing the memristor’s behavior, as derived from its intrinsic properties and
current-voltage relationship, are as follows:

Cr ol M < Ty,
. — mj
Cmj (7 (V) { N W) > T

mj’

a:;’l‘]’ |rm (V)l S Fm,

i (7)) = { e 0] > T

A jo

b:;”., 7 W] < Ty
by |rm | > T,

mj’

bmj (rm (V)) = {

where I, > 0 are switching jumps. a,’;”., ar*:j, b,*nj, b;:;“j, ¢y, Cy,m, j € U are constants.

In the analysis of the delayed MNN (2.1), we make the following assumptions to facilitate the proof
of the main theorems.

Assumption 1. Time-varying delay p;(v) satisfies p;(v) < o < 1, where o is a positive constant.
Assumption 2. It is assumed that the activation functions f; and g; (j € U) are bounded and further,
that for all ¢, ¢, € R, the following condition holds:

fi(§1) = fi(62)

§1— 5

gi(s1) — gj(s2)
S1—

<F,

<G, (2.3)

with positive constants ¢; # ¢, F'j, G; for all j € U, and with the initial condition f;(0) = g;(0) = 0
assumed for each j € O.
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Definition 1. [30] Let E C R" and r — F(r) is called a set-valued map from E — R", if for each point
r of a set E C R", there corresponds a nonempty set F'(r) C R". A set-valued map F with nonempty
values is said to be upper semicontinuous at ry € E C R" if, for any open set N containing F(ry), there
exists a neighborhood N, of ry such that F'(Ny) € N. F(r) is said to have a closed (convex, compact)
image if for each r € E, F(r) is closed (convex, compact).

Definition 2. [30] For system (dr/dv) = F(r), r € R", with discontinuous right-hand sides, a set-valued
map is defined as F(r) = (5.0 (=0 €0 [F(B(r,6) \ N)], where co is the closure of the convex hull,
B(r,0) ={y: |ly = rll < ¢}, and u(N) is the Lebesgue measure of set N.

Definition 3. [30] A function r(v) (in Filippov’s sense) is a solution of MNN (2.1) with initial conditions
Y(s), if r(v) is an absolutely continuous function and satisfies the differential inclusion

() € —dyrn (V) + _ilco[c_zmj,amjm(r,(v))
e

n _ n 2.4)
+ -21 co[QmJ., bujlg; (rj (v —pj(v))) + _Z] co[gmj, Cnjl?; (V) + Up(v),t 20,
J= J=
where
@y o if [r, (V)| < T,
cola,, ;,@mjl = § @, @m;]s i [rw()| =, (2.5)
a;fj, if |r,(V)| > T,
b;k,lJ’ lf |rm(V)| < Fm’
CO[Z—)mj’ Z)mj] = Uij’ bmj]’ lf |rm(V)| = Fm’ (26)
by if [r, (V)| > T,
G ) < T,
colc,, s Emjl = 4 ¢, Cmjls i 1rw()] = Lo, (2.7)
Cjn*j’ lf |rm(v)| > rm,
with
a,,; = max {a,*nj, a:‘:j},c_lmj = min {a:‘nj, a,’:fj},
by = max (b}, , by}, b, = min (b}, b,
Cnj = max {c,,;, ¢} ¢, = min{c,;, .},

for m, j € U. Or equivalently, for m, j € U, there exist a,,; € co[c_zmj,c'zmj],lsmj € co[Qmj,Emj], and
Cmj € co[gmj, Cmj] such that

Fn ) =l )+ 3, G (1 )

w0 g (2.8)

+ 2 bnjg, (ri (v =p,)) + 3 Enjd; () + Un(0),v 2 0,m € T.
J= J=

Lemma 1. [30] Under Assumption 1, the delayed MNN model (2.1) with initial condition ¥(s) €
C(—p, 0], R") admits at least one local solution r(v). Furthermore, this local solution can be extended to
the entire interval [0, +co) in the sense of Filippov.
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The RSE problem aims to find an optimally small region such that it bounds the reachable set of the
delayed MNN (2.1) under the constraint specified in condition (2.2). Generally, the RSE of delayed
MNN (2.1) contains the following problems.

Problem 1. The objective is to bound the reachable set (or design a controller) such that all state
trajectories of the delayed MNN (2.1) are confined within an ellipsoid.

The reachable set can be formally defined as the collection of all possible system states reachable
from a given initial set under specified inputs and constraints, denoted typically by

Z, = 1{r(v) € R"|r(v), ¥(v) satisfy Eqgs (2.1) and (2.2),v > 0}. (2.9)

Given a positive definite matrix P > 0, an ellipsoid o(P, 1) with the purpose of enclosing the
reachable set Eq (2.9) is given by

o(P,1) := {r(v) € R"r" (V)Pr(v) < 1}. (2.10)
Problem 2. The ellipsoid of RSE should be as small as possible. To minimize the size of the ellipsoid

Z, defined in Eq (2.9), we apply the optimization method from [31]. This involves maximizing o
subject to o/ < P. Equivalently, the problem can be transformed to minimize ¢ (where 0 = 1/p)

subject to
ol 1
(I P)ZO. (2.11)

To establish the RSE of MNN (2.1), we next introduce a key mathematical tool.
Lemma 2. [32] Let V(r(v)) be a non-negative function, V(r(vy)) < “7’92, vo=>0,e>0,and a > 0. If
V) +eV(y) — ad*(v) <0, (2.12)
then V(r(v)) < 2, ¥y > 0.

3. Main results

In the following, two kinds of adaptive controllers will be proposed. Theorem 1 analyzes the RSE
problem of delayed MNN (2.1) under Assumptions 1 and 2. Theorem 2 removes the constraint on the
delay derivative in Assumption 1.

3.1. RSE for MNN (2.1) with memoryless adaptive control
Now, a memoryless adaptive controller of MNN (2.1) is considered. It is designed as follows:
Un(v) = = BnWMrm(v), (3.1

and the update law 53,,(v) = A, ¥,€”r2(v), where A, v, and & are positive constants.

Theorem 1. Given positive integers o, 4., Yms Fus Gy m € U and g, consider the delayed MNN (2.1)
under Assumptions 1 and 2, and bounded peak disturbance (2.2). If

1 /lmij E
Z - <0 (3.2)

J=1
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holds, then the ellipsoid reachable set o(P, 1) of MNN (2.1) with the adaptive scheme (3.1) can
be obtained.

Proof. Define a non-negative function

V) = > V), (3.3)
m=1

where

1 C Y e(s v) 2
Vou(v) = w =~ Bu) + zaﬂw;f‘ g(ri(s)ds

v=pj(v)

with ), as a constant to be determined.
Calculating the derivative of V,,(v), we have

g

— o) Z f_pj(v) a(s V) 2(VJ(S))dS + 2(1 Z gj(rj(v))

- “”Z&wvmmm%“

= AptnW[=(dn + Bu(V)rm(v) + Z am j(rm(V) f3(r;(v)) + Z b j(ru (g (v = p, (1))

= =
+Z%mwww
j=1
— € Y Y s(s v) 2
2(1 -o0) JZ::I fv_pj(v) g;(ri(s)ds + 2(1 ) Z g](r](v))

o (V) n —epj(v
- 2(1——]0') j_zl gi(rj(v - pj(v)))e (V)

< = Anldm + By )rm(v) + Z AnAm I f5(ri(M)] + Z A BunjlrmWNIg j(ri(v = p; ("))

Jj=1 j=1
+ ]Zl /1mij|rm(V)”'ﬂj(V)| - 2%11 (ﬂ ﬁm(V)) - 2(1 ) ]Zl I_pj(v) 8(8‘ ) 2(1”J(S))ds
2(1 o) Z gj(r](v)) 5 Z g,(r](v pi(v))e 7. 3.4

According to the conditions of Assumptions 1 and 2, there are positive real constants F'; and G;
such that
2 42 =

m F
DAl < 2’%w+—uw (3.5)
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/liBz ol _80.
A B jlra g i(ri(v — p;())] < '2"’ r (V)+ g](r](v pi()), (3.6)
ACoilrn S0 < = ’”[ (v)+z92<v)] (3.7
gi(rv) < Grj(v). (3.8)

According to Egs (2.3) and (3.5)—(3.8), we obtain

" 2AL 4+ B e+ 4,C

T mmj T TmPmj 2
V() + eV(v) —19 ()I) <Z{ Al — Ao, + z +Z 5 ()
2
+ZZ[ 2(1_ ]r(v)+ZZ[ ]ﬁ(v) (3.9)
m=1 j=1 m=1 j=1

n 2 57 . _

Let constant 8, = —d,, + max [Z Ayt 123 +Cm’] + A O T (1 + + 1. Combining inequality (3.2)
<m<n j=1 m

with the definition of V(v), we obtain V(v) + eV(v) — %ﬁT(v)ﬂ(v) < 0. Applying Lemma 2 to this result
yields V(r(v)) < 1. Consequently, from Eq (3.3), it follows that

"]
Z A2 (v) < 1,
m=1 2

ie., r"(v)Pr(v) < 1, where P = %diag(/ll,/lz, ---,A,). This implies that all state trajectories of the
MNN (2.1) originating from the origin remain confined to the ellipsoid o(P, 1). In another words, the
reachable set bounding is obtained.

Remark 1. In contrast to the state feedback control in [26, 27], the adaptive control in Theorem 1 can
automatically adjust its parameters to cope with uncertainties such as an unknown system model or
parameter variations, thereby maintaining superior control performance.

3.2. RSE for MNN (2.1) with memory adaptive control

A memory adaptive controller of MNN (2.1) is designed as follows:
Un(v) = = BuO)1n(v) = kn() Z ri(v = p;v), (3.10)
=1

with the update law ﬁm(v) AV m€® 12 (v), k() = A yme™ 2" =1 TmOri(v = p(v)), where s ¥om, and &
are positive constants.

Theorem 2. Under Assumption 2, the reachable set of the delayed MNN (2.1) with adaptive
controller (3.10) under disturbance (2.2) is bounded by the ellipsoid o(P, 1), if there exist positive
scalars &, F,,, G, A, and ¥,,, m € U satisfying

m<
Z - = <0, (3.11)
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Proof. Define a non-negative function

W(v) = Z W, (v), (3.12)
m=1
where

W.(v) =

= k()% (3.13)

Calculating the derivative of W,,(v), and according to the condition of Assumption 2, there are
positive real constants F'; and G; such that

o —SV

W (V) = Al (v) — (,8 ~ B B (V)Bn(¥)

—8

- m(V)) - (k;kn_ m(v))km(v)

m

= /_lmrm(v)[_(dm +Bm(v))rm(y) + Z Zlmj(rm(v))fj(rj(v)) + Z ij(rm(v))gj(rj(v - PJ(V)))

+Zcm,<rm<v>>ﬁ o) - km(v)erv P -

B, (v))*

—é —&v

—(k;, = ka0 - ey (K, = ko) e ()

m

< = Ap(dy + BT () + Z AW F(r )] + Z A B lrn)llg j(r (v = (V)]
= =

+ Z A Con I, 7)] =

86 —&v

(k* — kn(1)* = A Zk* ImWT (v = p (V). (3.14)

By Young’s inequality and Assumption 1, we have

_2A2
LAl f (i) < 2"” r2v) + = r,?(v),

AnBjltnIg j(ri(v = T < Ap B jGlrnWlri(v = 7)),

AnConjlrmWMIS; ()] < m(C2 T () + (7).

mj'm

According to Eq (2.3), we obtain
W) + EW(v) - %ﬂT(V)ﬂ(V) (3.15)
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o P A;Aﬁl + AnC
< Al — 155, + /1 + 2 + Z / L2 (v)
m=1
n n 2 5
+ |0BusiG + A, | Irn )l (v = p (V)] + Z Z [ ﬁ} 9. (3.16)
m=1 j=1 m=1 j=1
_ n A2 +C2 I3 i = C . .
Letg;, = —d, + max > —— |+ + land k), = - ¥ B,,;G. Combining inequality (3.11) with
smsn | j=1 j=1

the definition of W(v), we obtain W(v) + EW(v) — %ﬂT(V)ﬁ(v) < 0. Applying Lemma 2 to this result
yields W(r(v)) < 1. Consequently, from Eq (3.13), it follows that

S LM< vm s,

m=1

ie., r"(MPr(v) < 1, where P = 1diag(1;, 4, -+ ,4,). This implies that all state trajectories of the
MNN (2.1) originating from the origin remain confined to the ellipsoid o(P, 1).

Remark 2. By adopting the memory adaptive controller, Theorem 2 relaxes the restriction on the time
delay. The condition that the derivative of the time delay is less than 1 has been removed. This indicates
that the result in Theorem 2 has an advantage over the literature [25-29].

4. Numerical simulations

Here, we provide a simulation example to verify the efficacy of the sufficient criteria derived in
Theorems 1 and 2.

Example 1: Consider the delayed MNN as follows:
Fn(¥) = = A7) + ) an () Fi(r(07)
=1

£ 3 b OG0 = 0N + Y D),y 2 0m= 1,2, (&)

Jj=1 J=1
where

d =23, d,=45,

{107, Nl <1, [ -02, NI <1,

ap (n()) = { 1, )| > 1, a2 (n(v) = { -0.3, lr(| > 1,
o= {28 POISL oy (15 sl
1, Ir»| <1, | =0.08, (vl <1,

by (ri(v)) = { -1, o) > 1, by (ri(v)) = { -1, ) > 1,
—0.15, ()| <1, [ -2, (I <1,

bar (n(v) = { 0.2, o >1, P2t ‘{ -2.05,  InO)I>1,
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-0.185, |n()| <1, () = -0.182, |l <1,
-0.13, O > 1, Crintv)) = -0.15, lr(| > 1,

[ 0186, InMI<I, _[ 0174, InmI<1,
e () = { 012, no>1, 2= { —0.11,  InMI>1,

ci (rn(v) = {

and the activation function is fi(r;) = g;(r;) = tanh(r;), j = 1,2. Then F; = F, = G| = G, = 1. By
simple computation, we have Ay; = 1.07,A1, = 0.3,A,; =2.6,A» = 1.5,B;; = 1,B1; = 1,B,, = 0.2,
By» =2,Cy1 =0.185,C, = 0.182,C,; = 0.186,Cy, = 0.174.

Case (1): The derivative of the time delay is less than 1. Let p;(v) = p2(v) = 1. It can be obtained
that p;(v) = p2(v) < 0.25 < 1. We choose € = 1.5, y; =y, = 1,9,(v) = 0.3sin(v). Then 9 = 0.3. From
Theorem 1, using MATLAB to solve Eqgs (3.11) and (3.14), we obtain 4; = 67.0178, 1, = 66.9786. The
state behaviors of MNN (4.1) are depicted in Figure 1. As shown in Figure 1, the states r;(v) and r,(v)
are bounded as time goes on. Figure 2 presents the phase diagram and reachable set of the delayed

MNN (4.1). As shown in Figure 2, the MNNs’ states are bounded within an elliptical set.

05

04F
03F
0.2+
01F

SN \/\

01

o

r1(w) and ro()

02

03

04+

05 L L L L L L L L L
0 10 20 30 40 50 60 70 80 20 100
v/s

Figure 1. r{(v) and r,(v) of MNN (4.1) in Case (1).

0.3

0.2

0.1

= of

01 F

02

03 . . . . .
-0.3 -0.2 -0.1 0 0.1 0.2 0.3
ri(r)

Figure 2. The states phase plot of MNN (4.1) and the elliptical reachable set in Case (1).

Case (2): The derivative of the time delay is more than 1. Let p;(v) = ] = — and p,(v) = 1 = It can
be obtained that p;(v) < 1.5, p,(v) < 1.25. So the methods in [25-29] are invalid. We choose & = 1.5,
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Y1 = v2 = 2,%;(v) = 0.2sin(v). Then ¥ = 0.2. From Theorem 2, using MATLAB to solve Eqgs (3.10)
and (3.11), we obtain A; = 38.724, 1, = 38.782. The state behaviors of MNN (4.1) are depicted in
Figure 3. As shown in Figure 3, the states r;(v) and r,(v) are bounded as time goes on. Figure 4 presents
the phase diagram and reachable set of the delayed MNN (4.1). As shown in Figure 4, the MNNs’
states are bounded within an elliptical set.

05

04F

03

0.2

0.

o

ikl \'\\\\\\\\m

-01

r1(w) and ro()

02

03

-04

05 . . . . . . . . .
0 10 20 30 40 50 60 70 80 90 100

v/s

Figure 3. r;(v) and r,(v) of MNN (4.1) in Case (2).

0.3

T
States of MNNs.
— — — "Reachable set

02

0.1

= 0r

041 F

02

03 . I . I I
-0.3 0.2 -0.1 0 0.1 0.2 0.3
ri(r)

Figure 4. The states phase plot of MNN (4.1) and the reachable set in Case (2).

5. Conclusions

In this paper, the problem of RSE of a class of MNNSs is investigated. By adopting the inequality
techniques in Filippov’s sense, algebraic criteria are given to guarantee the states of the addressed
MNNSs are contained in an ellipsoid set by introducing a memoryless and a memory adaptive controller.
The considered models are general since they relax the conditions of time delay, so better results are
obtained. In addition, the criteria are presented in the form of algebraic conditions, and they are verified
easily. In future work, it would be meaningful to investigate event-triggered reachable set estimation,
which could reduce control update frequency and optimize communication resource utilization.

Networks and Heterogeneous Media Volume 21, Issue 1, 198-212.



209

Use of Al tools declaration
The authors declare they have not used Artificial Intelligence (Al) tools in the creation of this article.
Acknowledgments

The work was supported by the Natural Science Foundation of Wuhan (Chenguang Project) under
Grant 2024040801020332.

Conflict of interest

Jiemei Zhao is a Guest Editor for Networks and Heterogeneous Media and was not involved in
the editorial review or the decision to publish this article. All authors declare that there are no
competing interests.

Author contributions

Jiemei Zhao: Conceptualization, Methodology, Investigation, Review and Editing, Visualization,
Funding acquisition, Supervision. Ning Wu: Writing—original draft, Investigation, Formal analysis,
Programming. Xiaowu Zhou: Investigation, Methodology, Writing, Review, Revision, Validation. All
authors read and approved the manuscript.

References

1. S.Zhao, L. Zhao, S. Wen, L. Cheng, Secure synchronization control of Markovian jump neural
networks under dos attacks with memory-based adaptive event-triggered mechanism, Artif. Intell.
Sci. Eng., 1 (2025), 64-78. https://doi.org/10.23919/AISE.2025.000006

2. G. Chen, Optimal synchronization of higher-order dynamical networks, Artif. Intell. Sci. Eng., 1
(2025), 31-36. https://doi.org/10.23919/AISE.2025.000003

3. 1. Boybat, M. Le Gallo, S. R. Nandakumar, T. Moraitis, T. Parnel, T. Tuma, et al.,
Neuromorphic computing with multi-memristive synapses, Nat. Commun., 9 (2018), 2514.
https://doi.org/10.1038/s41467-018-04933-y

4. H. Lin, C. Wang, Q. Deng, C. Xu, Z. Deng, C. Zhou, Review on chaotic dynamics

of memristive neuron and neural network, Nonlinear Dyn., 106 (2021), 959-973.
https://doi.org/10.1007/s11071-021-06853-x

5. S. Wen, T. Huang, Z. Zeng, Y. Chen, P. Li, Circuit design and exponential
stabilization of memristive neural networks, Neural Networks, 63 (2015), 48-56.
https://doi.org/10.1016/j.neunet.2014.10.011

6. H. Liu, L. Ma, Z. Wang, Y. Liu, F. E. Alsaadi, An overview of stability analysis
and state estimation for memristive neural networks, Neurocomputing, 391 (2020), 1-12.
https://doi.org/10.1016/j.neucom.2020.01.066

Networks and Heterogeneous Media Volume 21, Issue 1, 198-212.


https://dx.doi.org/https://doi.org/10.23919/AISE.2025.000006
https://dx.doi.org/https://doi.org/10.23919/AISE.2025.000003
https://dx.doi.org/https://doi.org/10.1038/s41467-018-04933-y
https://dx.doi.org/https://doi.org/10.1007/s11071-021-06853-x
https://dx.doi.org/https://doi.org/10.1016/j.neunet.2014.10.011
https://dx.doi.org/https://doi.org/10.1016/j.neucom.2020.01.066

210

7.

10.

11.

12.

13.

14.

15.

16.

17.

18.

M. Roohi, S. Mirzajani, A. R. Haghighi, A. Basse-O’Connor, Robust design of
two-level non-integer SMC based on deep soft actor-critic for synchronization of

chaotic fractional order memristive neural networks, Fractal Fractional, 8 (2024), 548.
https://doi.org/10.3390/fractalfract8090548

J. Zhao, F. Wang, Synchronization of reaction-diffusion delayed inertial memristive
neural networks via adaptive pinning control, Neural Networks, 194 (2026), 108183.
https://doi.org/10.1016/j.neunet.2025.108183

Y. Sheng, T. Huang, Z. Zeng, X. Miao, Global exponential stability of memristive neural networks
with mixed time-varying delays, IEEE Trans. Neural Networks Learn. Syst., 32 (2020), 3690-3699.
https://doi.org/10.1109/TNNLS.2020.3015944

G. Zhang, S. Wen, New approximate results of fixed-time stabilization for delayed inertial
memristive neural networks, IEEE Trans. Circuits Syst. I1: Express Briefs, 71 (2024), 3428-3432.
https://doi.org/10.1109/TCSI1.2024.3361670

H. Brahmi, B. Ammar, A. Ksibi, F. Cherif, G. Aldehim, A. M. Alimi, Finite-time complete
periodic synchronization of memristive neural networks with mixed delays, Sci. Rep., 13 (2023),
12545. https://doi.org/10.1038/s41598-023-37737-2

L. Wang, Y. Wang, Y. Li, Finite-time synchronization of memristive neural networks modeling in
terms of voltage-flux-time, IEEE Trans. Circuits Syst. 1I: Express Briefs, 70 (2023), 3469-3473.
https://doi.org/10.1109/TCSI1.2023.3256004

D. Li, H. Li, C. Hu, H. Jiang, J. Cao, Quasi-projective synchronization of discrete-time
fractional-order delayed memristive neural networks with uncertainties, IEEE Trans. Cybern,
56 (2026), 414—426. https://doi.org/10.1109/TCYB.2025.3610333

H. Zhang, Y. Huang, N. Zhao, P. Shi, Improved event-triggered adaptive neural network control
for multi-agent systems under denial-of-service attacks, Artif. Intell. Sci. Eng., 1 (2025), 122—133.
https://doi.org/10.23919/AISE.2025.000009

S. N. Khoubravan, S. Mirzajani, A. Heydari, M. Roohi, Fuzzy Gain-Composite approach for
robust control of chaotic fractional-order optical systems with guaranteed performance, AIMS
Math., 10 (2025), 27103-27128. https://doi.org/10.3934/math.20251191

J. Zhao, A new result on reachable set estimation for time-varying delay singular systems, Int. J.
Robust Nonlinear Control, 31 (2021), 806-816. https://doi.org/10.1002/rnc.5311

X. Zhang, Z. Feng, X. Zhang, On reachable set problem for impulse switched
singular systems with mixed delays, IET Control Theory Appl., 17 (2023), 628-638.
https://doi.org/10.1049/cth2.12390

L. Zhang, Z. Shen, B. Niu, N. Zhao, Dynamic-event-based reachable set synthesis for nonlinear
delayed hidden semi-Markov jump systems under multiple cyber-attacks, IEEE Trans. Syst., Man,
Cybern: Syst., 55 (2025), 587-598. https://doi.org/10.1109/TSMC.2024.3485651

Networks and Heterogeneous Media Volume 21, Issue 1, 198-212.


https://dx.doi.org/https://doi.org/10.3390/fractalfract8090548
https://dx.doi.org/https://doi.org/10.1016/j.neunet.2025.108183
https://dx.doi.org/https://doi.org/10.1109/TNNLS.2020.3015944
https://dx.doi.org/https://doi.org/10.1109/TCSII.2024.3361670
https://dx.doi.org/https://doi.org/10.1038/s41598-023-37737-2
https://dx.doi.org/https://doi.org/10.1109/TCSII.2023.3256004
https://dx.doi.org/https://doi.org/10.1109/TCYB.2025.3610333
https://dx.doi.org/https://doi.org/10.23919/AISE.2025.000009
https://dx.doi.org/https://doi.org/10.3934/math.20251191
https://dx.doi.org/https://doi.org/10.1002/rnc.5311
https://dx.doi.org/https://doi.org/10.1049/cth2.12390
https://dx.doi.org/https://doi.org/10.1109/TSMC.2024.3485651

211

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

C. Fan, J. Lam, X. Xie, K. Kwok, Reachable set estimation of switched systems
with all subsystems unstable, [EEE Trans. Autom. Control, 70 (2025), 7620-7627.
https://doi.org/10.1109/TAC.2025.3575685

Z. Fei, C. Guan, P. Shi, Reachable set estimation for discrete-time switched system with
application to time-delay system, Int. J. Robust Nonlinear Control, 28 (2018), 2468-2483.
https://doi.org/10.1002/rnc.4028

Y. Xue, M. Su, X. Yang, X. Zhang, State bounding and controller design for genetic regulatory
networks with multiple delays and bounded disturbances, Int. J. Robust Nonlinear Control, 32
(2022), 8032-8051. https://doi.org/10.1002/rnc.6262

Y. Xue, L. Zhang, X. Zhang, Reachable set estimation for genetic regulatory networks
with time-varying delays and bounded disturbances, Neurocomputing, 403 (2020), 203-210.
https://doi.org/10.1016/j.neucom.2020.03.113

R. Vadivel, S. Sabarathinam, G. Zhai, N. Gunasekaran, Event-triggered reachable
set estimation for synchronization of Markovian jump complex-valued delayed neural
networks under cyber-attacks, Eur. Phys. J. Spec. Top., 234 (2025), 3683-3703.
https://doi.org/10.1140/epjs/s11734-024-01372-3

L. Zhang, Q. Yin, B. Niu, X. Zhao, N. Zhao, Bumpless transfer control and reachable set
estimation for Markovian networked systems against DoS attacks, Inf. Sci., 718 (2025), 122396.
https://doi.org/10.1016/.ins.2025.122396

Y. Shen, J. Zhao, L. Yu, Reachable set estimation of delayed second-order memristive neural
networks, Appl. Math. Comput., 484 (2025), 128994. https://doi.org/10.1016/j.amc.2024.128994

J. Zhao, Y. Shen, L. Wang, L. Yu, Reachable set estimation of inertial complex-valued
Menmristive neural networks, IEEE Trans. Circuits Syst. 1l: Express Briefs, 72 (2025), 213-217.
https://doi.org/10.1109/TCSI1.2024.3486746

S. Zhu, Y. Gao, Y. Hou, C. Yang, Reachable set estimation for Memristive complex-valued neural
networks with disturbances, IEEE Trans. Neural Networks Learn. Syst., 34 (2023), 11029-11034.
https://doi.org/10.1109/TNNLS.2022.3167117

Y. Jiang, S. Zhu, S. Wen, C. Mu, Reachable set estimation of Memristive inertial
neural networks, IEEE Trans. Circuits Syst. IlI: Express Briefs, 72 (2025), 903-907.
https://doi.org/10.1109/TCSII1.2025.3572855

Y. Gao, S. Zhu, J. Li, Reachable set bounding for a class of Memristive
complex-valued neural networks with disturbances, Neurocomputing, 385 (2020), 368-377.
https://doi.org/10.1016/j.neucom.2019.12.085

G. Zhang, Y. Shen, New algebraic criteria for synchronization stability of chaotic Memristive
neural networks with time-varying delays, IEEE Trans. Neural Networks Learn. Syst., 24 (2013),
1701-1707. https://doi.org/10.1109/TNNLS.2013.2264106

E. Fridman, U. Shaked, On reachable sets for linear systems with delay and bounded peak inputs,
Automatica, 39 (2003), 2005-2010. https://doi.org/10.1016/S0005-1098(03)00204-8

Networks and Heterogeneous Media Volume 21, Issue 1, 198-212.


https://dx.doi.org/https://doi.org/10.1109/TAC.2025.3575685
https://dx.doi.org/https://doi.org/10.1002/rnc.4028
https://dx.doi.org/https://doi.org/10.1002/rnc.6262
https://dx.doi.org/https://doi.org/10.1016/j.neucom.2020.03.113
https://dx.doi.org/https://doi.org/10.1140/epjs/s11734-024-01372-3
https://dx.doi.org/https://doi.org/10.1016/j.ins.2025.122396
https://dx.doi.org/https://doi.org/10.1016/j.amc.2024.128994
https://dx.doi.org/https://doi.org/10.1109/TCSII.2024.3486746
https://dx.doi.org/https://doi.org/10.1109/TNNLS.2022.3167117
https://dx.doi.org/https://doi.org/10.1109/TCSII.2025.3572855
https://dx.doi.org/https://doi.org/10.1016/j.neucom.2019.12.085
https://dx.doi.org/https://doi.org/10.1109/TNNLS.2013.2264106
https://dx.doi.org/https://doi.org/10.1016/S0005-1098(03)00204-8

212

32. Y. Sheng, Y. Shen, Improved reachable set bounding for linear time-delay
systems  with  disturbances, J.  Franklin Institute, 353 (2016), 2708-2721.
https://doi.org/10.1016/j.jfranklin.2016.05.013

- ©2026 the Author(s), licensee AIMS Press. This
AR is an open access article distributed under the
1%33 AIMS Press terms of the Creative Commons Attribution License

o (https://creativecommons.org/licenses/by/4.0)

Networks and Heterogeneous Media Volume 21, Issue 1, 198-212.


https://dx.doi.org/https://doi.org/10.1016/j.jfranklin.2016.05.013
https://creativecommons.org/licenses/by/4.0

	Introduction
	Preliminaries
	Main results
	RSE for MNN (2.1) with memoryless adaptive control
	RSE for MNN (2.1) with memory adaptive control

	Numerical simulations
	Conclusions

