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Abstract. In this paper, we consider a system of nonlinear partial differential
equations modeling the Lotka Volterra interactions of preys and actively mov-
ing predators with prey-taxis and spatial diffusion. The interaction between

predators are modelized by the statement of a food pyramid condition. We
establish the existence of weak solutions by using Schauder fixed-point theo-
rem and uniqueness via duality technique. This paper is a generalization of
the results obtained in [2].

1. Introduction. This work is devoted to the mathematical analysis of a predators-
preys system in a heterogeneous spatial domain. We are interested to a n-predators
× m-preys system with prey-taxis, logistic growth for the preys population and a
Holling type II functional response to predation. Prey-taxis is a kind of density-
dependent cross-diffusion and it is a direct movement of predators in response to
a variation of preys. The cross-diffusion expresses the population fluxes of one
specie due to the presence of the others species. The concept of cross-diffusion was
studied by Levin [10], Levin and Segel, [11], Okubo [15], Mimura and Murray [13],
Mimura and Kawasaki [12], Mimura and Yamaguti [14] and many others authors.
In passing, we mention that in [4] (see also [7]) the authors have considered the in-
teraction of two species assuming that both species attract the other by some devise.

In this paper, we assume that the spatial dispersal of the prey is pure diffusion
and the spatial-temporal variations of the predator’s velocities are determined by
the prey gradient. At each point and each instant, predators attack preys following
the familiar Lotka-Volterra interaction.

Let us first consider a spatial and bounded domain Ω in IRN , N > 1 with
boundary ∂Ω. Our state variables u = u(t, x) and v(t, x) represent the predator
and prey populations densities respectively at time t and position x. We assume
the spatial habitat to be heterogeneous. We are led to consider spatially dependent
decay rates a(t, x) for predators, growth rates r(t, x), the conversion rate from prey
to predator e(t, x), density dependent mortality rates k(t, x)|v|σ−1 for preys and

the predation rate p(t,x)v
1+q(t,x)v . Next, e(t, x) is being the conversion rate from prey

to predator. Last, du > 0 and dv > 0 are diffusion rates of predator and prey
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respectively. Then, proceeding as in [2], the dynamic of the predator-prey system
with prey-taxis is governed by the system of semilinear equations















∂tv − dv∆v = r(t, x)v − k(t, x)|v|σ−1v −
p(t, x)v

1 + q(t, x)v
u,

∂tu− du∆u + div (uχ(u)∇v) = −a(t, x)u+ e(t, x)
p(t, x)v

1 + q(t, x)v
u, ,

(1)

in (0, T ) × Ω. This system is augmented with Neumann boundary condition on
(0, T ) × ∂Ω

∇u · η = 0, ∇v · η = 0, (2)

where η is the outward normal to Ω on ∂Ω, and an initial distribution

u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ Ω. (3)

In the model above, the predators are attracted by the preys and χ denotes their
prey-tactic sensitivity. We assume that there exists a maximal density (the thresh-
old) of predators um, such that χ(um) = 0. Intuitively, this amounts to a switch
to repulsion at high densities, sometimes referred to as volume–filling effect or pre-
vention of overcrowding (see [8, 5]). This threshold condition has a clear biolog-
ical interpretation: the predators stop to accumulate at a given point of Ω after
their density attains certain threshold values and the prey-tactic cross diffusion
g(u) = uχ(u) vanishes identically when u ≥ um.

The problem (1) was studied recently from well-posedness (existence and unique-
ness) point view in [2] with the logistic case (σ = 2).

Our model that governs the dynamics of a n-predators and m-preys system in a
heterogeneous spatial domain is the following reaction-diffusion-advection system,
for i = 1, ...,m and j = 1, ..., n, and for some σi > 1,































































∂tvi − dvi
∆vi = ri(t, x)vi − ki(t, x)|ϑ|σi−1vi −

n
∑

j=1

hi,j(t, x, uj , vi),

∂tuj − duj
∆uj + div (ujχj(uj)∇ϑ)

=

m
∑

i=1

ei(t, x)hi,j(t, x, uj , vi) −

n
∑

k=j+1

Ck,j(t, x, uk, uj)

+

j−1
∑

k=1

dk,j(t, x)Ck,j(t, x, uk, uj) − aj(t, x)uj ,

(4)

in (0, T ) × Ω, together with Neumann boundary conditions on (0, T ) × ∂Ω

∇vi · η = 0, ∇uj · η = 0. (5)

Last, an initial distribution is assumed at t = 0

vi(x, 0) = vi,0(x), uj(x, 0) = uj,0(x), x ∈ Ω, (6)

for i = 1, ...,m and j = 1, ..., n. Herein

ϑ =

m
∑

i=1

vi, (7)

is the total prey population,

hi,j(t, x, u, v) =
pi,j(t, x)v

1 + qi,j(t, x)v
u (8)
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is the Holling type II functional response to predation on prey species i from preda-
tor species j and

Ck,j(t, x, u, v) =
ck,j(t, x)v

1 + fk,j(t, x)v
u. (9)

In system (4), all functions are nonnegative. Here for i = 1, ...,m and j = 1, ..., n;
dvi

, duj
, χj , ri, ki, ei, pi,j , qi,j and aj have similar properties to dv, du, χ, r, k, e,

p, q and a. Last, the coefficients ck,j , fk,j and dk,j describe interactions between
predator species k and j. In the model (4), we assume that there exists a maximal
density of predators uj,m, such that χj(uj,m) = 0 for j = 1, ..., n.

Note that for σi = 2 and χj = 0, system (4) is still a standard Lotka-Volterra
system; in this case hi,j has similar properties to Ck,j .

When cross-diffusion is ignored, this model is similar to these in [1], [6] and [3]
in connection with ecological models.

The basic hypothesis is a food pyramid condition on

Bj(t, x, uj) = −

n
∑

k=j+1

ck,j(t, x)uj

1 + fk,j(t, x)uj

uk +

j−1
∑

k=1

dk,j(t, x)
ck,j(t, x)uj

1 + fk,j(t, x)uj

uk; (10)

such a statement is motivated by the fact that given n species living isolated in a
certain region one may arrange them in an arithmetic sequence and in such a way
so that the ith species may feed on any jth species (j ≤ i) and may not feed on any
kth species(k > i). Consequently, the growth of the ith species should be bounded
in terms of the available food, that is the magnitude of the jth species. This last
statement is the content of the food pyramid condition. In passing we want to
mention that when food pyramid condition is ignored, σi = 2 and n = m = 1 our
model is similar to this in [2].

In this work, the basic hypothesis are the food pyramid condition to modelize
competition of n species of predators, a logistic growth for preys, Holling type II
functional response and a prey-taxis (cross-diffusion) term to modelize interactions
between predators and preys.

Comparing to [2], the novelty in this work is the additional food pyramid condi-
tion (10) and the lower-order term div (ujχj(uj)∇ϑ), where ϑ =

∑m
i=1 vi. The main

difficulty in studying the system (4) is due to the strong coupling of the equations.
Note that standard parabolic theory is not directly aplicable to the reaction-diffusion
system (4), (5) and (6) due to the prey-taxis term (div (ujχj(uj)∇ϑ)). We will show
that this term satisfies the appropriate growth conditions due to its special form
and the available regularity for vi for i = 1, . . . ,m.

The remaining part of this paper is organized as follows. Section 2 is devoted to
presenting a notion of weak solutions (Definition 2.1) and stating the main conver-
gence theorem (Theorem 2.1). In Section 3 we prove existence of solutions to the
approximate problem (18). The existence result to (4)-(6) is proved in Section 4.
We conclude the paper in Section 5 by proving uniqueness of weak solutions.

2. Main result. Before stating our main result, we collect some preliminary mate-
rial, including relevant notations and conditions imposed on the data of our problem.
Let Ω be a bounded, open subset of IRN (N ≥ 2) with a smooth boundary ∂Ω; η
is the unit outward normal to Ω on ∂Ω. Next, |Ω| is the N dimensional Lebesgue
measure of Ω. We denote by H1(Ω) the Sobolev space of functions u : Ω → IR for
which u ∈ L2(Ω) and ∇u ∈ L2(Ω;RN ). For 1 ≤ p ≤ +∞, ‖ · ‖Lp(Ω) is the usual
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norm in Lp(Ω); then

L
p
+(Ω) = {u : Ω −→ IR+ measurable and

∫

Ω

|u(x)|pdx < +∞},

L∞
+ (Ω) = {u : Ω −→ IR+ measurable and sup

x∈Ω
|u(x)| < +∞}.

If X is a Banach space, a < b and 1 ≤ p ≤ +∞, Lp(a, b;X) denotes the space of all
measurable functions u : (a, b) −→ X such that ‖ u(·) ‖X belongs to Lp(a, b).

Next T is a positive number and

QT = (0, T ) × Ω, ΣT = (0, T ) × ∂Ω.

Our basic requirement is

σi > 1, (11)

aj , ei, ri and ki ∈ L∞
+ (QT ), (12)

pi,j , qi,j , ck,j , fk,j and dk,j ∈ L∞
+ (QT ), (13)

0 ≤ ei(t, x) ≤ e, 0 < r0 ≤ ri(t, x) ≤ r, 0 < k0 ≤ ki(t, x) ≤ k, (14)

0 ≤ pi,j(t, x) ≤ p, 0 < q0 ≤ qi,j(t, x) ≤ q, 0 ≤ ck,j(t, x) ≤ c, (15)

0 < f0 ≤ fk,j(t, x) ≤ f, 0 ≤ dk,j(t, x) ≤ d a.e. (t, x) ∈ QT , (16)

for i = 1, . . . ,m, j = 1, . . . , n and k = 1, . . . , j − 1, j + 1, . . . , n. Finally, we assume
that the function χj in (4) satisfies

χj ∈ C1([0, uj,m]) and χj(uj,m) = 0 for j = 1, . . . , n. (17)

Recall that uj,m is the maximal density of jth predator.
Now we give the definition of a weak solution for nonlinear parabolic systems of

type (4) with no-flux boundary (5) and initial condition (6). Then, we supply our
main result.

Definition 2.1. A weak solution of (4), (5) and (6), is a set of functions
((uj)1≤j≤n, (vi)1≤i≤m) such that, for i = 1, . . . ,m and j = 1, . . . , n:

uj ∈ L∞
+ (QT ) ∩ L2(0, T ;H1(Ω)) ∩C(0, T, L2(Ω)),

∂tuj ∈ L2(0, T ; (H1(Ω))′), uj(0) = uj,0,

vi ∈ L∞
+ (QT ) ∩ Lp(0, T ;W 2,p(Ω)) ∩ C(0, T, L2(Ω)), for all p > 1,

∂tvi ∈ L2(QT ), vi(0) = vi,0,

and, for all ϕi, ψj ∈ L2(0, T ;H1(Ω)),
∫∫

QT

∂tvi ϕi dx dt + dvi

∫∫

QT

∇vi · ∇ϕi dx dt

=

∫∫

QT

(ri(t, x)vi − ki(t, x) |ϑ|σi−1
vi)ϕi dx dt−

∫∫

QT

n
∑

j=1

hi,j(t, x, uj , vi)ϕi dx dt,

∫ T

0

〈∂tuj, ψj〉 dt+

∫∫

QT

(duj
∇uj − ujχj(uj)∇ϑ) · ∇ψj dx dt

=

∫∫

QT

(

m
∑

i=1

ei(t, x)hi,j(t, x, uj , vi) −

n
∑

k=j+1

Ck,j(t, x, uk, uj)

)

ψjdxdt

+

∫∫

QT

(

j−1
∑

k=1

dk,j(t, x)Ck,j(t, x, uk, uj) − aj(t, x)uj

)

ψjdxdt,
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where 〈·, ·〉 denotes the duality pairing between H1(Ω) and (H1(Ω))′.

Our main result is the following existence and uniqueness theorem for weak
solutions.

Theorem 2.1. Assume (11)-(17) hold. If uj,0, vi,0 ∈ L∞
+ (Ω) with uj,0 ≤ uj,m a.e.

in Ω for i = 1, . . . ,m and j = 1, . . . , n, then there exists a unique weak solution of
(4)-(6) in the sense of Definition 2.1.

The proof of Theorem 2.1 is based on introducing approximation systems to
which we can apply the Shauder fixed-point theorem. To prove convergence to
weak solutions of the approximate solutions we use monotonicity and compactness
methods. We prove first existence of solutions to the approximate problem of (18)
by applying the Schauder fixed-point theorem (in an appropriate functional set-
ting), deriving a priori estimates, and then passing to the limit in the approximate
solutions using monotonicity and compactness arguments. Having proved existence
to the system (18), the goal is to send the regularization parameter ε to zero in se-
quences of such solutions to fabricate weak solutions of the original systems (4)-(6).
Again convergence is achieved by priori estimates and compactness arguments.

3. Existence of solutions for the approximate problems. This section is
devoted to proving existence of solutions to the approximate problem of (4). The
existence proof is based on the Shauder fixed-point theorem, a priori estimates, and
the compactness method. The approximation systems read, for i = 1, . . . ,m and
j = 1, . . . , n














































































∂tvi − dvi
∆vi = ri(t, x)vi −Ki,ε(t, x, vi, ϑ) −

n
∑

j=1

hi,j,ε(t, x, uj , vi) in QT ,

∂tuj − duj
∆uj + div(ujχj(uj)∇ϑ) =
m
∑

i=1

ei(t, x)hi,j,ε(t, x, uj , vi) −

n
∑

k=j+1

Ck,j,ε(t, x, uk, uj)

+

j−1
∑

k=1

dk,j(t, x)Ck,j,ε(t, x, uk, uj) − aj(t, x)uj in QT ,

∇vi · η = ∇uj · η = 0 on ΣT , vi(·, 0) = vi,0(·), uj(·, 0) = uj,0(·),∈ Ω,
(18)

for each fixed ε > 0. Herein

hi,j,ε(·, ·, r1, r2) =
hi,j(·, ·, r1, r2)

1 + ε |hi,j(·, ·, r1, r2)|
, Ck,j,ε(·, ·, r1, r2) =

Ck,j(·, ·, r1, r2)

1 + ε |Ck,j(·, ·, r1, r2)|
,

and

Ki,ε(·, ·, r1, r2) =
ki(·, ·)|r2|

σi−1r1

1 + ε |ki(·, ·)|r2|σi−1r1|

for a.e. r1, r2 ∈ IR, for i = 1, . . . ,m, j = 1, . . . , n and k = 1, . . . , j − 1, j + 1, . . . , n.

First, a natural extension of nonlinear functions, i.e. hi,j , Ck,j , is made in order
to ensure the nonnegativity of solutions. We need to extend the function F =
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hi,j,ε, Ck,j,ε so that it becomes measurable on QT , continuous with respect to u

and v. We do this by setting

F (t, x, u, v) =







F (t, x, u, 0) if u ≥ 0, v < 0,
F (t, x, 0, v) if u < 0, v ≥ 0,
F (t, x, 0, 0) if u < 0, v < 0,

for i = 1, ...,m, j = 1, ..., n and k = 1, ..., j − 1, j + 1, ...,m. In what follows, we
define the following new variables (ũj , ṽj) by setting uj = eλtũj and vi = eλtṽi,
where λ > 0 is a constant satisfying: for i = 1, ...,m and j = 1, ..., n

λ−

m
∑

i=1

∣

∣

∣

∣

ei(t, x)
pi,j(t, x)

qi,j(t, x)

∣

∣

∣

∣

−

n
∑

k=j+1

∣

∣

∣

∣

dk,j(t, x)
ck,j(t, x)

fk,j(t, x)

∣

∣

∣

∣

≥ 0, λ− ri(t, x) ≥ 0, (19)

for a.e. (t, x) ∈ QT . Then (uj, vi) satisfies (18) with gj, and the right hand side
functions Fj,ε, Gi,ε replaced by (recall that gj(u) = uχj(u))






















































































gj(uj) = eλtujχj(eλtuj),
Fi,ε(v1, . . . , vm, u1, . . . , un) = ri(t, x)ui − λ vi −Ki,ε(t, x, vi, e

λtϑ)

−

n
∑

j=1

e−λthi,j,ε(t, x, eλtuj , e
λtvi),

Gj,ε(v1, . . . , vm, u1, . . . , un) = −aj(t, x)uj − λuj

+

m
∑

i=1

ei(t, x)e−λthi,j,ε(t, x, eλtuj , e
λtvi)

−

n
∑

k=j+1

e−λtCk,j,ε(t, x, eλtuk, e
λtuj),

+

j−1
∑

k=1

dk,j(t, x)e−λtCk,j,ε(t, x, eλtuk, e
λtuj)

(20)
for i = 1, ...,m and j = 1, ..., n. Observe that for j = 1, ..., n the function gj(u)
vanish if u ≥ e−λtuj,m for almost t ∈ (0, T ) (recall that uj,m is the maximal density
of jth predators).

Remark 3.1. Note that from (12)-(16), we deduce
∣

∣

∣

∣

ei(t, x)
pi,j(t, x)

qi,j(t, x)

∣

∣

∣

∣

≤ e
p

q0
and

∣

∣

∣

∣

dk,j(t, x)
ck,j(t, x)

fk,j(t, x)

∣

∣

∣

∣

≤ d
c

f0
,

for i = 1, ...,m, j = 1, ..., n and k = 1, ..., j − 1, j + 1, ...,m. This implies that the
expressions under the sums in (19) are bounded.

3.1. Existence result to the fixed problem. In this subsection, we omit the
dependence of the solutions on the parameter ε. We prove, for each fixed ε > 0, the
existence of solutions to the fixed problem (22)-(23), by applying the Schauder fixed-
point theorem. Since we use Schauder fixed-point theorem, we need to introduce
the following closed subset of the Banach space L2(QT , IR

n):

A = {U = (u1, . . . , un) ∈ L2(QT , IR
n) : 0 ≤ uj(t, x) ≤ e−(λ−β)tuj,m,

for a.e. (t, x) ∈ QT , j = 1, . . . , n}.
(21)

Herein β is a positive constant to be fixed in Lemma 3.3 below.
With U = (u1, . . . , un) ∈ A fixed, let vi be the unique solution of the parabolic
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problem
{

∂tvi − dvi
∆vi = Fi,ε(v1, . . . , vm, u1, . . . , un), in QT ,

∇vi · η = 0 on ΣT , vi(x, 0) = vi,0(x), for x ∈ Ω,
(22)

for i = 1, . . . ,m. Given the function vi, let uj be the unique solution of the quasi-
linear parabolic problem
{

∂tuj − duj
∆uj + div(gj(uj)∇ϑ) = Gj,ε(v1, . . . , vm, u1, . . . , un), in QT ,

∇uj · η = 0 on ΣT , uj(x, 0) = uj,0(x) ≥ 0, for x ∈ Ω,
(23)

for j = 1, . . . , n. In (22)- (23), vi,0 and uj,0 are functions satisfying the hypothesis
of Theorem 2.1 for j = 1, . . . , n and i = 1, . . . ,m.

Note that from the definition of Ki,ε and hi,j,ε, we get: for i = 1, ...,m and
j = 1, ..., n

Ki,ε(t, x, vi, e
λtϑ) sign(vi) ≥ 0 and

∣

∣hi,j,ε(t, x, eλtuj , e
λtvi)

∣

∣ ≤ C |uj | ,

for some constant C > 0.
Observe that for any fixed U ∈ A, problem (22) is uniformly parabolic, so we

have immediately (see [9]):

Lemma 3.1. If vi,0 ∈ L∞
+ (Ω), then (22) has a unique solution vi ∈ L∞

+ (QT ) ∩
Lp(0, T ;W 2,p(Ω)) ∩ C(0, T ;L2(Ω)), for all p > 1, satisfying vi(t, x) ≥ 0
for a.e. (t, x) ∈ QT and

‖vi‖L∞(QT ) ≤ C,

‖vi‖L2(0,T ;H1(Ω)) ≤ C,

‖∂tvi‖L2(QT ) ≤ C,

(24)

where C > 0 is a constant which depends only on ‖vi,0‖L∞(Ω), ‖ri‖L∞(Ω), ‖ki‖L∞(Ω),

‖pi,j‖L∞(Ω), ‖qi,j‖L∞(Ω), and |QT | for i = 1, . . . ,m and j = 1, . . . , n.

Remark 3.2. Note that the first estimate in (24) follows from the comparison
principle (see e.g. [3]). Multiplying the first equation in (22) by vi and integrating
over QT , we get the second estimate. Since the right-hand side of (22) is bounded,
we deduce from classical results on Lp regularity the third estimate in (24).

We have the following lemma for problem (23):

Lemma 3.2. If uj,0 ∈ L∞
+ (Ω), then, for any ε > 0, there exists a unique weak

solution uj ∈ L∞
+ (QT ) ∩ L2(0, T ;H1(Ω)) to problem (23) for j = 1, . . . , n.

We refer to [9] for the existence and the uniqueness proofs.

3.2. The fixed-point method. Now, we introduce a map  L : A → A such that
 L(U ) = (u1, . . . , un), where uj solves (23) for j = 1, . . . , n, i.e.,  L is the solution
operator of (23) associated with the coefficient uj and the solution vi coming from
(22). By using the Schauder fixed-point theorem, we prove that the map  L has a
fixed point for (22)-(23).

First, let us show that  L is a continuous mapping. For this, we let (U ℓ)ℓ be a
sequence in A and U ∈ A be such that U ℓ → U in L2(QT , IR

n) as ℓ → ∞. Define
Uℓ =  L(U ℓ), i.e., uj,ℓ is the solution of (23) associated with uj,ℓ and the solution
vi,ℓ of (22) for j = 1, . . . , n and i = 1, . . . ,m. The goal is to show that Uℓ converges

to  L(U) in L2(QT , IR
n). Next, we need the following lemma:

Lemma 3.3. The solutions uj,ℓ to problem (23) satisfy: for j = 1, . . . , n
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(i) There exists a constant γ ≥ 0 such that

0 ≤ uj,ℓ(t, x) ≤ eγtuj,m for a.e. (t, x) ∈ QT .

(ii) The sequence (uj,ℓ)ℓ is bounded in L2(0, T ;H1(Ω)) ∩ L∞(0, T ;L2(Ω)).
(iii) The sequence (uj,ℓ)ℓ is relatively compact in L2(QT ).

Proof. (i) For the function gj, we choose a Lipschitz continuous extension g̃j of gj

satisfying

g̃j(s) =







gj(s) if 0 ≤ s ≤ e−λtuj,m,

gj(0) = 0 if s ≤ 0,
gj(eλtuj,m) = 0 if s ≥ e−λtuj,m,

(25)

for t ∈ (0, T ). We then replace the equation in (23) by

∂tuj,ℓ − duj
∆uj,ℓ + div (g̃(uj,ℓ)∇ϑℓ) = Gj,ε(v1,ℓ, . . . , vm,,ℓ, u1,,ℓ, . . . , un,ℓ) in QT .

(26)

Multiplying this equation by −u−j,ℓ =
uj,ℓ − |uj,ℓ|

2
and integrating over Ω, the result

is

1

2

d

dt

∫

Ω

∣

∣

∣
u−j,ℓ

∣

∣

∣

2

dx+ duj

∫

Ω

∣

∣

∣
∇u−j,ℓ

∣

∣

∣

2

dx

= −

∫

Ω

g̃(uj,ℓ)∇ϑℓ · ∇u
−
j,ℓ dx −

∫

Ω

(aj + λ)
∣

∣

∣
u−j,ℓ

∣

∣

∣

2

dx

−

∫

Ω

m
∑

i=1

ei(t, x)e−λthi,j,ε(t, x, eλtuj,ℓ, e
λtvi,ℓ)u

−
j,ℓ dx

+

∫

Ω

n
∑

k=j+1

e−λtCk,j,ε(t, x, eλtuk,ℓ, e
λtuj,ℓ)u

−
j,ℓ dx

−

∫

Ω

j−1
∑

k=1

dk,j(t, x)e−λtCk,j,ε(t, x, eλtuk,ℓ, e
λtuj,ℓ)u

−
j,ℓ dx..

According to the positivity of the second term of the left-hand side, and since
g̃j(s) = 0 and hi,j,ε(·, ·, s, s′) = 0 for s ≤ 0, s′ ∈ IR, and Ck,j,ε(·, ·, s, s′) = 0, for
s′ ≤ 0, s ∈ IR, we get

1

2

d

dt

∫

Ω

∣

∣

∣
u−j,ℓ

∣

∣

∣

2

dx ≤ 0 for j = 1, . . . , n.

Since the data uj,0 is is nonnegative, we deduce that u−j,ℓ = 0 for j = 1, . . . , n.
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Now, we multiply (26) by (uj,ℓ − e
−(λ−β)tuj,m)+ for t ∈ (0, T ) and integrate over

Ω (recall that β is defined in the subset A), we get

1

2

d

dt

∫

Ω

∣

∣

∣
(uj,ℓ − e−(λ−β)tuj,m)+

∣

∣

∣

2

dx

+

∫

Ω

(β − λ)e−(λ−β)tuj,m(uj,ℓ − e−(λ−β)tuj,m)+ dx

+duj

∫

Ω

∣

∣

∣
∇(uj,ℓ − e−(λ−β)tuj,m)+

∣

∣

∣

2

dx

=

∫

Ω

g̃j(uj,ℓ)∇ϑℓ · ∇(uj,ℓ − e−(λ−β)tuj,m)+ dx

−

∫

Ω

ajuj,ℓ(uj,ℓ − e−(λ−β)tuj,m)+ dx−

∫

Ω

λuj,ℓ(uj,ℓ − e−(λ−β)tuj,m)+ dx

+

∫

Ω

m
∑

i=1

ei(t, x)e−λthi,j,ε(t, x, eλtuj,ℓ, e
λtvi,ℓ)(uj,ℓ − e−(λ−β)tuj,m)+ dx

−

∫

Ω

n
∑

k=j+1

e−λtCk,j,ε(t, x, eλtuk,ℓ, e
λtuj,ℓ)(uj,ℓ − e−(λ−β)tuj,m)+ dx

+

∫

Ω

j−1
∑

k=1

dk,j(t, x)e−λtCk,j,ε(t, x, eλtuk,ℓ, e
λtuj,ℓ)(uj,ℓ − e−(λ−β)tuj,m)+ dx.

Observe that for j = 1, . . . , n, i = 1, . . . , n and k = 1, . . . , j − 1, j + 1, . . . , n

hi,j,ε(·, ·, r, s) ≤
pi,j(·, ·)

qi,j(·, ·)
s and Ck,j,ε(·, ·, r, s) ≤

ck,j(·, ·)

fk,j(·, ·)
s,

for r, s ∈ IR. This implies

1

2

d

dt

∫

Ω

∣

∣

∣
(uj,ℓ − e−(λ−β)tuj,m)+

∣

∣

∣

2

dx

+

∫

Ω

(β − λ)e−(λ−β)tuj,m(uj,ℓ − e−(λ−β)tuj,m)+ dx

+

∫

Ω

(

λ−
m
∑

i=1

ei(t, x)
pi,j(t, x)

qi,j(t, x)
−

j−1
∑

k=1

dk,j(t, x)
ck,j(t, x)

fk,j(t, x)

)

×uj,ℓ(uj,ℓ − e−(λ−β)tuj,m)+ dx

≤

∫

Ω

g̃j(uj,ℓ)∇ϑℓ · ∇(uj,ℓ − e−γtuj,m)+ dx.

(27)

Then for β ≥ λ, we have g̃(uj,ℓ) = 0 for uj,ℓ ≥ e−(λ−β)tuj,m. Finally, by the choice
of λ in (19) we deduce from (27)

d

dt

∫

Ω

∣

∣

∣
(uj,ℓ − e−(λ−β)tuj,m)+

∣

∣

∣

2

dx ≤ 0. (28)

Using that uj,0 ≤ uj,m in Ω, we conclude from this uj,ℓ(t, ·) ≤ e−(λ−β)tuj,m in Ω for
all t ∈ (0, T ).
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(ii) We multiply the equation (26) by uj,ℓ and integrate over Ω, yields

1

2

d

dt

∫

Ω

|uj,ℓ|
2
dx+ duj

∫

Ω

|∇uj,ℓ|
2
dx

=

∫

Ω

gj(uj,ℓ)∇ϑℓ · ∇uj,ℓ dx−

∫

Ω

(aj + λ) |uj,ℓ|
2
dx

+

∫

Ω

m
∑

i=1

ei(t, x)e−λthi,j,ε(t, x, eλtuj,ℓ, e
λtvi,ℓ)uj,ℓ dx

−

∫

Ω

n
∑

k=j+1

e−λtCk,j,ε(t, x, eλtuk,ℓ, e
λtuj,ℓ)uj,ℓ dx

+

∫

Ω

j−1
∑

k=1

dk,j(t, x)e−λtCk,j,ε(t, x, eλtuk,ℓ, e
λtuj,ℓ)uj,ℓ dx.

(29)

Exploiting the boundedness of uj,ℓ, uk,ℓ and vi,ℓ for j = 1, . . . , n, i = 1, . . . , n and
k = 1, . . . , j − 1, j + 1, . . . , n, and using Young inequality, we deduce from (29)

1

2

d

dt

∫

Ω

|uj,ℓ|
2
dx+ C1

∫

Ω

|∇uj,ℓ|
2
dx ≤ C2, (30)

for some constants C1, C2 > 0 independent of ℓ. This completes the proof of (ii).
(iii) Finally, we multiply the equation (23) by ϕj ∈ L2(0, T ;H1(Ω)) and we use

the boundedness of uj,ℓ, uk,ℓ and vi,ℓ, the result is
∣

∣

∣

∣

∣

∫ T

0

〈∂tuj,ℓ, ϕj〉 dt

∣

∣

∣

∣

∣

≤ duj
‖∇uj,ℓ‖L2(QT ) ‖∇ϕj‖L2(QT )

+ ‖gj(uj,ℓ)‖L∞(QT ) ‖∇ϑℓ‖L2(QT ) ‖∇ϕj‖L2(QT )

+C3

n
∑

j=1

‖uj,ℓ‖L2(QT ) ‖ϕj‖L2(QT )

≤ C4 ‖ϕj‖L2(0,T ;H1(Ω)) ,

(31)

for some constants C3, C4 > 0 independent of ε. We obtain the bound

‖∂tuj,ℓ‖L2(0,T ;(H1(Ω))′) ≤ C, (32)

for j = 1, . . . , n. Then, (iii) is a consequence of (ii) and the uniform boundedness
of (∂tuj,ℓ)ℓ in L2(0, T ; (H1(Ω)′) for j = 1, . . . , n.

Now we have the following classical result (see [9]).

Lemma 3.4. There exists a function vi ∈ L2(0, T ;H1(Ω)) such that the sequence
(vi,ℓ)ℓ converges strongly to vi in L2(0, T ;H1(Ω)) for i = 1, . . . ,m.

From Lemmata 3.2, 3.3 and 3.4, there exist functions uj, vi ∈ L2(0, T ;H1(Ω))
such that, up to extracting subsequences if necessary, for j = 1, . . . , n and i =
1, . . . ,m

uj,ℓ → uj in L2(QT ) strongly, vi,ℓ → vi in L2(0, T ;H1(Ω)) strongly,

and from this the continuity of  L on A follows.
We observe that, from Lemma 3.3,  L(A) is bounded in the set

E =
{

u ∈ L2(0, T ;H1(Ω, IRn)) : ∂tu ∈ L2(0, T ; (H1(Ω, IRn))′)
}

. (33)
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By the results of [18], E →֒ L2(QT , IR
n) is compact, thus  L is compact. Now, by the

Schauder fixed point theorem, the operator  L has a fixed point Uε = (u1,ε, . . . , un,ε)
such that  L(Uε) = Uε. Then there exists a solution (uj,ε, vi,ε) of














































∫∫

QT

∂tvi,ε ϕi dx dt+ duj

∫∫

QT

∇vi,ε · ∇ϕi dx dt

=

∫∫

QT

Fi,ε(v1,ε, . . . , vm,ε, u1,ε, . . . , un,ε)ϕi dx dt,

∫ T

0
〈∂tuj,ε, ψj〉 dt+

∫∫

QT

(dvi
∇uj,ε − gj(uj,ε)ϑε) · ∇ψj dx dt

=

∫∫

QT

Gj,ε(v1,ε, . . . , vm,ε, u1,ε, . . . , un,ε)ψj dx dt,

(34)
for all ϕi, ψj ∈ L2(0, T ;H1(Ω)), for i = 1, . . . ,m and j = 1, . . . , n.

4. Existence of weak solutions. We have shown in Section 3 that the problem
(18) admits a solution (uj,ε, vi,ε). The goal in this section is to send the regular-
ization parameter ε to zero in sequences of such solutions to obtain weak solutions
of the original system (4)-(6). Note that, for each fixed ε > 0, we have shown the
existence of a solution (uj,ε, vi,ε) to (18) such that for j = 1, . . . , n

0 ≤ uj,ε(t, x) ≤ eγtuj,m and 0 ≤ vi,ε(t, x), γ > 0, (35)

for a.e. (t, x) ∈ QT .
Using the first equation of (18) and (35), it is easy to see that the estimates of

(24) are independent of ε:

‖vi,ε‖L∞(QT ) + ‖vi,ε‖L∞(0,T ;L2(Ω)) ≤ C,

‖vi,ε‖L2(0,T ;H1(Ω)) ≤ C,
(36)

and from classical results on Lp regularity, we have

‖∂tvi,ε‖Lp(QT ) + ‖vi,ε‖Lp(0,T ;W 2,p(Ω)) ≤ C, 1 ≤ p <∞,

for i = 1, . . . ,m, where C > 0 is a constant independent of ε.
Taking ϕj = uj,ε as a test function in (34) and using the estimates (36), we

obtain

sup
0≤t≤T

∫

Ω

|uj,ε(t, x)|2 dx+ C5

∫∫

QT

|∇uj,ε|
2
dx dt ≤ C6, (37)

for some constants C5, C6 > 0 independent of ε,
Working exactly as the proof of (iii) in Lemma 3.3, we get

‖∂tuj,ε‖L2(0,T ;(H1(Ω))′) ≤ C. (38)

Then, by (36)-(38) and standard compactness results (see [18]) we can extract
subsequences, which we do not relabel, such that, as ε goes to 0,

uj,ε → uj and vi,ε → vi weakly- ⋆ in L∞(QT ),
uj,ε → uj strongly in L2(QT ) and weakly in L2(0, T ;H1(Ω)),
vi,ε → vi strongly in L2(QT ) and weakly in L2(0, T ;H1(Ω)),
∂tuj,ε → ∂tuj weakly in L2(0, T ; (H1(Ω))′),
∂tvi,ε → ∂tvi weakly in L2(QT ).

(39)

With this and the weak-⋆ convergence of uj,ε to uj in L∞(QT ), we obtain

uj,ε → uj strongly in Lp(QT ) , j = 1, . . . , n,
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for 1 ≤ p < ∞. Similarly, vi,ε → v strongly in Lp(QT ) for 1 ≤ p < ∞. With this
we have for i = 1, . . . ,m and j = 1, . . . , n

Fi,ε(v1,ε, . . . , vm,ε, u1,ε, . . . , un,ε) → Fi(v1, . . . , vm, u1, . . . , un),
Gj,ε(v1,ε, . . . , vm,ε, u1,ε, . . . , un,ε) → Gj(v1, . . . , vm, u1, . . . , un),

(40)

almost everywhere in QT and strongly in Lp(QT ) for 1 ≤ p <∞. Herein


















































































Fi(v1, . . . , vm, u1, . . . , un) = −ri(t, x)ui − λ vi − ki(t, x)|eλtϑ|σi−1vi

−

n
∑

j=1

e−λthi,j(t, x, eλtuj, e
λtvi)

Gj(v1, . . . , vm, u1, . . . , un) = −aj(t, x)uj − λuj

+

m
∑

i=1

ei(t, x)e−λthi,j(t, x, uj , vi)

−

n
∑

k=j+1

e−λtCk,j(t, x, eλtuk, e
λtuj),

+

j−1
∑

k=1

dk,j(t, x)e−λtCk,j(t, x, eλtuk, e
λtuj).

(41)

To pass to the limit in (34) as ε→ 0, we need the following lemma.

Lemma 4.1. The sequence (vi,ε)ε converges strongly to vi in L2(0, T ;H1(Ω)) for
i = 1, . . . ,m.

Proof. Subtracting the relations satisfied by (uj,ε, vi,ε) and (uj , vi), we have










∂t(vi,ε − vi) − dvi
(∆vi,ε − ∆vi)

= Fi,ε(v1,ε, . . . , vm,ε, u1,ε, . . . , un,ε) − Fi(v1, . . . , vm, u1, . . . , un) in QT ,
∂vi,ε

∂η
= ∂v

∂η
= 0 on ΣT , (vi,ε − v)(x, 0) = 0, for x ∈ Ω.

(42)
Multiplying this equation by vi,ε − vi and integrating over Ω, we get

d

dt

∫

Ω

|vi,ε − vi|
2
dx+ dvi

∫

Ω

|∇(vi,ε − vi)|
2
dx

=

∫

Ω

(

Fi,ε(v1,ε, . . . , vm,ε, u1,ε, . . . , un,ε) − Fi(v1, . . . , vm, u1, . . . , un)
)

× (vi,ε − v) dx.

(43)

Using Young’s inequality and integrating the inequality (43) over (0, T ) we obtain
from (43)

dvi

∫∫

QT

|∇(vi,ε − v)|
2
dx dt

≤
1

2

∫∫

QT

|Fi,ε(v1,ε, . . . , vm,ε, u1,ε, . . . , un,ε) − Fi(v1, . . . , vm, u1, . . . , un)|
2
dx dt

+
1

2

∫∫

QT

|vi,ε − vi|
2
dx dt..

(44)

Finally using the strong convergence in L2(QT ) and in Lp(QT ), p ≥ 1, of vi,ε and
Fi,ε(v1,ε, . . . , vm,ε, u1,ε, . . . , un,ε) to vi and Fi(v1, . . . , vm, u1, . . . , un), respectively,
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we deduce from (44) the strong convergence of the sequence (∇vi,ε)ε to ∇vi in
L2(QT ). This completes the proof of the lemma.

Our final goal is to prove that the limit function ((uj)1≤j≤n, (vi)1≤i≤m) con-
structed in (39) and in Lemma 4.1 constitute a weak solution of the system (4), (5)
and (6). Let ϕj ∈ L2(0, T ;H1(Ω)) be a test function in (34). By (39) and (40) it is
clear that as ε→ 0

∫ T

0

〈∂tuj,ε, ϕj〉 dt→

∫ T

0

〈∂tuj , ϕj〉 dt,
∫∫

QT

∇uj,ε · ∇ϕj dx dt →

∫∫

QT

∇uj · ∇ϕj dx dt
∫∫

QT

Gj,ε(v1,ε, . . . , vm,ε, u1,ε, . . . , un,ε)ϕj dx dt

→

∫∫

QT

Gj(v1, . . . , vm, u1, . . . , un)ϕj dx dt.

Since gj(uj,ε) is bounded in L∞(QT ) (gj is continuous), and, by Lemma 4.1, vi,ε → v

in L2(0, T ;H1(Ω)), we also have that, as ε→ 0,
∫∫

QT

gj(uj,ε)∇ϑε · ∇ϕj dx dt →

∫∫

QT

gj(uj)∇ϑ · ∇ϕj dx dt,

for j = 1, . . . , n. Thus we have identified uj as the second component of a solution
of (4), (5) and (6) for j = 1, . . . , n. Reasoning the same lines as above, we would
identify vi as the first component of a solution for i = 1, . . . ,m.

5. Uniqueness of weak solutions. In this section we prove uniqueness of weak
solutions to our systems by using duality technique (see e.g. [17]), thereby complet-
ing the well-posedness analysis.

First, we consider (vi,1, vi,2) and (uj,1, v2,j) two solutions of the system (4)-(6)
for i = 1, . . . ,m and j = 1, . . . , n. We set Vi = vi,1 − vi,2 and Ui = u1,i − u2,i, then
Vi and Ui satisfy














































∂sVi − dvi
∆Vi

= Fi(v1,1, . . . , vm,1, u1,1, . . . , un,1) − Fi(v1,2, . . . , vm,2, u1,2, . . . , un,2) in QT ,

∂sUj − duj
∆Uj + div(uj,1χj(uj,1)∇ϑ1 − uj,2χj(uj,2)∇ϑ2)

= Gj(v1,1, . . . , vm,1, u1,1, . . . , un,1) −Gj(v1,2, . . . , vm,2, u1,2, . . . , un,2) in QT ,

∇vi · η = ∇uj · η = 0 on ΣT , Vi(x, 0) = Uj(x, 0) = 0 for x ∈ Ω,
(45)

for i = 1, . . . ,m and j = 1, . . . , n. Now, we define the function ϕj solution of the
problem

− ∆ϕj(t, ·) = Uj(t, ·) in Ω and
∂ϕj(t, ·)

∂η
= 0 on ∂Ω, j = 1, . . . , n, (46)

for a.e. t ∈ (0, T ). Since uj,1 and uj,2 are bounded, then we get from the theory
of linear elliptic equations, the existence, uniqueness and regularity of solution ϕj

satisfying

ϕj ∈ C([0, T ];H2(Ω)) with

∫

Ω

ϕj(t, ·) dx = 0, for j = 1, . . . , n.
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Note that from the boundary condition of ϕj in (46) and Uj(0, ·) = 0 we deduce
that

∇ϕj(0, ·) = 0 in L2(Ω) for j = 1, . . . , n. (47)

Multiplying the second equation in (45) by ψj ∈ L2(0, T ;H1(Ω)) and integrating
over Qt := (0, t) × Ω, we get

∫ t

0

〈∂sUj , ψj〉 ds+ duj

∫∫

Qt

∇Uj · ∇ψj dx ds

=

∫∫

Qt

(

uj,1χj(uj,1)∇ϑ1 − uj,2χj(uj,2)∇ϑ2

)

·∇ψj dx ds

+

∫∫

Qt

(

Fi(v1,1, . . . , vm,1, u1,1, . . . , un,1)

−Fi(v1,2, . . . , vm,2, u1,2, . . . , un,2)
)

ψj dx ds.

(48)

Since ϕj ∈ L2(0, T ;H1(Ω)) we can take ψj = ϕj in (48) and we obtain from (46)
and (47)

2

∫ t

0

〈∂sUj, ϕj〉 ds = −2

∫ t

0

〈∂s∆ϕj , ϕj〉 ds

=

∫

Ω

|∇ϕj(t, x)|2 dx−

∫

Ω

|∇ϕj(0, x)|
2
dx

=

∫

Ω

|∇ϕj(t, x)|2 dx,

(49)

and

∫ t

0

〈∂sUj , ϕj〉 ds− duj

∫∫

Qt

Uj∆ϕj dx ds

=

∫∫

Qt

(

uj,1χj(uj,1) − uj,2χj(uj,2)
)

∇ϑ1 · ∇ϕj dx ds

+

∫∫

Qt

uj,2χj(uj,2)∇V · ∇ϕj dx ds

+

∫∫

Qt

(

Fi(u1,1, . . . , um,1, , v1,1, . . . , vn,1

)

−Fi(u1,2, . . . , um,2, v1,2, . . . , vn,2))ϕj dx ds,

(50)

where V = ϑ1 − ϑ2. Since uj,1, uj,2 and vi,1, vi,2 are bounded, then there exist a
constant C > 0 depending on ‖uj,1‖L∞(Ω), ‖uj,2‖L∞(Ω), ‖vi,1‖L∞(Ω), ‖vi,2‖L∞(Ω),

‖pi,j‖L∞(Ω), ‖qi,j‖L∞(Ω), ‖ck,j‖L∞(Ω) and ‖fk,j‖L∞(Ω) such that

|hi,j(·, ·, uj,1, vi,1) − hi,j(·, ·, uj,2, vi,2)|

+ |Ck,j(·, ·, uk,1, uj,1) − Ck,j(·, ·, uk,2, uj,2)|

≤ C(|uj,1 − uj,2| + |vi,1 − vi,2| + |uk,1 − uk,2| + |uj,1 − uj,2|),

(51)

for i = 1, . . . ,m, j = 1, . . . , n and k = 1, . . . , j − 1, j + 1, . . . , n.
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Using (46), (51), Hölder’s, Young’s, Sobolev poincaré’s inequalities yields from
(50)

∫ t

0

〈∂sUj , ϕj〉 ds

≤ −duj

∫∫

Qt

|Uj |
2 dx ds+

duj

4

∫∫

Qt

|Uj |
2 dx ds

+C7

∫ t

0

‖∇ϑ1‖
2
L∞(Ω) ‖∇ϕj‖

2
L2(Ω) ds

+
1

2n

∫ t

0

m
∑

i=1

dvi
‖∇Vi‖

2
L2(Ω) ds+ C8

∫ t

0

‖∇ϕj‖
2
L2(Ω) ds

+
duj

4

∫∫

Qt

|Uj |
2 dx ds+ C9

∫ t

0

‖∇ϕj‖
2
L2(Ω) ds

+
duj

8

∫∫

Qt

|Uj |
2 dx ds+ C10

∫∫

Qt

m
∑

i=1

|Vi|
2 dx ds

+C11

∫ t

0

‖∇ϕj‖
2
L2(Ω) ds+

1

8n

∫

Qt

n
∑

k=1

duk
|Uk|

2 dx ds

+
duj

8

∫∫

Qt

|Uj |
2 dx ds+ C12

∫ t

0

‖∇ϕj‖
2
L2(Ω) ds

= −
duj

4

∫∫

Qt

|Uj |
2 dx ds

+
1

2n

∫ t

0

m
∑

i=1

dvi
‖∇Vi‖

2
L2(Ω) ds

+

∫ t

0

(

C7 ‖∇ϑ1‖
2
L∞(Ω) + C8 + C9 + C11 + C12

)

‖∇ϕj‖
2
L2(Ω) ds

+C10

m
∑

i=1

∫∫

Qt

|Vi|
2 dx ds+

1

8n

∫∫

Qt

n
∑

k=1

duk
|Uk|

2 dx ds,

(52)

for some constants C7, C8, C9, C10, C11, C12 > 0.
Now multiplying the first equation in (45) by Vi and integrating over Qt, we

obtain from Young’s inequality and (51)

1

2

∫ t

0

d

ds

∫

Ω

|Vi|
2 dx ds

= −dvi

∫∫

Qt

|∇Vi|
2
dx ds+

∫∫

Qt

ri(t, x)|Vi|
2 dx ds

−

∫∫

Qt

ki(t, x)
(

|ϑ1|
σi−1

vi,1 − |ϑ2|
σi−1

vi,2

)

(vi,1 − vi,2) dx ds

−

n
∑

j=1

∫∫

Qt

(hi,j(t, x, uj,1, vi,1) − hi,j(t, x, uj,2, vi,2))Vi dx ds

≤ −dvi

∫∫

Qt

|∇Vi|
2
dx ds+

∫∫

Qt

ri(t, x)|Vi|
2 dx ds

+C13

∫∫

Qt

|Vi|
2 dx ds

+
1

4m

∫∫

Qt

n
∑

j=1

duj
|Uj |

2 dx ds+ C14

∫∫

Qt

|Vi|
2 dx ds

(53)
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≤ −dui

∫∫

Qt

|∇Vi|
2
dx ds+ (C13 + C14 + C15)

∫∫

Qt

|Vi|
2 dx ds

+
1

4m

∫∫

Qt

n
∑

j=1

duj
|Uj |

2 dx ds,

for some constants C13, C14, C15 > 0.
Finally, we deduce from (49), (52) and (53)

1

2

∫

Ω

m
∑

i=1

|Vi(t, x)|2 dx+

∫

Ω

n
∑

j=1

|∇ϕj(t, x)|2 dx

=
1

2

∫

Ω

m
∑

i=1

|Vi(t, x)|2 dx+ 2

n
∑

j=1

∫ t

0

〈∂sUj , ϕj〉 ds

≤ 2

∫ t

0

(

C7 ‖∇ϑ1‖L∞(Ω) + C8 + C9 + C11 + C12

)

n
∑

j=1

‖∇ϕj‖
2
L2(Ω) ds

+(2nC10 + C13 + C14 + C15)

∫∫

Qt

m
∑

i=1

|Vi|
2 dx ds

(54)

Using ∇ϑ1 ∈ Lp(0, T ;L∞(Ω)) for all p > 1 and Gronwall’s lemma to conclude from
(54)

Vi = 0 and ∇ϕj = 0, i = 1, . . . ,m, j = 1, . . . , n,

almost everywhere in QT , ensuring the uniqueness of weak solutions.
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