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ABSTRACT. The classical Lighthill-Whitham-Richards (LWR) kinematic traffic
model is extended to a unidirectional road on which the maximum density
a(z) represents road inhomogeneities, such as variable numbers of lanes, and is
allowed to vary discontinuously. The car density ¢ = ¢(x,t) is then determined
by the following initial value problem for a scalar conservation law with a
spatially discontinuous flux:

bt + (pv(d/a(z)) , =0, ¢(x,0) =¢o(z), z€R, t€(0,T), (¥
where v(z) is the velocity function. We adapt to (*) a new notion of entropy
solutions (Biirger, Karlsen, and Towers [Submitted, 2007]), which involves a
Kruzkov-type entropy inequality based on a specific flux connection (A, B),
and which we interpret in terms of traffic flow. This concept is consistent with
both the driver’s ride impulse and the desire of drivers to speed up.

We prove that entropy solutions of type (A, B) are unique. This solution
concept also leads to simple, transparent, and unified convergence proofs for
numerical schemes. Indeed, we adjust to (x) new variants of the Engquist-
Osher (EO) scheme (Birger, Karlsen, and Towers [Submitted, 2007]), and of
the Hilliges-Weidlich (HW) scheme analyzed by the authors [J. Engrg. Math.,
to appear]. It is proven that the EO and HW schemes and a related Godunov
scheme converge to the unique entropy solution of type (A, B) of (x). For
the Godunov version, this is the first rigorous convergence and well-posedness
result, since no unnecessarily restrictive regularity assumptions are imposed
on the solution. Numerical experiments for first-order schemes and formally
second-order MUSCL/Runge-Kutta versions are presented.
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1. Introduction.

1.1. Scope. The well-known LWR kinematic model [49, 58] for traffic flow on a
single-lane, uniform highway starts from the principle of conservation of cars, ¢; +
(¢pv) = 0, where z € R is position, ¢ is time, ¢ = ¢(x, ) is the local density of cars
at position x at time ¢, and v = v(z,t) is the velocity of the car located at (z,t).
It is then assumed that each driver immediately adjusts his velocity to the local
density, such that v(z,t) = v(p(x,t)). This yields the scalar conservation law

o1+ (¢v()), =0, zeR, t>0. (1)

We assume that v(0) = Umax, where vpax 18 a maximum freeway velocity that
without loss of generality we assume to equal one, and v(a) = 0 if a denotes the
maximum car density, corresponding to a bumper-to-bumper situation. The sim-
plest relationship satisfying these assumptions is v(¢) = 1 — ¢/a. For the remainder
of the paper, we assume that v depends on ¢/a, so that (1) turns into

¢+ (¢v(¢/a)) =0, ze€R, t>0. (2)

In recent years, numerous extensions of the LWR model were proposed and an-
alyzed, including traffic flow with heterogeneous road surface conditions [9, 36, 54],
multi-species traffic models [7, 15, 64, 65], and traffic flow on networks [16, 19, 24,
25, 34, 35]. These extensions lead to conservation laws with a flux that depends
(possibly discontinuously) on x, strongly coupled systems of conservation laws, and
weakly coupled systems of conservation laws, respectively; combinations of these
ingredients have also been considered [38, 33, 66]. Despite an abundance of further
extensions to second-order traffic models with diffusive terms and velocity balance
equations, we herein limit the discussion to first-order kinematic models.

In this paper, we consider the following initial value problem which arises from

(2) if the maximum density « is allowed to depend on the position x:

ot + (¢v(¢/a(x)))m =0, ¢(I, O) = ¢0($)7 zeR, te(0,7), (3)

Here, a(x) is allowed to have discontinuities. For example, a(z) could be propor-
tional to the number of lanes, so that a(z) would be discontinuous at any location
2 where the number of lanes changes. We sometimes write the flux of (3) as

fla(z),¢) = ¢v(¢/a(x)) (4)
in order to simplify notation. Thus, the problem under study is a special case of
conservation laws with discontinuous flux of the type

us + f(a(x),u)w =0, (5)

where a(z) is a vector of discontinuous parameters.

The basic difficulty is that the well-posedness of (5) does not emerge as a straight-
forward limit case of the standard theory for conservation laws with a flux that
depends smoothly on x. In fact, several extensions of the entropy solution concept
of Kruzkov [415] to conservation laws with a discontinuous flux have been proposed
[3, 5, 6, 26, 28, 29, 37, 38, 39, 40, 41, 44, 48, 53, 55, 59, 62]. Most of these so-
lution concepts are supported by a convergence analysis of a numerical scheme;
the differences between the concepts appear in the respective admissibility condi-
tions for stationary jumps of the solution across the discontinuities of a. There has
been particular interest in (5) in the context of so-called clarifier-thickener models
[12, 13, 22].
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We may also write (3) as a non-strictly hyperbolic system, which has been the
starting point of several analyses of (5) [10, 20, 21, 28, 29, 43, 44, 61]. Godunov-
type schemes originating from the system formulation were analyzed in [50, 51]. Of
particular relevance for our study is the paper by Jin and Zhang [65], who studied (3)
in the traffic context as a resonant hyperbolic system, resulting in an enumeration of
the types of waves that are generated by Riemann problems. Based on their solution
of the Riemann problem, Jin and Zhang [65] constructed a Godunov scheme for (3).

Several authors including Daganzo [18, 19] and Lebacque [16] proposed discrete
models for the traffic problem that are ultimately equivalent to the Godunov scheme
for a scalar conservation law. When a(x) is constant, it is well known that the
Godunov scheme converges to the standard entropy solution as the discretization
parameters tend to zero. For the inhomogeneous problem (3), both Daganzo [19]
and Lebacque [16] extended the behavioral principles from their discrete models to
the inhomogeneous case. On the other hand, the approach by Jin and Zhang [65]
leads to the same solution concept. In [65] it is shown that, at least for Riemann
problems, all these solution concepts are the same. In addition, the solution to the
Riemann problem given in [65] is essentially the one given in [28, 29, 44].

The purpose of the present paper is to focus our recent work [3, 14] related to
conservation laws with discontinuous flux on the specific problem described above,
especially within the context of traffic flow modeling. Our main objectives are the
following:

e Define a notion of entropy solution for (3), and prove that it implies unique-
ness.

e Demonstrate that our notion of entropy solution is relevant for traffic model-
ing.

e Provide a unified analysis for three difference schemes, including the Godunov
scheme mentioned above, demonstrating convergence to a unique entropy so-
lution, and thus obtaining a rigorous well-posedness theory for (3).

e Demonstrate via a few representative numerical experiments the practical
effectiveness of the three difference schemes, including simple higher order
accurate extensions of the algorithms.

A result of this program is the first completely rigorous convergence proof for the
Godunov scheme mentioned above. Given the popularity of this scheme, we view
this as a primary contribution of this paper. The other two schemes analyzed in
this paper are versions ofthe Engquist-Osher (EO) and the Hilliges-Weidlich (HW)
scheme, each one adapted via a special interface flux. The EO version was analyzed
previously [14], for a somewhat different problem. An earlier version of the HW flux,
which did not include the special interface flux, was also analyzed previously [],
again for a slightly different problem. The new interface flux for the HW scheme was
motivated by our entropy theory, and turns out to also produce improved numerical
results. This improved HW scheme is one of the novel contributions of the paper.

1.2. Entropy solutions of type (A, B). Before discussing our concept of solution,
let us make the assumption that the coefficient a(z) is a piecewise constant function
with just one discontinuity located at x = 0, with a(0—) := ar, and a(0+) := ag. It
will become clear that our analysis and numerical schemes are readily extended to
the case where a(x) is piecewise constant with finitely many jumps.
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We shall need the following function associated with a specific connection (A, B):

A for x <0,

6
B for x>0, ©)

cAB(z) == H(x)B + (1-H(z)A= {
where H denotes the Heaviside function. Roughly speaking, after Adimurthi,
Mishra, and Gowda [2], a connection is a valid (in a sense that we will specify
in Section 2.2) pair (A, B) of ¢-arguments for which equality of fluxes to either side
of a jump in a(x) holds. Valid connections (A, B) form a one-parameter family,
and each choice of (A, B) leads to a different solution concept. The proper choice
of (A, B) for a given model depends on the “physics” that dictates the transition
across r = 0. For the traffic model, we limit ourselves to such connections where ei-
ther A or B coincides with the maximum (with respect to ¢) of the adjacent fluxes.
We use c¢*Z(z) to form the function ¢ — |¢ — cAB ()|, which is an example of what
Audusse and Perthame [5] call an adapted entropy. Now, we say that a function ¢
is an entropy solution of type (A, B) of (3) provided it is a weak solution, it satisfies
the usual Kruzkov entropy condition on {z < 0} x [0,7T") and on {z > 0} x [0,T),
and it satisfies the Kruzkov-type inequality

[0 —cA2(@)], + (sen (6 = (@) (f(al@), 0) - f(a(@), B (@) <0 D' (7)

on IIy := R x (0,7T), where we recall that f(a(z),$) = ¢v(¢/a(x)). This integral
inequality, which is founded on a single adapted entropy |¢ — c¢AZ(z)|, eventually
defines which jumps of the solution across x = 0 are admissible.

The notion of an entropy solution of type (A, B) is at the core of our approach,
and it should be compared with the entropy concept utilized, e.g., in [39, 40, 41, 62],
which reads

6= cli + (sen(s — o) (f(alx). @) — f(a(), <))

8
—|flar,c) = flan,c)| <0, VeeR, ¥

in the sense of distributions on IIp. In the present context (no “flux crossings”),
the two entropy conditions (7) and (8) identify the same solutions. An advantage
of (7) is that the term |f(ar,c) — f(aw,c)| in (8) does not appear. Our solution
concept (7) is generally equivalent to that of Adimurthi, Mishra, and Gowda [2]
(see also Garavello, Natalini, Piccoli, and Terracina [26]), with one vital difference.
We use the Kruzkov-type entropy inequality (7) to capture the interface entropy
condition, whereas [2] uses a pointwise entropy jump condition which we derive from
(7). As pointed out in [14], the advantage of our approach is that we can prove
the L' contraction property (uniqueness) without requiring an artificial regularity
assumption of the type stated in [2], where the solution is required to be “piecewise
smooth”, that is, continuous except for a set of Lipschitz curves. Consequently,
in [14] and herein we are in a position to give rigorous convergence proofs for our
difference schemes. For a comprehensive discussion of the notion of entropy solutions
of type (A, B) and its relation to other solution concepts, see [14].

If we assume that the fluxes f(ar,-) and f(ag, -) are genuinely nonlinear, then the
results in [56, 57, 63] ensure the existence of strong traces of the solution from either
sides at © = 0. Equipped with these traces, we establish the Rankine-Hugoniot
condition and, exploiting our choice of the connection (4, B), adapted entropy
jump conditions across @ = 0. Then, in light of arguments similar to those of [12],
we prove L' stability and uniqueness of entropy solutions.
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1.3. Speedup impulse. In the case where the coefficient a(z) is constant and
the mapping ¢ — f(a, @) is concave, 9)

Ansorge [1] argued that the standard Lax-Oleinik-Kruzkov entropy condition

P < o4 (10)

is the proper one for traffic modeling. Here we denote by ¢4 the left and right
spatial limits of the solution ¢ at a discontinuity. Ansorge’s argument is based on
the so-called driver’s ride impulse, which states that drivers smooth a discontinuous
solution to a continuous one if ¢_ > ¢, but not if ¢_ < ¢. In the more general
situation considered in this paper, the driver’s ride impulse does not apply to the
jump at the discontinuity in a. Due to the Rankine-Hugoniot condition

f(a’Lv(b*) :f(aRa¢+)a (11)
it is not generally possible to completely smooth the discontinuity at x = 0; there
will always be a discontinuity except in the special case ¢ = ¢, = 0. Thus it

is not obvious that our notion of entropy is appropriate for traffic modeling. We
show in two different ways that the entropy condition (7), and the entropy jump
condition implied by it, is indeed relevant for traffic modeling. The first method
involves smoothing the parameter a(z), assuming that the driver’s ride impulse
remains valid for smooth but nonconstant a(x), and then passing to the limit as the
smoothing parameter approaches zero. The second method singles out the relevant
solution based on driver behavior, specifically the desire of drivers to speed up; we
call this the speedup impulse. The decisive point is that neither approach depends
on a viscous regularization, in contrast, e.g., to a model of flow in heterogeneous
media and a clarifier-thickener model (see [11] for further discussion).

1.4. Numerical schemes. A chief purpose of this paper is to introduce and an-
alyze numerical schemes for (3). The basic discretization is a simple explicit con-
servative marching formula on a rectangular grid, where the numerical flux for all
cells may be given by a known scheme for conservation laws, with the exception
of the cell interface that is associated with the flux discontinuity, and for which an
interface numerical flux fi,; has to be devised. This flux is designed to be mono-
tone and preserve certain steady-state solutions. We consider interface fluxes based
on three different schemes, namely those of Hilliges and Weidlich [34], Godunov
[36], and Engquist and Osher [23]. We show that all three schemes converge to
entropy solutions of type (A, B). By our uniqueness theorem (Theorem 3.3), all
of these schemes converge to the same solution, which moreover coincides with the
solution constructed in [19, 36, 46] (at least for the Riemann problems considered
there). Our solution concept is somewhat more general than that of the authors of
[19, 306, 40], because it is valid for more general types of initial data ¢o. Moreover,
our results represent a rigorous proof of convergence to an entropy solution for the
popular Godunov flux discussed in [19, 36, 46].

We emphasize that our unified convergence analysis of the three schemes for
a conservation law with discontinuous flux is a novel contribution of this paper.
The main contributing ingredient here is the numerical interface flux, which in
each case causes the associated scheme to preserve certain steady solutions, the
most important of which is a discrete version of ¢4 defined by (6). This special
property of the interface flux implies that each scheme satisfies a discrete version
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of the adapted entropy inequality (7). In the case of the HW scheme, the interface
flux is a novel contribution of this paper.

The numerical schemes that we analyze are only first-order accurate, so a very
fine mesh is required in order to accurately resolve some features of the solution. To
improve on this situation, we propose formally second order schemes, constructed
by using MUSCL [47] spatial differencing, and Runge-Kutta temporal differencing.

In several numerical examples we compare the difference schemes. These exam-
ples have in part been adapted from [25, 65]. It turns out that our interface version
of the Hilliges-Weidlich (HW) scheme produces less overshoots than the unmodified
version introduced in [8]. In general, the HW scheme is more diffusive than the
Godunov or Engquist-Osher (EO) scheme, but easier to implement. An L' error
record confirms that the second-order MUSCL/RK versions of the schemes produce
consistently smaller errors than the first-order versions.

1.5. Outline of the paper. The remainder of this paper is organized as follows.
In Section 2 we precisely state the problem under consideration and introduce the
entropy solution concept. In Section 3, we prove uniqueness of entropy solutions of
type (4, B). In Section 4, we interpret our entropy theory (specifically, the jump
requirements at the interface z = 0) in terms of traffic flow. In Section 5, we
introduce the numerical schemes for the approximation of (3). We show that the
(first order versions of the) schemes converge to entropy solutions of type (A, B) in
Section 6. Finally, we present in Section 7 several numerical examples and compare
the difference schemes.

2. Assumptions, connections, and the notion of solution.

2.1. Assumptions on the data. We assume that the parameter a is piecewise
constant with a single jump located at the origin x = 0, i.e.,

() ar, for x <0,
a(x) =
ar for x >0,

where we assume that 0 < min{ar,, ar} < a(z) < max{ar,ar}.
We assume that the velocity v : [0, 1] — [0, Umax] is Lipschitz continuous, strictly
decreasing, and v(0) = Vmax, v(1) = 0. Furthermore, we assume that

Pa,BER: <21 <29 <1:0v(z)=az '+ for z € (21, 22). (12)
Moreover, we assume that
z +— zv(z) has exactly one maximum in (0, 1), (13)
so that for a fixed, the flux (4) is not linear on any ¢-interval of positive length.

Remark 1. The assumptions on v(z) are met by the most commonly used elemen-
tary nonlinear velocity functions, including Greenshield’s model, v(z) = 1—2", and
the formula v(z) = (1 — 2)™, n > 0, which includes the linear interpolation

v(z)=1-z. (14)

The analysis does not apply to exponential velocity functions like Underwood’s
model v(z) = exp(—Cz), C > 0, and the involved formula by Kerner and Konh&user
[12], see (84) in Section 7.3, since these equations do not satisfy v(1) = 0. (Hav-
ing said this, we mention that our numerical experiments performed for the latter
equation produced reasonable results, since the chosen data do not attain z = 1.)
The so-called “California model” v(z) = (1—2)/(az) and the Dick-Greenberg model
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v(z) = min{l, —C'lnz}, C' > 0, which was used in [9], do not satisfy the assump-
tions of our analysis either, since they violate (12). We refer to [9, 35, 52] for details
and references to these models and their experimental support.

The assumptions on v stated so far imply that the flux f(a,¢) = ¢v(¢/a) is
nonnegative for ¢ € [0,a], and f(a,0) = f(a,a) = 0. Furthermore, (12) implies that
to the left and right of x = 0, the flux function f is genuinely nonlinear in the sense
of [56, 57], that is,

f(aL,-), f(ar,-) are not linear on non-degenerate intervals. (15)

Next, (13) implies that there is a unique ¢f € (0,ar,) such that fs(ar,¢f) =0,
and the mapping ¢ — f(ar, @) is strictly increasing for ¢ € (0,¢;f) and strictly
decreasing for ¢ € (¢;f,ar). Similarly, there is a unique ¢ € (0,ar) such that
fe(ar, ¢) = 0, and the mapping ¢ — f(ar, ¢) is strictly increasing for ¢ € (0, ¢f;)
and strictly decreasing for ¢ € (¢, ar). From the relationship

fola,9) = (¢/a)v'(¢/a) +v(¢/a),
it is clear that ¢} /ar, = ¢} /ar, and thus sgn(¢y — ¢f) = sgn(ar — ar,). Another
useful relationship is

sgn(f(aR, ®) — f(ap, ¢)) = sgn(aR — aL) for ¢ € (0, min{ar, ar}). (16)
To verify this, suppose for example that 0 < ¢ < ar, < ar. Then v(¢/ar) <
v(¢/ar), and thus ¢v(¢/ar) < ¢v(d/ar).

Finally, we assume that the initial function ¢¢ € L*°(R) satisfies

bo(2) € {[O,CLL] for a.e. z € (—00,0), (17)

[0,ar] for a.e. z € (0,00),

which will be the condition used for the L' stability result. Additionally, for the
convergence analysis of the difference schemes, we will assume that

éo(z) € BV(R). (18)

2.2. Connections. The concept of connections, which plays an important role in
the entropy and uniqueness theory of conservation laws with discontinuous flux, is
due to Adimurthi, Mishra, and Gowda [2].

Definition 2.1 (Connection (A, B), after [2]). Assume that the function f has all
the properties stated in Section 2.1. Then a pair of states (4, B) € [0,ar] x [0, ag]
is called a connection if

flav,A) = f(ar, B), A=¢1, B<¢g.

Fixing a time t € (0,7), let ¢+ := ¢(0+,t). Any weak solution will satisfy
the Rankine-Hugoniot condition (11). It is well known that this condition is not
sufficient to guarantee uniqueness, and so additional conditions are required.The
following characteristic condition is associated with a connection (A4, B), and at
least for piecewise smooth solutions, can be used to single out a unique solution.

Definition 2.2 (Characteristic condition). Assume that the pair (¢_, ¢, ) satisfies
the Rankine-Hugoniot condition (11), and that (A, B) is a connection in the sense
of Definition 2.1. We say that (¢, @) satisfies the characteristic condition if

min{0, f4(ar, )} max{0, fy(ar, d+)} = 0. (19)
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FIGURE 1. The flux functions f(ar,®) and f(ar,¢). The case
ar, < ag is shown in (a), and the case ar < ar, is shown in (b).

This says that the characteristics must lead backward toward the z-axis on at
least one side of the jump. Below we derive (19) from the definition of an entropy
solution of type (A, B).

For the present application, Figure 1 shows two typical configurations of the
fluxes f(ar, ) and f(ar,-), corresponding to the respective cases a;, < ar and
a, > ar. Though in both situations, there is a certain degree of freedom in selecting
a connection (A, B), we consider that connection as relevant for traffic modelling
in which the flux across x = 0 is, in general, as large as possible. This implies that
either A or B should coincide with the argument of the smaller of the two maxima
f(av, ¢7) and f(ar, ¢5;). This consideration leads us to define the connection (A, B)
relevant for our model as follows.

Definition 2.3 (Definition of the states A and B). For the traffic model, we define
the connection (A, B) as follows. If a;, < ar, then A = ¢}, and B is the solution of
the equation f(ar, B) = f(aw, A) satisfying B < ¢f. In the reverse situation, i.e.,
ar, < ag, then B = ¢}, and A is the solution of the equation f(ar,B) = f(ar, A)
satisfying A > ¢7 .

Note that we always have f(ar,B) = f(ar,A) and B < A. The first of these
relationships follows directly from Definition 2.3, and the second follows from the
same definition, sgn(¢f — ¢f) = sgn(ar — ar,) and (16).

In the remainder of the paper, it is always understood that the connection (A, B)
is chosen according to Definition 2.3, and several proofs will appeal to this special
choice. However, Definition 2.1 admits other (A, B) connections in addition to the
one given by Definition 2.3. Adimurthi, Mishra, and Gowda [2] show that each of
these connections, when associated with its (A, B) characteristic condition, leads to
a different solution concept, and a different L' contraction semigroup of solutions.
In fact, a slight modification of the present analysis, combined with arguments
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from [14], will be sufficient to include alternative connections (A, B) for the present
model. We will come back to this in a separate paper.

2.3. The entropy solution concept. In order to state our concept of entropy
solution, we use ¢AZ () to form the function ¢ — |¢ —c*Z(z)|, which is an example
of what Audusse and Perthame [5] call an adapted entropy.

Definition 2.4 (Entropy solution of type (4, B)). Denote by f(a(x), ) the flux
function ¢v(¢/a(z)), and define Iy := R x (0,7). A function ¢ : IIr — R is an
entropy solution of type (A, B) of the initial value problem (3) if it satisfies the
following conditions:

(D.1) ¢ € L*>(Ily); more precisely,

[0,a1] for a.e. (x,t) € (—00,0) x (0,7,

[0,ar] for a.e. (x,t) € (0,00) x (0,T). (20)

o(z,t) € {
(D.2) For all test functions ¢ € D(R x [0,T))
J[ (ot s, o)) o+ [ au@uw0yar=o. )
Tp R

(D.3) For all test functions 0 < ¢ € D(IIy) which vanish for z > 0

// (|¢ — c|iy +sgn(e — C)(f(aL,qﬁ) — (f(aL,C))U)x) dr dt
IIr

(22)
+ [ 1= du@lbe0)ds 20, e,
R
and for all test functions 0 < ) € D(IIy) which vanish for z <0
[ (19 clin +sgn6 - e)(ftan. ) - flan,0) ) dode
v (23)

+/ 16— do(@)|(z,0)dz > 0, VeeR,
R

(D.4) The following Kruzkov-type entropy inequality holds for all test functions
0< 1/) S D(HT)Z

/] (1o= =@l

+ sgn(¢p — cAB(:v)) (f(a(z),0) — f(a(z), cAB(x)))wm) dxdt >0, VeceRR.
(24)

A function u : [Ty — R satisfying (D.1) and (D.2) is called a weak solution of the
initial value problem (3).

Remark 2. Although we fix the particular connection (A, B) of Definition 2.3 for
our analysis because it leads to solutions that are relevant for traffic modeling,
these particular values of A and B do not enter Definition 2.4. Rather, the only
ingredient of our specific model that appears here are the different supports of the
fluxes adjacent to x = 0, see (D.1). Consequently, Definition 2.4 would be the same
if we had decided to use the same flux, but a different connection (A4, B). Of course,
such an alternative definition would single out different entropy solutions.
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3. Uniqueness. In this section the conditions listed in Subsection 2.1 are assumed
to hold.

Lemma 3.1. Let ¢ be an entropy solution of (3). For a.e. t € (0,T), the function
@(-,t) has strong traces from the left and right at © = 0, i.e., the following limits
exist for a.e. t € (0,T):

o(0—,1) := essTl(iJm o(x,t), o(0+,1) := essll(iJm o(x,t).
Similarly, ¢ has a strong trace at the initial hyperplane t = 0.

Proof. The claims follow from the genuine nonlinearity of the fluxes (15) and the
results in [56, 57] (see also [63]); for additional details, see [14]. O

With the existence of strong traces guaranteed, it is possible to describe the
behavior of solutions at = 0 (where the interface is located), which is the subject
of the following lemma.

Lemma 3.2. Let ¢4 = ¢4 (t) = ¢(0+,1).
(J.1) The following Rankine-Hugoniot condition holds for a.e. t € (0,T):
flar, ¢4 (1) = f(av, ¢—(1)). (25)
(J.2) The following entropy jump condition holds for a.e. t € (0,T):
sgn (¢4 (t) — B) (f(ar, ¢+ (1)) — f(ar, B))
—sgn(o-(t) — A) (f(av, o (1)) = f(ar, A)) < 0.
(J.3) For a.e. t € (0,T), the following characteristic condition is satisfied:
min{07 f(i)(aLa (b— (t))} maX{O, f¢(aR7 ¢+ (t))} = 0. (27)

Remark 3. The characteristic condition (27) says that the characteristics must
lead backward toward the x-axis on at least one side of the jump at the location of
the jump in the parameter a.

(26)

Proof of Lemma 3.2. The Rankine-Hugoniot condition (25) is a consequence of the
weak formulation (21), while the entropy jump condition (26) follows from (24).
We omit the details of the proofs of these facts; they can be found (with slight
modifications where necessary) in Lemmas 2.4 and 2.6 of [10], see also [14].

In what follows, we write ¢+ := ¢ (t) wherever there is no danger of confusion.
To prove (27), it suffices to show that ¢_ > A while ¢, < B is impossible (see
Figure 1). By way of contradiction, assume that ¢_ > A while ¢, < B. Combining
this assumption with the entropy inequality (26), we have

(f(ar, B) = f(ar, ¢+)) + (f(av, 4) = f(av,¢-)) <0. (28)
However, from ¢_ > A and ¢4 < B, it is clear that f(ar,B) > f(ar,¢+) and
flaw, A) > f(ar,¢—) (see Figure 1). Combining these inequalities with (28) gives
the desired contradiction. O

Theorem 3.3 (L! stability). Let ¢ an(jd; be two entropy solutions in the sense of
Definition 2.4 with initial data ¢o and g, respectively, both satisfying (17). Let M
denote the least upper bound on |fg|. Then, for a.e. t € (0,T),

6(2.0) = (w0 do < |

r+Mt .
|¢o(x) — do(x)| da, r > 0.
Mt

In particular, there exists at most one entropy solution of type (A, B) of (3).
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Proof. Following [40], we can prove for any 0 < ¢ € D(Ily)

~ [ (16 = bl +sen0 = D) (f@(0). ) = fla(o). D), ) dtdo < B, (20)

where
~ ] =0+

T
Bi= [ [seno = 0)(f(a(w).0) - flafa). 8] vi0u0)
=0+

where the notation [-]7—," indicates the limit from the right minus the limit from
the left at x = 0. Recall that Lemma 3.1 ensures the existence of these limits. In
what follows, we prove that E < 0. Once this has been shown, the L' contraction
property is a standard consequence of (29).

For almost every t € (0,7, the contribution to F at the jump =0 is

r=0—

N :| =0+

§ = |sen(@ = 9)(f(a(2). 9) - flalx).4)| _ "
Let us fix t € (0,T), and use the notation ¢4 (¢) = ¢. Then
S =sgn(py — ¢A5+)(f(aRa b+) — f(ar, ¢A5+))
—sgn(o- — ng)(f(aLa ¢-) — flar, QB,)).

Our goal at this point is to show that S < 0, which implies F < 0 since ¢ is arbitrary.
It is then standard to conclude from (29) that the theorem holds, see [10].

If flar,d+) — f(ar,d4) = 0, then f(ar,¢_) — f(ar,d_) also vanishes by the
Rankine-Hugoniot condition, yielding S = 0. So assume without loss of generality

that

f(aR7¢+) > f(a’Rué-‘r)' (30)
By the Rankine-Hugoniot condition again, we also have
f(a’Lu ¢—) > f(a’Lué—)' (31)
By way of contradiction, assume that S > 0. Then (30) and (31) imply that
sgn(és — dy) >0, sgn(¢- —¢_) <0. (32)

Combining the inequalities (30), (31), (32), we must have at least one of ¢ < B,
q§+ < B, and we must also have at least one of ¢_ > A, ¢2_ > A. In fact, since
sgn(¢y —dy) > 0, it must be that ¢4 < B, and since sgn(¢_ — ¢_) < 0, it must be
that (;3, > A. Combining these last two inequalities, we conclude that the pair of
states ((;3,, gi3+) violates the entropy jump condition (26), and we have the desired
contradiction. |

Remark 4. We point out that this proof differs from that of the analogous L'
stability statement in [14] (Theorem 3.1 of that paper). The basic difference is that
flux crossings do not occur here, and that we consider only one fixed connection
(A, B), namely the one established by Definition 2.3. This admits a simpler proof.

4. The interface entropy condition and traffic flow. The purpose of this
section is to show that our notion of entropy solution is relevant for traffic modeling.
In Section 4.1, we derive our entropy conditions by studying weak solutions that
result from smoothing the discontinuous parameter a(z). In Section 4.2, we take
an alternative approach, arguing that our entropy conditions can be justified based
on the desire of drivers to speed up whenever possible. Finally, in Section 4.3 we
discuss the Riemann problem from the point of view of our entropy theory.
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In this section we will focus on the characteristic condition (27) as the most
convenient criterion for determining solutions defined by our entropy theory. Note
that according to the characteristic condition (27) and Remark 3, among two-state
solutions (¢—, ¢4 ) of the form

¢(x,t) = ¢p_ for x < 0, ¢(x,t) = ¢ for x >0,

such that the Rankine-Hugoniot condition f(ar,¢—) = f(ar, ¢+ ) is satisfied, the
only ones that are excluded by our entropy theory are ones where ¢_ > A and
¢+ < B.

4.1. Entropy condition derived by smoothing the parameter a(z). In this
section, we derive our entropy condition by parameter smoothing. More specifically,
we smooth the parameter a(z), assume that the driver’s ride impulse remains in
force when we generalize from constant to smooth a(x), and then pass to the limit
as the regularization parameter approaches zero. We find that the limit solution
satisfies the characteristic entropy condition (27). We interpret this as strong evi-
dence that our notion of entropy solution is relevant for traffic modeling, at least
when the concavity condition (9) holds.
To carry out this program, let
a®(z) = (1 - H°(z))ar + H(z)ar, >0
be a regularized approximation to a(z). Here H®(z) is a C' regularization of the
Heaviside function H(z) such that
d
d—H‘S(:E) >0, and H° — H boundedly a.e.
x

At least for the case where the flux satisfies the concavity condition (9), we ex-
pect the driver’s ride impulse rationale to generalize to weak solutions ¢° of the
regularized conservation law

¢ + f(a®,¢°). = 0. (33)
In other words, we expect that the relevant solutions ¢° to (33) for traffic modeling
are the standard Lax-Oleinik-Kruzkov solutions.

Such a solution ¢° will satisfy the following Kruzkov entropy inequality for all
test functions 0 < ¢ € D((0,T) x R):

// (|¢5 — clipr +sgn(¢’ — ) (f(a’,¢°) — f(a’, c))%) da dt
“T (34)
— //H sgn(gzﬁ‘s - c)f(a‘;, ¢)gpdrdt >0, VeeR.

Lemma 4.1. Let {¢° : 6 > 0} be a set of reqularized weak solutions to the conser-
vation law (33) that additionally satisfy the entropy condition (34). Assume that as
510, ¢° — ¢ boundedly a.e. in Iy, where ¢ is a weak solution to the conservation
law (3). Also assume that the limit function ¢ has traces from the right and left
along the half-line x =0, t > 0. Then the characteristic condition (27) is satisfied.

Proof. First, note that (34) implies the weaker inequality
[ (190 = cton+snie? — ) (10*.9) — 10, )))
IIr

— ’ a ,C T X t VC .
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Now consider the limit as ¢ | 0 in (35). By the dominated convergence theorem,
the left-hand side of (35) converges to

J[ (19 clon +swnto - (0.0 - fa.)vs) dwat. (30)
IIr

Concerning the right-hand side of (35), note that f(a°, c), is either nonnegative or
nonpositive. This follows from

g *C'U/Caél' _—C d 6$
@ (@)l = /0’ @) (555 ) oo

which reveals that sgn(f(a’(x),¢),) = sgn(ar —ar,) wherever f(a’(z), c), is nonzero.
For the right-hand side of (35) this observation yields

—// |f(afs,c)z}1/1d:cdt:—sgn(aR—aL)/ f(a®,¢)pt de dt
Ir IIr

(37)
= sgn(ar — ar,) / . f(a®, e)ip, da dt.

Here we have used integration by parts to get the second equality. Finally, we
can apply the dominated convergence theorem to the second expression on the
right-hand side of (37), which yields

— //H ’f(a‘;, C)IWJ da dt 2% segn(ag — ar,) / ; fla,c), dxdt. (38)

Combining (36) and (38), we have

// |6 — ¢y +sgn(¢ — c) (f( ,0) — f(a, C))U)m) dx dt
(39)
> sgn(ag — ay,) / f(a, ), dx dt.

It
For € > 0, we define the test function ¥°(x,t) := p(t)0-(x) where
(e+x) ifzel-—g0],
(e—=x) ifxzel0e],
if |[x| > e,

0 (z) =

O o=o|—

and p > 0 is a smooth function with support contained in (0,7). If we substitute
¥ for ¢ in (39), and then let € | 0, the result is

T T
/0 (Flag, d—.¢) — Flan, d4.0))plt) dt > — / |F(e ) — fle.a)|p(t) b, (40)

where F(a, ¢,c) :=sgn(¢—c)(f(a,$) — f(a,c)). Since p is an arbitrary nonnegative
test function on (0,7), we have from (40) that

F(ar, ¢+,c) — F(ay,, ¢—,c) < |f(c, ar) — f(c, aL)| for a.e. t € (0,7). (41)

To conclude the proof, we will show that the characteristic condition (27) follows
directly from (41). For this, it suffices to show that we cannot have ¢_ > A and
¢+ < B. Take the case where a;, < ar; the case where aj, > ag is similar and we
omit it. If ¢_ > A and ¢, < B, then with the choice ¢ = A, (41) becomes

- (f(¢+7 aR) - f(Av aR)) - (f(¢—u aL) - f(Av aL)) < ‘f(Av aR) - f(A7 U“L)" (42)
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Since ar, < agr, f(4,ar) > f(A,av), and (42) simplifies to f(4,ar) < f(¢—,av),
which is a contadiction. O

Remark 5. A key ingredient in the proof above is the assumed structure of the flux
(4), especially that the mapping z — v(z) is nonincreasing. With this assumpion,
we are ensured that f(a’,c), is either nonnegative or nonpositive. In [14], we
considered more general fluxes f(a(z), ), and studied the possibility of deriving
entropy solutions via the SVV (smoothing and vanishing viscosity) method. In
other words, in addition to smoothing the coefficient as we have done here, we also
regularized the problem with small viscosity. The SVV method has also been used
in several others works, see for example [6, 13, 38, 59]. To amplify the importance
of the condition that f(a’,c), is either nonnegative or nonpositive, we remarked
in [14] that if a monotonicity condition like this does not hold, the so-called SVV
solution will not in general be the same as the entropy solution of type (A4, B).

4.2. Entropy condition derived from speedup impulse. In this section, we
justify our entropy condition based on driver behavior, specifically the desire to
reach one’s destination as quickly as possible, which we state as:

Speedup impulse. Drivers approaching the interface will speed up if possible.

Here we have in mind a scenario where drivers speed up some small distance
before (to the left of) the interface. This makes sense if we think of the traffic flow
as a sequence of cars with finite distance between them. At almost any time ¢, the
next car to enter the interface is some finite distance to the left of the interface,
and thus can change its velocity before actually reaching the interface. This of
course changes the solution to the conservation law. At the mathematical level,
the possibility of modifying the solution in this way is precisely a reflection of the
non-uniqueness of solutions to the conservation law.

For the remainder of this section we assume that the flux f(a,¢) satisfies the
concavity condition (9). We formalize the relationship between the speedup impulse
and the stability of steady two-state solutions of the form

8 t) = {¢° R, (43)

qﬂ for z >0

with the following definition. (We are assuming here that (¢%,¢% ) satisfies the
Rankine-Hugoniot condition (11).)

Definition 4.2. A steady two-state solution (¢" , qﬂ) has speedup potential if there
is a weak solution ¢ of the conservation law (3) such that the following conditions
hold:

(U.1) The weak solution ¢ starts with initial data given by the steady two-state
solution (4%, ¢9):

0
6(2,0) = {(b for x <0,

qﬁg for x > 0.

(U.2) The weak solution ¢ is a similarity solution (¢(z,t) = ¢(x/t) for some func-
tion ¢) constructed by connecting ¢° to ¢! via a left-facing wave,

f(aL7¢£) - f(aLa Qb(l)
ot — %

<0,
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and connecting @Y to ¢} via a right-facing wave,

f(aR7 (b}i-) - f(aR7 ¢3—)
oL — oY
(U.3) The weak solution ¢ is a standard Lax-Oleinik-Kruzkov solution away from
the interface, i.e., any discontinuities located away from x = 0 satisfy (10).

(U.4) The initial solution ¢(x,0) evolves to one with increased velocity for drivers
immediately to the left of the interface, i.e.,

v(¢t Jar) > v(¢° Jay). (44)

Remark 6. In this definition, it is condition (U.4) that captures the speedup
impulse. We have stated (44) in terms of velocity, but since ¢ — v(¢/ay,) is nonin-
creasing, we could have equivalently stated the condition as

oL < ¢° (45)

meaning that ¢ evolves to a solution with decreased density to the left of the inter-
face.

> 0.

The next lemma tells us that a weak solution that does not have speedup poten-
tial can legitimately be referred to as stable with respect to the speedup impulse.

Lemma 4.3. Steady state solutions of the form (43) that have (do not have) speedup
potential are precisely those that are inadmissible (admissible) under the character-
istic condition (27).

Proof. The proof is a study in cases. Examination of Figures 2 through 5 will
convince the reader that Cases 1 through 4 below cover all relevant steady two-
state solutions of the type (43). The left-facing arrows in the figures are included
to remind us of the equivalent conditions (44), (45), i.e., the speedup impulse.

Case 1. In both panels of Figure 2, the pair (¢°,¢9%) is a steady two-state
solution that violates the characteristic condition (27). Panel (a) shows the case
ar, < ag, while Figure 2 (b) shows the case a;, > ar. We claim that in either
case, the state (¢2,¢9) has speedup potential (i.e., is not stable). Indeed in both
cases, it is possible to construct a weak solution ¢ by connecting ¢° to ¢! using a
left-facing rarefaction wave, and connecting ¢ to ¢} via a right-facing rarefaction.
The resulting weak solution clearly satisfies all of the conditions of Definition 4.2.

Case 2. In contrast to Figure 2, Figure 3 shows a type of two-state solution
(¢, ¢%) that satisfies the characteristic condition (27). In either case, any choice
of a left state gi)}Ir that yields a right-facing wave when connected to (;53_ also yields a
right-facing wave when the resulting ¢! is connected to ¢° (assuming that (45) is
satisfied). This violates condition (U.2). Thus this type of two-state solution does
not have speedup potential (i.e., is stable).

Case 3. Figure 4 shows another type of two-state solution (¢ , ¢g), which again
satisfies the characteristic condition (27). To see why this configuration does not
have speedup potential (i.e., is stable), note that if we attempt to connect ¢° to
a state ¢* satisfying condition (U.4), we get a right-facing wave, which violates
condition (U.2).

Case 4. Figure 5 shows the final type of two-state solution (¢'ﬂ,¢g). This
solution also satisfies the characteristic condition (27), and it does not have speedup
potential (i.e., is stable) for the same reason as Case 3. O
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FIGURE 2. Case 1. Inadmissible two-state solutions (¢", ¢ ) for
the cases (a) ar, < ar and (b) ar, > ag.
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FIGURE 3. Case 2. Admissible two-state solutions (¢2, ¢%.) for the
cases (a) ar, < ag and (b) ar, > ag.

Remark 7. In the proof above, we showed three types of steady solutions (¢° , dﬂ)
that are admissible (Cases 2—4), but the third one (Case 4, shown in Figure 5) is
in some sense not generic, by which we mean that it exists mathematically, but
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FIGURE 4. Case 3. Admissible two-state solutions (¢2, ¢ ) for the
cases (a) ar, < ag and (b) ar, > ag.
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FIGURE 5. Case 4. Admissible two-state solutions (¢2, ¢%.) for the
cases (a) ar, < ag and (b) ar, > ag.

would be unlikely to be observed in an actual traffic flow. To explain this comment,
suppose that we perturb the steady solution by a small amount resulting in the

initial data (¢, éi), and then seek the solution ¢(z,t) to the resulting Riemann
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problem, which we require to be in accordance with our entropy theory. Let (6L, ¢1)
denote the intermediate states

Pt = d(0—,1), oL =¢(0+,1), t>0.

In Cases 2 and 3, (¢-,¢!) will be close to (¢°,%). However, in Case 4, if the
Rankine-Hugoniot condition is not satisfied for the initial data (¢, ¢9 ), this will
not be the case since small waves connected to ¢° can only be right-facing and
small waves connected to q~507 can only be left-facing. To see this, refer to Figure 5
and recall that (¢°, $9) is near (¢%, ¢%). As aresult (1, ¢} ) will be an admissible
pair of states of the type considered in Case 2 or Case 3. Thus only Cases 2 and 3
represent generic steady solutions.

Remark 8. Concentrating on the situation away from the interface (where a is
constant), the driver’s ride impulse gives a jump condition that is different from
that dictated by the standard Lax-Oleinik-Kruzkov theory if the fluz is not strictly
concave. This was pointed out by Gasser [27]. Note that away from the jump in a,
the entropy solutions of the present paper satisfy the classical jump conditions, and
so if the flux is not strictly concave (we are allowing for this in our setup), our
entropy theory will give jumps that may not be completely in agreement with our
motivation in terms of traffic flow. In the case of a nonconvex flux with constant
a, the question of how to modify the definition of entropy solution, and also the
difference schemes described below, so that the entropy theory completely agrees
with our notion of driver behavior is an interesting open problem.

4.3. Comments on the Riemann problem. In this section, we discuss the Rie-
mann problem, which is the conservation law (3) along with initial data of the form
(43). In the previous section, we generally assumed that the initial data satisfied
the Rankine-Hugoniot condition, but we do not generally assume that here. We
continue to assume that the concavity assumption (9) holds. We state the following
lemma without proof. It can be proven in a straightforward (but tedious) manner
by a study of cases.

Lemma 4.4. The solution to the Riemann problem with initial data (¢°, ¢3) can

be constructed in a unique way as follows:

(R.1) If the initial data (¢°,¢Y) satisfies the Rankine-Hugoniot condition (11)
and the characteristic condition (27), then the steady solution represented by
(9%, ¢%) is the solution to the Riemann problem.

(R.2) If not, the solution ¢ is a weak solution ¢ satisfying conditions (U.1), (U.2),
(U.3) of Definition 4.2, and such that the states (¢1, %) satisfy the charac-
teristic condition (27).

The solution constructed in this way is an entropy solution in the sense of Defi-
nition 2.4.

Within the context of traffic flow, the Riemann problem associated with the
conservation law (3) has been studied in depth by both Lebacque [46] and Jin and
Zhang [36]. Due to nonuniqueness, the key ingredient in any such construction is a
principle for selecting among the infinite choice of solutions. Clearly our selection
principle is the characteristic condition (27).

Lebacque’s selection principle is flux maximization. In other words, instead of the
characteristic condition (27), his solution is required to maximize, among all solu-
tions satisfying (U.1), (U.2), (U.3) of Definition 4.2, the flux f(av, ¢1) = f(ar, ¢})
across the interface.
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Jin and Zhang studied the Riemann problem from the point of view of a system

of the form
¢t+f(a(x)7¢)m :Ov at :Oa

which is somewhat different from our approach, but it is still possible to compare
their selection principle to ours. They call states ¢ such that fy(a, @) < a (f(a, ) >
a) undercritical (overcritical). For their selection principle, they require that traffic
conditions upstream and downstream of the jump in a(z) are both of the same type,
i.e. both undercritical or both overcritical. Note that this is similar to, but more
restrictive than our characteristic condition (27). The single case that our entropy
theory allows that is excluded by theirs is the situation described in Remark 7. As
we explained there, this case is in some sense nongeneric. Thus ignoring this case
is probably harmless, and this most likely explains why it was not considered by
Jin and Zhang [36]. Thus, once this discrepancy is accounted for, we see that our
entropy solutions are the same as those of Jin and Zhang. Moreover, by a careful
study of cases, Jin and Zhang showed that their solution to the Riemann problem
was the same as that of Lebacque [416], which means that all three entropy theories
(i.e., that of Lebacque [46], Jin and Zhang [30], and ours) are effectively the same.

Finally, the agreement of solutions to the Riemann problem in all three cases (i.e.,
Lebacque, Jin and Zhang, and ours) has significant consequences for the numerical
schemes that we will discuss in what follows. Both Lebacque and Jin and Zhang
constructed (equivalent) Godunov schemes based on their (equivalent) solutions
to the Riemann problem. Moreover, it is generally agreed [36, 46] that for the
inhomogeneous problem considered here, the cell transmission model of Daganzo
[18, 19] yields yet another equivalent representation of the same Godunov scheme.

However none of [19], [36] and [46] considers whether these Godunov schemes
converge to entropy solutions. In the sections that follow, we will analyze this
Godunov scheme, along with two other schemes. We will show for the first time
that the approximations generated the Godunov scheme of Daganzo [19], Lebacque
[16], and Jin and Zhang [36] converges to an entropy solution of type (4, B).

5. Difference schemes. In this section, we describe three first order difference
schemes used to generate approximate entropy solutions of the conservation law
(3). We then discuss the construction of more accurate extensions of these schemes,
using MUSCL spatial differencing and Runge-Kutta time differencing. Of the three
first order schemes, two of them (the Godunov and Engquist-Osher versions) have
been proposed previously in forms very similar to what we will present here. The
remaining algorithm, the Hilliges-Weidlich scheme, has been proposed before for
problems of this type, but our interface version of the numerical flux is novel.
This interface flux provides a significant improvement to an earlier version of the
scheme in that it eliminates spurious overshoots. Our purpose in discussing all three
schemes, not just the new version of the Hilliges-Weidlich scheme, is to highlight
the similarities of these schemes, see Lemma 5.1 and Proposition 5.2. This paves
the way for a unified analysis of the schemes, which we initiate in this section, and
complete in Section 6. This unified analysis is one of the main contributions of this

paper.

5.1. Marching formula and interface flux. We discretize the spatial domain
R into cells I; := [z;_1/2,%j41/2), J € Z, where x;41/2 = (j £1/2)Axz. The
centers of these cells are located at z; = jAz. Similarly, the time interval (0,7)
is discretized via t" = nAt for n = 0,...,N, where N = |T/At| + 1, which
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results in the time strips I := [t",¢"*!1), n = 0,...,N — 1. Here Az > 0 and
At > 0 denote the spatial and temporal discretization parameters, respectively.
When sending A | 0 we will do so with the ratio A := At/Az kept constant.
Let x;(z) and x™(t) be the characteristic functions for the intervals I; and I",
respectively. Define x7 (z,t) := x;(z)x"(t) to be the characteristic function for the
rectangle RY := I; x I". We denote by ®7 the finite difference approximation of
¢(x;,t™). We discretize the initial data in cell averages:

1
9= — d 46
b= g, o) (16)
and the parameter a(x) according to
e — ay, for j <0,
7 ar for j > 0.
We then define
N
O™ (x,t) == Z Z DUXG (w,1).

n=0 jEZ
Our difference scheme is an explicit time-marching algorithm of the type

QI = % — NA_RT,, (47)

where we define the difference operators A_V; :=V; =V;_; and ALV} := V1 =V},
and the numerical flux has the form

f:(aL, o, DY) for j <0,
h?+1/2 = hjt1/2 ((I)?-‘rl?q)?) = fjm (aR,aL, o7y, @?) for j =0, (48)
f (GR, (I)_;‘l-l,-la (I)_;l) for j > 0.

Next, we study three variants of the scheme, based on the numerical flux f(a, ¢, p),
and an associated interface version fin(ar,ar,q,p). In each case the numerical
flux f(a,q,p) is a two-point monotone flux (the mapping p ~— f(a,q,p) is non-
decreasing, and the mapping ¢ +— f(a,q,p) is nonincreasing), Lipschitz contin-
uous, and consistent in the sense that f(a,p,p) = f(a,p). Similarly, the inter-
face flux fin(ar,ar,q,p) is monotone with respect to the variables p and ¢ as
described above, and is designed to preserve certain discrete steady state solutions,
see Lemma 5.1.

5.2. Numerical fluxes and first-order schemes. We next specify the three nu-
merical fluxes. Each of them corresponds to a standard monotone scheme away
from the jump of a(x), and has a particular standing in the literature. To accom-
modate the jump in a(x), each of these fluxes is extended to an interface version.
The Godunov version of the resulting interface flux has been proposed a number
of times in the past [1, 19, 36, 46], the EO version has appeared once before [14]
in relation to a slightly different problem, and the HW interface version is a novel
contribution of this paper. We reiterate that a primary contribution of this paper
is a rigorous, unified proof of convergence of each scheme to the entropy solution
in the sense of Definition 2.4. The decisive improvement in comparison with some
related analyses [1, 2, 3] is that we do not assume any solution structure a priori,
for example, that the solution would be piecewise smooth with a finite number of
discontinuities. Our treatment not only applies to a wider class of problems, but
also admits simpler proofs. Moreover, our analysis shows for the first time that all
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three of the equivalent Godunov schemes designed for traffic modeling by Daganzo
[19], Lebacque [46], and Zin and Zhang [36] converge, and in fact converge to the
same entropy solution.

As a final notational preliminary before giving the details of the numerical
schemes, we define

e Jor forjg<0, .

-

¢; for j #0, ¢; for j #0,
A =< B =7
i+1/2 {A for j=0, 7T 1B forj=o.

Flux I: Hilliges-Weidlich flux. Away from the interface, the numerical flux in
this case is defined by

™ (a,q,p) := pv(q/a). (49)

This flux was originally proposed in [34] (see also [8, 32]) for constructing discrete
traffic flow models. We define the interface flux as

fiae" (ar, av, g, p) := min{pv(g/ar), f(ar, A)} = min{pv(q/ar), f(ar, B)}. (50)

That fHW is monotone and consistent is readily verified by inspection of (49), keep-
ing in mind our assumptions about the mapping z — v(z). To verify monotonicity
of fHW we start by the monotonicity of the mapping (g, p) +— pv(¢/ar) in the sense
defined above, and then observe that taking the min with f(ar,B) preserves this
property. (See Figure 6 for a visual check that the interface flux is monotone.)

In [8] we proposed a scheme using this flux (Scheme 3 of that paper), but without

special processing for the interface. More specifically, we proposed the flux

;L;’l+l/2 = 5v(®f1/a541), (51)

which defines the same scheme as the one being proposed in this paper, except at the
interface. We will not analyze herein Scheme 3 of [8]. The advantages of the scheme
proposed above over Scheme 3 of [8] are twofold. First, the special processing at the
interface (the interface flux) greatly diminishes, and in many cases removes entirely
certain small spurious traveling overshoots that occur with Scheme 3 of [8]. Sec-
ond, the fact that the interface flux preserves the steady solution PJQ defined below
allows for a simpler entropy theory. Furthermore, we emphasize that convergence
of Scheme 3 of [8] was proved in that paper for a flux that depends only linearly on
the discontinuous parameter, while that dependence is fully nonlinear in the present
analysis.

The scheme that results by combining (49) away from the interface and (50) at
the interface is easily combined into a simple modified version of (51) that can be
applied globally, i.e., without requiring logic to detect interface points:

by = min{q’?“(q’?Jrl/ajJrl)vf;’f;’:rl}' (52)

Although we will concentrate on the case where a(x) is piecewise constant with a
single jump, the scheme defined by (52) is readily applied to the case where the
coefficient is a piecewise continuous function.
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From the expression (52), we see that for the HW numerical flux, the partial
derivatives satisfy

oh3 1/2
0< —22 < (@)1 /ag), (53)
J
Ohn on max{ar,, ar }
0> 2 > T /(@7 Jaj41) > a/ (@7, /a; = —— (54
= aq)?+l = aj+1v( ]+1/a3+1) _Oﬂ)( ]+l/aj+1)7 «@ min{aL,aR} ( )

Flux IT: Godunov flux. In this case f is the well-known Godunov flux
- min, fla,r) for p <gq,
Foagp) = § et I 1) (55)
maXerec[q,p] f(a, T) for ¢ < p,

and the interface flux is

fin = min{ f (ar, min{p, ¢ }), f (ar, max{q, ¢5}) }- (56)

This formula for f&, is given in [65], see Eqns. (27)-(29) of that paper, where it is
observed that this interface flux was already used in [19, 46]. Adimurthi et al. [1] also
proposed an interface flux of Godunov type. Although they use slightly different
assumptions about the fluxes at the endpoints, the interface flux given above can
also be found in at least one of their formulations, see [1, Eq. (3.3)]. We include
the Godunov flux in our analysis to demonstrate that it fits within our theoretical
framework. Moreover, with our approach we are able to give a proof of convergence
to an entropy solution for this scheme that does not require unnecessarily restrictive
assumptions about the regularity of the solution. More specifically, the proof of [1]
requires piecewise smoothness; we make no such assumption.

Both numerical fluxes f© and fS, are Lipschitz continuous. That f¢(a,q,p) is
monotone is well known and readily verified, in fact,

0< Bpr(a,p, q) < max{O,Bpf(a,p)}, 0> quG(a,q,p) > min{O,aqf(a,q()}.)

57

To see that the interface flux fg‘t is monotone, note that the mapping p —

f(ar, min{p, #; }) is nondecreasing and the mapping ¢ — f(ar, max{q, ¢f3}) is

nonincreasing, and finally that these relationships remain true when we take the

minimum to form Et (See also Figure 6 concerning monotonicity.) The partial
derivatives of the interface flux satisfy

0< apfﬁt < max{O, 8pf(aL,p)}, 0>09, Et > min{O, Oy f (ar, q)} (58)
As we did for the HW flux, we can define a global version of the flux via
hiiaye = min{f(aj, min{@}’, (;5;-‘}), f(aj_H, max{@;-ﬂrl, ¢;+1}) }, (59)
and in this form the partial derivatives satisfy

oh7 0 i, e oh” 9 PN

0< 7J+,11/2 < max{O, 7f(aj’n J)}, 0> 7J21/2 > min{O, —f(aﬁln’ 1) }
9} 9] 007, 0074

(60)
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Flux III: Engquist-Osher flux. For this scheme, we use the standard EO flux
[23]
1
[*(a,4,p) = 5 (f(a,p) + f(a,9)) / |fs(a,¢)| do (61)

away from the interface. For the interface flux, we use

FEQ (an av,0,p) =5 (Flan,a) + flav, p)

_é [/Bq\f¢<aR,¢>!d<z>—/Ap!f¢<aL=¢>!d¢] C(62)

fav, p) :==min{ f(ar, p), f(ar, A)},
f(aRa q) = min{f(a/ﬁu q)7 f(a/Ru B)}
Modulo the parallel effort [14], this Engquist-Osher scheme is one of the contri-

butions of this paper. The flux fF© is a standard monotone flux, with partial
derivatives satisfying

0 < 9,f"(a,q,p) = max{0,9,f(a,p)},

0> 9, (a,q.p) = min{0,9,f(a,9) }.
FEO
int

rEO 1 1,z EO 1- 1, -
81’ int — §f¢(aL7p) + §}f¢(aL7p)| >0, 8 int T 2f¢(aR7Q) - §}f¢(aRaq)} <0.

(See also Figure 6 concerning monotonicity.) It is clear from these relationships that
the partial derivatives of the EO interface flux satisfy the same type of inequalities
(58) as for the Godunov interface flux:

0<o fmt <max{0 Op f(ar, )}, 0>0 fmt >m1n{0 0y f (ar, )}

The EO version of the flux also has a global version h; /5 like (52) and (59):

n Lz n r n
it1/2 = §(fj+1/2(aj+1a 1) + fia2(a5, @)

1 34y -
~3 [/ |06 fi+1/2(aj41. 0)| do
Bjt1/2

o7 (64)
—/ |06 fi41/2(a;5,0)| do|,

Aji/2

(63)

To verify that the interface flux is monotone, note that

f~j+l/2(a’j7 (b) = min{f(a’jv (b)v f(a’jv Aj+1/2)}7
fiv1y2(ajs1,¢) = min{f(aji1,8), f(aji1, Bjyi/2) }-

Note that relationship (60) also holds for the partial derivatives of the EO flux.
When letting (Az, At) — (0,0), we keep the ratio A := At/Ax fixed and assume
that the CFL condition for the HW version

Mu(z) <1/2, aA|[v'(z)] <1/2, z€][0,1] (65)
or the CFL condition for the Godunov and EO version
Av(z) +20'(2)| <1, z2€[0,1] (66)

is satisfied, respectively. Note that in contrast to (65), the CFL condition for the
Godunov and EO schemes, (66), does not depend on a(x).
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For an approximation at time level n, {®7};cz, we denote the time advance
operator that applies one timestep of our scheme by I';, i.e. T';(®") = @?H.

Lemma 5.1. Each of the interface fluzes fin, = fEV, fS., fEO satisfies
fint(ar, ar, B, A) = f(ar, A) = f(ar, B),
fint(ar,ar, ar,ar) =0,  fint(ar,ar,0,0) = 0.
Moreover, if we define

{A for j <0,

(67)

PY —

QO e
s — R - 07 E ) 68
J J aRr for j > 0, J ( )

J

_Jav for 7 <0, o
B for j > 0,

then the scheme (47), (48) using any of the three variants leaves each of these grid
functions fixed, i.e,

L;(P%) =P}, T;@Q°)=Q} TjR’)=R} jecl (69)
Proof. The proof of (67) in each case is a straightforward calculation starting from
the definition of the specific interface flux, and using that A > ¢}, B < ¢5. We
omit the details.

For the proof of (69), the first condition in (67) implies that j € Z, I';(P°) = P},

the second condition implies that I';(Q°) = ]Q, and the third condition implies
that I';(R®) = RY. O
Lemma 5.2. Each of the interface fluzes fin, = Egtw, _i%t, f?mo satisfies

fins < f(ar, A) = f(ar, B) = min{ f(av, ¢}), f(ar, o}) }-

Proof. For fEW and fS, this is readily verified from the respective definitions (50)
and (56). For the EO interface flux, starting from the monotonicity of the flux, the
maximum value of fEO over (q,p) € [0,ar] x [0, ar] must occur at (¢,p) = (0,ar,),
and so from the definition (62) we have

Eto S ﬁnt (aRu ar,, 07 GL)

_ . 0 o _
— om0+ flas ) = 5 | [ Vstonollao ~ [ |Fotar,0)] g

(f(ar, B) + f(av, 4)).
O

N =

5[ Vetanolao - [* a0 as) =

Remark 9. Lemma 5.2 is not required for our subsequent analysis, but shows
that each interface flux simulates an important property of the continuous solution,
namely that the flux across the interface cannot exceed min{ f(ar, ¢ ), f(ar, o) };
this is a consequence of the Rankine-Hugoniot condition (11). In the case of the
HW flux, the version (51) that we used in [8] does not always satisfy this constraint.

Indeed, our interface flux fHW can be seen as a way of enforcing this constraint.

int

Figure 6 shows contour plots of the three interface fluxes (q,p) — fin(ar,ar,q,p)
for f(a,¢) = ¢(1—¢/a). The first row shows fIW with (ar,ar) = (2, 1) on the left
and (ag,ar,) = (1,2) on the right. The second and third rows are £&, and fEO. The
0.25 contour which is labelled in each plot is the maximum value of the numerical
flux, which agrees with Lemma 5.2, since max{f(ar, ), f(ar, ¢)} = 0.25 for
this example. Both the HW and Godunov flux vanish along the left boundary

(p = 0) and the upper boundary (a = ag). The EO flux vanishes along portions of
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FIGURE 6. The numerical flux fi,:(ar,ar,q,p) as a function of
(g,p). In the left column (ar,ar,) = (2,1), and in the right column
(ar,ar) = (1,2). First row: finx = ﬁgtw, second row: fine = fﬁt,
third row: fint = f?nto
those boundaries but actually takes on negative values (the minimum value being
—0.25) near the upper left corner (p,q) = (0,ar). Finally, it is clear from the
plots that in each case the mapping p — fini(ar,ar,q,p) is nondecreasing, and
¢ — fint(ar,ar,q, p) is nonincreasing.

5.3. A MUSCL/Runge-Kutta extension of the schemes. The MUSCL ver-
sion of the flux h;,/, reads

. 1 1
Rt o (@i, @ja1, @5, @jo1) = hjy1)o (q)j-H — 50+, %5+ 50.7')7

where h is the first order version of the flux, and we define the slope o; by the
VanLeer limiter

- |95 = Gi-1l(Dj41 = 8)) + @41 — 6i|($5 — bj-1)
|9j — dj—1] + |9j+1 — &5
This MUSCL scheme is formally second-order accurate in space, but not in time.
To achieve formal second order accuracy in time also, we use second order Runge-
Kutta time stepping. More specifically, if we write our scheme with first order Euler

time differencing and second order spatial differencing abstractly as

n+l _ fn n n n n n
(I)j - (I)j - Fj( j+2 j+laq)jaq)j717(1)j72)a
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then the Runge-Kutta version takes the two-step form

Fn+l _ Fn . n n n o FHn n
q)_] - q)J - FJ ( J+2> T 541 (I)ja j—1 j72) ’

1 1- 1o et ot e o =
n+1l _ n n+1 n+1 n+1 n+1 n+1 n+1
OFT = SO 4 SO — oIy (05, L OF L 0T, ).
For the Godunov and EO versions, we halve the timestep allowed by the CFL
condition (66). For the HW version, we can use the timestep allowed by the CFL

condition (65).

6. Convergence analysis. In this section we prove that the difference schemes
converge to entropy solutions as the discretization parameters tend to zero. In
addition to (17), for the convergence analysis leading up to Theorem 6.5, we assume
(18). Furthermore, for the analysis—but not in the statement of Theorem 6.5—
we assume that the initial function ¢g is compactly supported, which implies that
all subsequent sums over j are finite. In view of Theorem 3.3, there is no loss of
generality in doing so.

The compactness part of the convergence analysis is based on traditional BV es-
timates away from the flux discontinuity, along with the time translation invariant
property of the schemes/equation. This approach deviates from most analyses of
equations with discontinuous flux experiencing resonant behavior, since most anal-
yses use the singular mapping or compensated compactness methods. To show that
the schemes converge to an entropy solution of type (A, B), the key point is that
they preserve the discontinuous steady-state solution connecting A to B. Finally,
our solution framework allows us to work in a setting in which we do not have to
assume that the solutions are “piecewise smooth”, as is done for example in [2, 3].

Recall that the difference scheme (47) is monotone [17, 30] if

I VjeZ — T;(@") <T;(U") VjeZ
Lemma 6.1. Assume that ¢o(z) € [0,ar] for <0 and ¢o(x) € [0,ar] for x > 0,

and that ®7 is generated by any of the three variants of the difference scheme (47),
(48). Then form >0

€ [0, for j <0,
" 0,ar) ~for j < (70)
€ [0,ar] for j > 0.
Moreover, the difference scheme is monotone.
In addition, we have the following discrete time continuity estimate:
d|ertt—er|<C, n=0,1,...,N (71)
JEL
where the constant C' is independent of the mesh size A and the time level n.
Proof. To prove the monotonicity assertion, it suffices to show that
8(I)n+1
J_ >0, i=-1,0,1. (72)
007y
From (47), it is clear that
n+1 n+1 n
0P _ Ohj_1so  OPF _ (9hj+1/2
o) e} oN e} o9, o9,
opntl Oh? Oh"
J S EL R e (73)

907 oy 907
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That the inequalities in (72) for ¢ = —1, 1 hold for the HW version is clear from
(53) and (54), and for the Godunov and EQO version, this is evident from (60).
To prove (72) for ¢ = 0 for the HW version, we use (73), along with (53) and
(54) to compute
6(1)7_1-1-1

L > 1— (@, /aj1) + ol (®F /ay),
9P

and this last quantity is nonnegative thanks to the CFL condition (65).
To prove (72) for ¢ = 0 for the Godunov and EO versions, we use (73) and (60)
to compute

o7t of (a;, ®7) of (a;, ®7)
J >1 — . 70 =g 30 =g
8@? >1 )\mm{(), 78@? } —l—)\maX{O, 73@? }
(9][((1]‘,(1)?)
o7

)

—1-|

and this last quantity is nonnegative thanks to the CFL condition (66).
Due to our method of discretizing the initial data, we will have

R} < ®f<Qf jeL (74)

Here {R{} and {QJ} are the discrete steady solutions defined by (68). Since each
of the three schemes is a monotone function of the data at the lower time level,
ie, @ =T;(®Y9,,,89, @) ) is a nondecreasing function of the arguments @9, ,
®? and ®Y ), the ordering in (74) will be preserved when we apply T';. Recalling
that T'; leaves Q° and R fixed (Lemma 5.1), we see that R? < <I>} < Q? for j € Z.
Continuing this way by induction, we may complete the proof of (70).

For the proof of (71), we combine the conservativity of the scheme,
+1 _
> e =) 9,
JEL JEZ
the monotonicity of the time advance operator ®" — ®"*+1 and the boundedness of

the variation of the initial data. This allows us to apply the Crandall-Tartar lemma
[17]. The proof is similar to that of Lemma 3.3 of [39], so we omit the details. O

Let V?(z) denote the total variation of the function z(z) over the interval [a, b].
The following lemma is essentially Lemma 4.2 of [8], where a proof can be found.

Lemma 6.2. Let {&1,...,&m} be a finite set of real numbers. Suppose that 7 s
generated by an algorithm which can be written in incremental form

1
fI)}” =7 + Oy pA4 P — Dy AT, (75)
except at finitely many indices j such that |x; —&m| < pAx for somem=1,..., M,
where p > 0. Assume that the incremental coefficients satisfy

Ciy1220, D=0, Clyjp+ Dy <1 (76)

Finally, assume that the approximations ®7 satisfy the time-continuity estimate
(71). Then for any interval [a,b] such that {&1,...,&m} N [a,b] = @, and any
t €0, T] we have a spatial variation bound of the form

Vi (65(1)) < Clab), (77)
where C(a,b) is independent of A and t for t € [0,T].
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The following lemma provides a spatial variation bound that holds in any interval
not containing the origin, where the jump in a(z) occurs.

Lemma 6.3. For any interval [a,b] such that 0 ¢ [a,b], and any t € [0,T] we have
a spatial variation bound of the form (77), where C(a,b) is independent of A and t
fort e [0,T].

Proof. Lemma 6.2 is readily applicable here. We only need to verify that for j = 0,1
it is possible to write the scheme in the incremental form (75), where the coefficients
satisfy (76). For j < 0, the incremental coefficients are given by Harten [31]:

f(aLa(I)?a(I)?) - f(a’Lu (I);‘I-I,-lu (I);I)

n 2:)\

”1/ A2y | (78)
n _ )\JF(QLv(I)?Jru(I)?Jrﬁ _f_(aLaq);‘LJrlaq)?)
j+1/2 — A+‘b? .

The first two inequalities in (76) are immediate since the flux f(ar, @7, ;, ®7) is
monotone, i.e., nondecreasing with respect to ®7 and nonincreasing with respect
to ®7, . For f¢ and fEO in order to verify the third inequality (76), we use (57),
(63) and (78) to find that

1
C;l+1/2 + D?+1/2 < )\/o ‘&bf(ah OF +0(®}4 0 — @7))‘ do.

It is clear from this last inequality, along with the CFL condition (66), that the
desired inequality holds. Still assuming that j < 0, the incremental coefficients for
FAW are given by
U(‘I)?/GL) - v(q)?-‘rl/a’L)

- - , " = (P, /ar).
%1 — e o
The first two inequalities in (76) follow from the fact that % >0, ¢ ; >0, and
the mapping z — v(z) is nonincreasing. Clearly, the third inequality in (76) will
hold if we force C}l_H , < 1/2, D;LH 5 < 1/2. Note that for some 6 between o7

oajs = A9

and @7, C7, p = —A(®]/ar)v’(0/av), and that @7 /ar, € [0,1]. Thus the third
inequality in (76) is verified due to (65).
We can then repeat these calculations for j > 1, replacing ay, by ag. O

The following lemma provides a discrete version of the adapted entropy inequality
(24). Before stating it, we discretize the function ¢4 (z) according to

{A for j <0,
Cj:

. (79)
B for j > 0.

Lemma 6.4. With c¢; defined by (79), the following cell entropy inequality is sat-
isfied by approzimate solutions @7 generated by the scheme (47):
|77 = e < |@F — e[ = AAHT o, (80)
where the numerical entropy flux H?—l/? is defined by
H;'Ifl/Q = hjfl/Q ((I);I V Cj, @?71 V Cj_l) — hjfl/Q ((I);I AN Cj, @?71 AN Cj_l) N

where we use the standard notation a V b := max{a,b} and a A'b:= min{a,b}.
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Proof. We adapt the proof by Crandall and Majda [17] to the situation at hand.
Recalling that @?“ depends on the values at the three neighboring cells at the lower
time level, we write (47) as @?“ =T';(®7,,,®7,®7 ;). According to Lemma 6.1,
I'; is a nondecreasing function of each of its three arguments, implying that

(I);-H_l V Fj(Cj+1,Cj, Cj_l) < Fj ((I);‘l-i-l V iy, (I);l V¢y, (I);‘I—l V Cj_l), (81)
‘I);LJrl A Fj(CjJrl, Cj, ijl) Z Fj (‘I)?Jrl A Cj+1, (I);l A Cj, @?71 A ijl)- (82)

Subtracting (82) from (81), and using the identity pV o — p Ao = |p — o], yields

"I);-H_l -TIy (Cj+1,Cj, Cj_l)‘ <T'; ((I);‘l-i-l VCita, (I);l V ¢y, (I)}l_l vV Cj_l)

-TIy (‘I)jJrl N Cjyi, (I)j A ¢y, (I)jfl A Cj_l).
Now T'j(¢jt1,¢j,¢j-1) = ¢; follows from Lemma 5.1 once we identify ¢; = Py. Thus,
the left-hand side of (83) simplifies to |<I>;-H'1 —¢;| for all j. It is easy to check from
the definitions that the right-hand side of (83) agrees with that of (80). O

Theorem 6.5. Suppose the conditions listed in Subsection 2.1 hold, in particular
(17) and (18). Let the function ¢> be defined by (46)-(48) and (49), (50) for
the HW wversion, or (55), (56) for the Godunov version, or (61), (62) for the EO
version. Assume that A := (Ax, At) — 0 with the ratio \ fized and satisfying the
appropriate CFL condition (65) or (66). Then ¢* — ¢ in L'(Il7) and a.c., where
@ 1is the unique entropy solution of type (A, B) to the initial value problem (3) in
the sense of Definition 2.4.

Proof. The portion of the proof concerning convergence to a limit function ¢ is very
similar to the corresponding portion of the proof of Theorem 5.1 of [14], and so we
will omit it. It is clear that any limit function ¢ must satisfy property (20); this is
a direct consequence of Lemma 6.1. Hence, (D.1) holds.

That the limit solution ¢ satisfies the weak form of the conservation law (21)
follows from a standard Lax-Wendroff type of calculation that we omit, see the
proof of Lemma 4.2 of [10], so (D.2) is valid.

Although not requested by Definition 2.4, the time continuity estimate (71) im-
plies that the limit function u belongs to C(0,T; L*(R)). Additionally, the initial
data ug is taken by u in the strong L!(R) sense.

Let us turn our attention to the entropy inequalities. Since, as pointed out above,
u(t) — ug in L'(R) as t — 0, it is sufficient to work with nonnegative test functions
from D(Il7) (vanishing on {¢t = 0}). To verify that the limit solution satisfies the
entropy inequalities (22) and (23), note that if the interface flux is not involved
each version of the scheme is a standard three-point monotone scheme, and thus
satisfies a discrete entropy inequality [17]. Thus two more (standard) Lax-Wendroff
calculations yield (22) and (23), i.e., we have verified (D.3).

It only remains to prove that the limit solution ¢ satisfies (D.4), i.e. the entropy
inequality (24). Let 0 < ¢ € D(Ilr), and ¥ = t(z;,t"). Proceeding as in the
proof of the Lax-Wendroff theorem, we move all of the terms in (80) to the left-hand
side of the inequality, multiply by ¢} Az, and sum over j € Z, n > 0, and finally
sum by parts to get

n+1 1/’?“ — Y7 n Avyf
AcAty D 077 — o[ F—t H ArALY D Myt > 0.
JEZNn>0 JEZNn>0
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By the dominated convergence theorem, the first sum converges to

//HT"ZS — (@) |y da dt.

For the second sum, note that the interface flux is only involved on a set whose
measure will approach zero when we let A | 0. Thus we can ignore the interface
contribution, and consider separately the contribution for z; to the left of the in-

terface, where the discrete entropy flux will be f(ar, PTVA QY VA) - flar, P} A
A, @74 A A) and the contribution for z; to the right of the interface, where the
discrete entropy flux will be f(ar,®? Vv B,®} | V B) — f(ar, @7 A B,®7 | A B)).
With this observation, and the dominated convergence theorem again, we find that
the second sum converges to

// sgn(¢ — A)(f(av, ¢) — flav, A))v. du dt
Irn{z<0}

+ // sgn(¢ — B)(f(ar, ) — f(ar, B))¢, dz dt,
Irn{z>0}
and this quantity is equal to
//H sgn(gf) - CAB(:E)) (f(a(x), u) - f(a(:z:), cAB(a:)))d)z dx dt,

thus completing the verification of the adapted entropy condition (24).
Finally, by Theorem 3.3 the entire computed sequence ¢® converges to ¢ in
L'(II7) and boundedly a.e. in Ilr. O

7. Numerical examples.

7.1. Example 1 (Riemann problem: HW flux). In Example 1, we apply the
first-order HW flux to the Riemann problem

bo(x) = 0.75 for x <0, a(z) = 1 forxz <0,
7005 for x>0, )2 forz>o0.

The velocity is given by (14), so the flux is f(a,®) = ¢(1 — ¢/a). We used Az =
0.005, At = 0.0025, and ran both versions of the scheme for 1600 steps. Figure 7
(a) shows the numerical result of the unmodified version (51) of the HW interface
flux used in our previous paper [8], while Figure 7 (b) shows the result produced
by the new modified version (50). The unmodified version shows a small spurious
overshoot that occurs at the shock. Overshoots like these are observed on some
(not all) Riemann problems. With the modified version of the flux, the overshoot
is not present. The modified flux seems to fix most overshoots of this type, with
a few remaining cases where there are very small overshoots of the same type that
occur when the left and right states of the inital data ¢y are close to a steady state
solution.

7.2. Example 2 (Riemann problem: comparison of schemes). For Exam-
ple 2, we again use the flux f(a,¢) = ¢(1 — ¢/a). This time the data are defined
by the Riemann problem

bo() 0.45 for x < 0, () 2 for x < 0,
T) = a(x) =
0 0.15 for x > 0, 1 for x > 0.



INHOMOGENEOUS KINEMATIC TRAFFIC MODEL 31

I”III”””I
,"‘%%Zﬂ%%’/’:“
i1y 72
TN
/ TR
l}lll//5/11%7/””'%"‘“\?“\
1111y, K
IIIIIIIIII i ”'\\ ‘\ \
Vi IIIIIIIII”I % \‘\ “‘
AN

R
TN
AN

1l 7 i
B R, I
s M A s
' I‘%%%leIIIIIZZZ%‘””IZ:}\\\Q\\\\‘“\‘"“ i
Vit \ N B
i
i IIIIIIlIIIIIII:U\\\\\“\““\“ v
o i i
0.6 \\ N
11777 il
| T
| —
N A " -
" I%”%",IZ,% ; 0.5 iy
: itz ”,
S i) " ' ' ' i
0.4 “ """"
i
' ' ' N
0.3 4
il
' ’ ',!'I% ?IIIII
N W
£ / I
' it
i
it
isifytetituspr it
ot ittt g
| i 7 7w
il IIIIIIIIIIIIIIIII‘%ZZ‘Z%’ 1

FIGURE 7. Example 1 (Riemann problem: HW flux): (a) HW
scheme without interface fix, (b) HW scheme with interface fix.

Figure 8 (a) shows both the fixed version of the HW scheme, and its formally
second order MUSCL/RK version. Figure 8 (b) shows the Godunov scheme and its
MUSCL/RK version, and plot (¢) shows the EO and its MUSCL/RK version. The
HW scheme is somewhat more diffusive than the Godunov and EO schemes. Its
main advantage is that it is simpler to implement. We used Az = 0.16, At = 0.08,
and ran the schemes for 50 steps. The thin solid line in Figures 8 (a)—(c) is the
reference solution, which was calculated with the parameters Az = 0.0025, At =
0.00125.

7.3. Example 3 (bottleneck problem, after [30]). Example 3 is the bottleneck
problem studied in [36]. A circular road of length L = 22.4km is supposed to have
two lanes for most of its length, but reduces to one lane over a small interval. The
so-called jam density (where the velocity is zero) is 180 vehicles per kilometer and

lane. The flux is defined by f(a, ) = ¢v(¢p/a), where v(z) is given by the velocity
function

2—0.25)\ "

l
0.06 ’ (84)

v(z) = 5.0461 | [ 1+ exp —3.72x107%| =
-

due to Kerner and Konhéuser [12], where [ and 7 are a unit length and a relaxation
time, respectively. In our case, the parameter a(z) is given by

180 cars/km for x € [3201,4001),
360 cars/km  otherwise.

a(z) =
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Ficure 8. Example 2 (Riemann problem: comparison of
schemes): (a) HW scheme, (b) Godunov scheme, (¢) EO scheme.
First-order schemes (o) and second-order MUSCL/RK versions
(x). The solid line is the reference solution.

The initial datum is

a(x) . 27w

¢o(x) = 180 (28—!—38111 T >
Following [30], we take L = 800l = 22.4km, [ = 0.028km, 7 = 55, Az = 0.224km
and At = 7/2. We enforce periodic boundary conditions modeling a circular road
of length L. Figure 9 (a) shows a plot of the solution computed over 300 time steps,
using the MUSCL/RK version of the HW scheme, while Figure 9 (b) shows the
solution after 100 time steps, ¢ = 507. The portion of the solution that is hidden
from view in Figure 9 (a) is a steady profile similar to the decreasing portion of
Figure 9 (b). Also, in Figure 9 (b), we see that the HW version is more diffusive
than the Godunov version. The advantage of the HW version is that it is much
easier to implement.

7.4. Example 4 (bottleneck problem: comparison of schemes, after [25]).
Example 4 is a bottleneck problem studied in [25]. The original example is tackled
as an initial and boundary problem, but here we treat it as a Riemann problem.
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FIGURE 9. Example 3 (bottleneck problem, after [36]): (a) mesh
plot using MUSCL/RK version of HW scheme, (b) MUSCL/RK
versions of Godunov (dashed line) and HW (solid line) schemes
after ¢t = 507.

We use the flux f(a,¢) = ¢(1 — ¢/a) and

0.25 for z < —1, 1 for z < 0,

9@ =066  fore>-1, “@T{23 forz>o.

In this example, we record approximate L' errors defined with respect to a reference
solution, and convergence rates to study the performance of the numerical schemes.
The L' error is defined by

= Az Z Z!& G-1)i — D7)

Jj=Miy, i=1

where qNSZ} and ¢} are the reference solution at x = x; and the approximate solution
at x = x;, respectively, at t = t,,; m is the value of Az of the approximate solution
divided by that of the reference solution; My, and Mg are the indices of the positions
between which we calculate the errors of the numerical approximation; and Ax is
the spatial discretization parameter of the reference solution.

Here and in Example 5, the reference solution was calculated using the MUSCL-
RK versions of the Godunov scheme with Az = 1 /960. For the reference solution
and all other computations of this example, we use A = 1/3.
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FIGURE 10. Example 4 (bottleneck problem, after [25]): simulated
car density using MUSCL/RK version of Godunov scheme for Az =
1/160.

Figure 10 shows the plot of the reference solution computed until ¢ = 4, using
the MUSCL/RK version of the Godunov scheme. Since for x € [—1, 0],

Flag.oo(@) = 02240 > 1/6 = max  f(an.0),
a formation of traffic jam from ¢ = 0 can be observed.

Figures 11 and 12 show the numerical simulation of the car density at t = 0.1,
t =0.5,and t = 1, t = 4, respectively, produced by the first-order HW, Godunov and
EO schemes, and the MUSCL/RK version of the HW, Godunov and EO schemes.
Table 1 displays the approximate L' errors for this example, measured over the
interval [—1,1].

It is clear from Figures 11 and 12 that Godunov and EO schemes and their second
order versions are less dissipative than their counterparts based on the HW flux.
Table 1 corroborates what we see in the plots, specifically, smaller errors and faster
rates of convergence for Godunov and EO schemes and their second order versions
than the HW flux based schemes. Moreover, we observe that at ¢t = 4 Godunov and
EO schemes give the same results, the same for their second order versions. It is
interesting that for ¢t = 0.1 and ¢t = 4 the Godunov scheme, which is formally first
order accurate, has smaller errors than the second order accurate version of the HW
scheme.

7.5. Example 5 (bottleneck problem with zero initial condition, after [25]).
Example 5 is another bottleneck problem studied in [25]. As in Example 4, the
original problem is considered as an initial and boundary problem, but here we
treat it as a Riemann problem. We use the flux f(a,¢) = ¢(1 — ¢/a) with the
same parameter a(z) as in Example 4, but now our initial condition is ¢g(z) = 0.4
for < =1 and ¢g(x) = 0 for x > —1. Figure 13 shows the plot of the reference
solution computed until ¢ = 10, using the MUSCL/RK version of the Godunov
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FIGURE 11. Example 4 (bottleneck problem, after [25]): simulated
car density. Plots (a, ¢): first-order schemes (HW, Godunov and
EO). Plots (b, d): second-order schemes (MUSCL/RK versions of
HW, Godunov and EO). Plots (a, b): solutions at t = 0.1. Plots
(c, d): solutions at t = 0.5.

scheme. Since for z < —1,

flan, ¢o(x)) =0.24 > 1/6 = ¢€n[t(1§2x/3] flagr, ¢),

also in this case there is a formation of traffic jam from ¢ = 2 approximately.
Figures 14 and 15 shows the numerical simulation of the car density at ¢ = 0.1,
t =2, and t = 4, t = 10, respectively, produced by the first-order HW, Godunov and
EO schemes, and the MUSCL/RK version of the HW, Godunov and EO schemes.

It is clear from Figures 14 and 15 that Godunov and EO schemes and their second
order versions are more accurate than those based on the HG flux.
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