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ABSTRACT. We formulate a hierarchy of models relevant for studying coupled
well-reservoir flows. The starting point is an integral equation representing
unsteady single-phase 3-D porous media flow and the 1-D isothermal Euler
equations representing unsteady well flow. This 2 x 2 system of conserva-
tion laws is coupled to the integral equation through natural coupling con-
ditions accounting for the flow between well and surrounding reservoir. By
imposing simplifying assumptions we obtain various hyperbolic-parabolic and
hyperbolic-elliptic systems. In particular, by assuming that the fluid is incom-
pressible we obtain a hyperbolic-elliptic system for which we present existence
and uniqueness results. Numerical examples demonstrate formation of steep
gradients resulting from a balance between a local nonlinear convective term
and a non-local diffusive term. This balance is governed by various well, reser-
voir, and fluid parameters involved in the non-local diffusion term, and reflects
the interaction between well and reservoir.

1. Introduction. We are interested in coupled well-reservoir flow modeling. For
that purpose we consider a model composed of a hyperbolic system of two conser-
vation laws corresponding to the isothermal Euler equations with source terms, and
an integral equation. It results from coupling a transient well flow model with a
transient reservoir model and is given on the following form.

1
By (pu) + 8z(pu?) + up(p) = g, qr = qr(p,u), (1)
po — p(, / /HT x,a' t— gy (2 t) dx'dt’,

for x € [0,1]. Here, p,u, and p(p) are, respectively, the mass density, fluid velocity,
and pressure, whereas gy represents volumetric flow rate accounting for flow between
well and reservoir. Thus, the unknown variables are p,u, and gy. Moreover, pgy
which we assume to be constant, is initial reservoir pressure whereas 7 is a small
known constant parameter characterizing the well volume relatively the pore volume
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associated with the reservoir. The ¢r term represents friction between fluid and
wall, and we have assumed that the well is horizontal so that gravitation can be
neglected. Finally, the kernel H" (x, z’, t—t') is characteristic for the reservoir under
consideration as well as the geometry of the well-path. Typical applications of such
a model might be processes in conjunction with drilling, production, or injection
scenarios.

Advanced oil-well designs of increasing sophistication are now routinely used
throughout the industry. Complex wellbore trajectories combined with devices
for downhole measurements and regulations provide an overwhelming amount of
available data and operational flexibility. The challenge of identifying and utilising
significant information might well be regarded as a bottleneck of current operations.
Transients of interest will typically arise from production start-up or shut-down of a
single well, or adjustment of one or several downhole valves in an advanced comple-
tion. The perturbations induced across different zones or laterals of the same well or
between entirely different wells reflect characteristic behaviour of the reservoir. In
this context there is a need for an improved understanding of coupled well-reservoir
dynamics. This serves as our motivation for studying the well-reservoir model (1).

Transients in wellbore flow typically operates on time scales ranging from seconds
to minutes whereas the more relevant part of the reservoir dynamics will be the
compression waves, typically having relaxation times in the order of hours. Within
the petroleum engineering literature there has been some focus on modeling of
coupled well-reservoir flows relevant for production scenarios where main focus is
on prediction of reservoir inflow. For that purpose it is reasonable to consider a
steady well model, see for example [25]-[27], [33]-[35]. However, by starting with
the model (1) we intend to take a broader approach in the sense that we include
transient effects both from well and reservoir.

We may study various simplified versions of the well-reservoir model (1). For
instance, we can impose the following assumptions: (i) consider a straight line well-
path geometry, (ii) account only for a steady-state response from the reservoir, (iii)
apply an approximation argument for the kernel function H" (z,2’,t —t'). Then we
arrive at a well-reservoir model on the form

9(p) + 9x(pu) = p(A — Bp(p) + p(p)zz)s
O (pu) + 02 (pu®) + Bap(p) = qr(p,w),

for appropriate chosen constants A, B > 0. This indicates that the impact from
the reservoir on the well-flow dynamic through the volumetric flow rate gy imposes
a regularization effect in the isothermal Euler model. Investigations of this model
will be addressed somewhere else.

However, as a first step in order to get some understanding of basic underlying
mechanisms present in the well-reservoir model (1), we take a step further and
assume that the fluid, both in the well and reservoir, is incompressible. In addition,
for simplicity reasons only, we consider the model on the whole real axis instead of
the bounded domain [0, 1]. We then get a scalar conservation law with a non-local
diffusion term on the form

(2)

Oyu + 9y (u®) = —0up,
+oo (3)
po — p(x,t) = s/ G (x, 2" g (2/,t) da’ = eG" * uy,
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with
r2
G'(2,0) = ———x, >0, (4)
(x —a')2 42
and
uD
E = m, (5)

where p is fluid viscosity, k£ is permeability, D is a characteristic time, r the well
radius, and p denotes the constant fluid density. We may write (3) on the following
form

O+ 0, (u?) = eG™ % u, = G, * u, g, r >0,
u(x,0) = up(x).

The mission of this paper, in light of the preceding discussion, is three-folded.

(6)

e We present the background needed for deriving the dynamic, coupled well-
reservoir model (1) which takes into account the transients of the well flow as
well as the transients of the reservoir flow. In particular, this model contains
as a special case the “steady well-unsteady reservoir” model previously studied
within the petroleum science literature [25].

o We identify various simplified versions of the well-reservoir model (1) by im-
posing appropriate assumptions. Examples are given by (2) and (3). The
motivation for this is to search for models more amenable to mathematical
analysis, and still able to capture one aspect or another of the more general
model (1).

e Having identified the incompressible well-reservoir model (3), we provide a
mathematical framework appropriate for exploring its mathematical prop-
erties. We also present numerical calculations demonstrating characteristic
behaviour like formation of discontinuities.

Regarding the mathematical analysis of the well-reservoir model (3), a main
observation is that the form of this model bears similarities to the so-called radiating
gas model [14, 12, 28] as well as a Burger-Poisson type of model studied in [10].
Motivated by this, we propose a notion of entropy weak solutions that allows for
discontinuities and provide existence and uniqueness results. The framework we use
is fairly general and might be applied for more general models than (3) obtained by
taking into account effects which are included in the original well-reservoir model
(1) but not in (3). A main difference between our model problem (3) and the models
studied in [14, 10] is that the involved kernel (4) does not correspond to a differential
operator. This additional information is explicitly used, for example, in travelling
wave analysis performed for the radiating gas model [14, 15, 16, 24, 21, 30] and the
Burger-Poisson type model [10] mentioned above. Thus, such techniques may not
directly apply to our model problem.

To be more specific about the mathematical results, first, we provide a local
existence result for smooth solutions of (3). Then we provide global existence
results under various regularity on initial data. More precisely, we prove that there
exists a unique entropy weak solution for initial data

up(z) € L*(R) N L (R). (7)
Then, we prove that there exists at least one weak solution for initial data

uo(z) € L*(R) N LA(R). (8)
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An interesting by-product of this analysis is that it allows us to explore the depen-
dence on the well-radius . More precisely, we observe that as the well radius r goes
to zero, the entropy weak solution of (6) converges to the entropy weak solution of
the conservation law u; + (u?), = 0.

The remaining part of the paper is organized as follows: In Section 2 we give a
more detailed description of the underlying ideas which lead to the system (1) as
well as the simplified variants (2) and (3). In Section 3 we identify links between
the incompressible well-reservoir model (3) and related models known from the
literature and give some motivation for the framework we shall use to obtain well-
posedness. In particular, the notion of weak solution and entropy weak solution are
introduced. In Section 4 an existence and uniqueness result are given for solutions in
L whereas existence is proved in a L? setting in Section 5. Finally, in Section 6 we
show some numerical results and illustrate characteristic behaviour of the balance
of the local convective term and the non-local diffusive term appearing in (3).

2. Mathematical models for single-phase reservoir and well flow. In this
section we first set up relevant single-phase models for reservoir flow and well (pipe)
flow, respectively. Then, following the line of previous studies within the petroleum
science literature [25]-[27], [33]-[35], we formulate coupled well-reservoir models.
More precisely, in Section 2.1 we identify a transient reservoir model by using a
density formulation whereas in Section 2.2 we use a pressure formulation for the
same model. Then, in Section 2.3 we describe a basic well flow model (compress-
ible and incompressible). Section 2.4, 2.5, and 2.6 are devoted to a discussion of
compressible coupled well-reservoir flow models as well as incompressible variants,
corresponding to the flow models (1), (2), and (3).

2.1. Reservoir flow: Compressible fluid flow via a density formulation.
We consider the flow of a compressible single-phase fluid in a 3D reservoir. Darcy’s
law gives us

K
U= —;(Vp - 98)-

The continuity equation for flow in porous medium is given in the form

% + V- (pU) = Qumass(x, ), x € Q.

The unknown are p pressure, p density (which is a function of p), ¢ porosity, u
viscosity. Here we have also included a source term Quass(X,t) which accounts
for the mass flow through wells. These two equations may be combined to give a
dynamic equation

p _
ot
We assume that K = diag(ks, ky, k;) is a diagonal tensor. Moreover, we assume

that the the fluid has constant compressibility ¢, i.e.,the density is given by an
equation of state of the form

V- [p% (Vp - pg) + Qmass(xa t) (9)

p=p(p) = poexple(p — po)l,  c=p~'Ip/0p. (10)
In this case, since Vp = ¢pVp, we see that (9) takes the form
dgp _ K 2
Tl V- [a (Vp—cp g)} + Qmass (X, 1), x € Q. (11)
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This type of equation enters the discussion when gas expands in a porous medium
and in pressure tests used in oil production. In the following we will neglect the
gravity term (as in horizontal flow).

Let Xy (8) = (2w(8), Yw(8), 2w (s)) with s € [0, 1] (dimensionless) be a parametriza-
tion of the line I',, representing the well path with X/, (s) continuous on [0, 1]. Let
« denote the arc-length function defined by

a(s) = / X @)l du, I = Va® g 2 (12)

We assume that the length of the well path is L, i.e., a(1) = fol IX!,(s)|| ds = L.

The source term Qmass(X, t) represents a delta function singularity along the well
path I',, given by

Quanixt) = [ (e 0(x = Xula)da,  au=pav.  (13)
Ly

where §(x) is a three-dimensional Dirac function §(x) = 6(x)d(y)d(2), gm(a, t) is the

mass flow rate per unit wellbore length and ¢y («,t) the volumetric influx or eflux

rate per unit wellbore length. By this we mean that Qumass(x,t) is a distribution

with the property that

/Qmass(x, Ho(x)dx = /F am(a, t)o(Xy (@) da, (14)

for any smooth test function ¢(x). Then the line integral with respect to arc length
along T, appearing on the right hand side of (14) is evaluated as follows

/ qM(avt)sb(Xw(a))da:/ am (s, 1) p(Xow(8)) 15, (5)]| ds
w 0 (15)

:Lw/o i, 0)6(Xon(5)) ds,

if we consider a well with a straight line geometry, since | X/, (s)|| = L. In the
following we restrict ourselves to this well geometry.

Generally, the model equation (11) is subject to initial and boundary conditions
given by

p = po = p(po), at t =0, (po is the initial reservoir pressure)  (16)
0
p = pRr or 8—[) = (g, for x € 99 (17)
n

In this work we shall assume that the medium is isotropic, i.e., ky = ky = k, = k.
The corresponding density equation takes the form
o0 k(P o
ot culdx? = Oy? 022
where (x,t) = (z,y, 2,t) € Q x [0,T]. In the following we assume that 2 is a cube
of length L. It is convenient to introduce dimensionless variables in space and time
on the form [25]

= Qmass(X7 t); (18)

LT .Y .z - k t
| YT T Lcug D’ (19)
where L is the characteristic length of the reservoir domain such that our domain

of interest will have length one and D = % is a characteristic length of the
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reservoir time period. We also introduce a non-dimensional density p and mass flow
rate ¢y defined by

(s
S
=

ﬁ = = QM ) (20)
p am
where p is a characteristic density whereas gy is the characteristic mass flow rate
given by
__ total reservoir fluid mass L3¢p _ Lkp (21)
M = reservoir time - well length " D-L, Ly’
In terms of the new variables (19) and (20) the model (18) takes the following form

for p = p(x.1)

ap 0%  0%p 0% B L%cp Lo cp o def A . a
oF [85%2 D72 822} - TﬁQmass(vat) = TkﬁQmass(X7t) 1= Qmass(X, 1),
(22)
for (%,7) € Q x [0, 7] where T = L. Here we have used that
Qa5 = [ aula,03(LIx ~ Xo(@)]) da
1 LS 1 .
qM (Oé, t)(S(X - Xy (Ol)) da = Qmass (Xv t)a

ENS 2
since §(Lx) = 6(L&)6(L))5(L2) = £56(%). Moreover, in view of (14) and (15), the
meaning of the source term Quass(X, ) in (22) is

Luth 0 (o

1

Ot ti0(3) % = [ (s Do) ds. = gy = 2
in accordance with (20) and (21). In the following, if nothing else is said, we work
with the above dimensionless variables although this distinction is not expressed
explicitly in the notation.

Regarding the solution of (22) and (23), we note that generally, when smart
well systems are used (which involve a number of wells with any number of laterals
of arbitrary configuration), the source term of (22) can have a rather complicated
impact on the solution [25]. Following in the footsteps of [25]-[27], [33]-[35] we
assume that each well and lateral is represented by a line source or sink. This leads
to an integral representation of the model (22) and (23) on the form

t
po(x) — p(x,t) = / / G(x, X't — ') Qumass (X', ') dX'dt', x € Q,t €0,T],
0o JI (24)

t 1
:/ / G, X ('), — )qui(s, ') ds'dt'.
0 0

Note that in this formulation a positive mass flowrate gy represents radial inflow
and is associated with a pressure drop p < pg which leads to a corresponding drop
in density p < po.

Moreover, G is the fundamental solution of the heat equation in Q = [0, 1]® whose
specific form depend on the boundary conditions (Dirichlet or Neumann). The
integral representation above is flexible and may be applied to reservoir problems
with complex well configurations. Successful applications of this approach have
been reported by Economides et al [6] and Ouyang et al [27], see also references
therein.
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Next, we follow [9], and let G(x,x’,t —t') be the Green’s function for the heat
equation in 3D where outer boundary conditions have been neglected (i.e., the free-
space kernel is considered), given by

Ix — x'||?
[n(t — )32 P [7 At —v) ]

For short-time well-reservoir processes this seems to be a natural simplification since
it takes time before the impact from the boundaries is actuated.

By setting x = X,,(8) + ry, for s € [0,1] in (24), we note that gy (s’,t') satisfies
the integral equation

Gx,x',t—t) = t>t. (25)

t
Ap(Xoy(8) + Ty £) = / / G(Xou(5) + Tuos X' £ — 1) Qumns (X', 1) dxd,
0 I (26)

t 1
- / / G(Xos(5) + Ty Xon(5'),t — )qua(s', ) ds'd’.
0 0

Here Ap(Xy(8) + T, t) = po(Xew(8) + 1) — p(Xw(8) +ru, t) represents the change
in density at the well boundary, i.e., a radial displacement r,, away from the well
centerline I'y, described by X,, and such that this radial displacement is equal to
the wellbore radius 7, = ||ryw]|. Equation (26) is an integral equation of first kind,
Fredholm in space and Volterra in time. For later use, we observe the following
identity

ta
B(x,t;t1,1t2) :/ G(x,x' t —t')dt, t >t € [ty,ts]
h ) ) (27)
v {erf(llxxl> _ erf(llXXﬂ_
4rr||x — x| 2/t —t2 2/t — 1t
Remark 2.1. From a numerical point of view one should note that it is in general
very challenging to solve the model (22) and (23) accurately due to the delta function
singularity. For a discussion of this issue in various contexts, as well as description

of some proposed techniques for handling this problem, we refer to [20, 5, 7, 8] and
references therein.

2.2. Reservoir flow: Compressible and incompressible fluid flow via a
pressure formulation. Assuming that the compressibility is weak we may take p
outside the nabla operator on the right hand side of (9), i.e., we neglect a term on
the form %V}% (KVp). In addition, we assume the porosity is constant. Then, in
view of (10), we obtain the pressure equation

a K mass(xX
6 V- [ (Vp pg)| = LD ), (29)
where
Qvol(x,t) = / qv(a,t)o(x — Xy (a)) de. (29)

w

The two equations (9) and (28) are often used in reservoir engineering [1]. Again, we
consider the transformed variables (19) together with a non-dimensional pressure p
and volumetric flow rate ¢y defined by

ﬁ = ) qQv = —, (30)

=3
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where p is a characteristic reservoir pressure whereas ¢y is the characteristic volu-
metric flow rate given by

_ total pore volume _ L3¢ _ Lkp (31)
= - pe = Spe= ——.
WV = Leservoir time - well length b DL, b Lyp

Assuming isotropic medium and neglecting the gravitation term, the pressure equa-
tion (28) takes the form

op [9%*p  0*p  9%p1  Lu N .\ def .
E - [8@2 (9?;2 322] == ?vaol(vat) - kT]jQVOl( ) Qvol( t) (32)

where the meaning of Qo1(X, 1), in light of (14) and (15), is
! ~ S Lw,u qv
ik )X dx = [ dvis,DoXuw(s)ds, Gy = 2Pov =T (33
/Q ol(X, X = / Qv (s,t)p(Xw(s)) ds NI T (33)

Following the approach as described above for the density equation we arrive at
the following integral equation, where gv(s’,t') and p(s,t) now are non-dimensional
variables

Ap(Xuy(8) + 1y, t) / /G $) + 1y, x, t — gy (x',t") dx'dt’,

(34)
/ / )+ T, Xop ('), t — gy (s, t') ds'dt’,

where Ap(Xy (8)+Tw, t) = po(Xuw(8)+1w) —p(Xw () +1w, t) for (s,t) € [0,1]x[0,T7.
Assuming that the fluid is incompressible, the temporal term in (28) vanishes,

i.e., we have

K Qma x,t

V[ (V- pg)| = D = Quai(x, ), (35)

where Qo is given by (29). Now, we consider the transformed variables (19) (only

the spatial variables are relevant) together with a non-dimensional pressure p and

volumetric flow rate gy defined by (30) and (31). Assuming isotropic medium and

neglecting the gravitation term, the pressure equation (35) takes the form

_[32;,3 2p 0%
932 " 92 " 922

where Qyo is defined by (33). Following the approach as described above for the
density equation, we arrive at the following integral equation where qv(s’,t) and
p(s,t) now are non-dimensional variables

Ap(Xy(8) + 1, ) /G 8) + Ty, X' ) Quol (X', 1) dX’, s €[0,1],

= Quoi(%, 1), (36)

(37)
_ / C(X(5) + Ty X () (s, 2)

0
where Ap(Xy,(8) + ru, t) = po(Xuw(s) + rw) — (X (s) + 1y, t). Here the kernel G
is the Green’s function associated with the pressure equation

—Ap=4(x—Xy) (38)
in 3D. That is,
1

dr||x — x'||”

G(x,x') = (39)
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This may be seen from the fact that the heat kernel G(x,x’,¢ —t) is related to the
Green function to the Laplace equation (39), let’s denote is as K(x,x’), through
the relation (see for example [11, 31

)
K(x,x') = /oo G(x,x',t —t')dt,
0

that is, for the free-space kernel (25), as observed in (27), we get

2 1 [x — x| [x — x|
G(x,x',t —t)dt = [erf( ) erf()],
/tl ( ) Ar|jx — x/|| PN 2V

which tends to

Ty 38 (1, t2) — (0, +00).

2.3. Well flow: Compressible and incompressible fluid flow. The purpose
of this section is to present a basic well-type model for a compressible fluid as well
as the corresponding model for an incompressible fluid.

Compressible fluid. A single-phase, compressible, isothermal and unsteady well
flow model is given on the form

0¢(Apw) + Oa(Apuwu) = qu = puwav

) . (40)
Or(Appu) + 0o (Apyu®) + Adpypyw = —Apwgsind — 7,5,

where « is the arc-length variable associated with the well path T',, defined in
(12) and t is the time variable. Here p,, is the fluid density, v the fluid velocity,
Pw = P(pw) the pressure, gy mass flow rate per unit wellbore length whereas gy
represents volumetric flux per unit wellbore length. Moreover, 7, represents wall
fraction shear rate given by

1
Tw = §fpwu‘u|7

where f is the Fanning factor and A = 7r2 is the pipe cross-sectional area and

S = 271y, is the pipe perimeter for a well of radius r,,. In addition, the well model
is subject to the following initial data

p(a,0) = po(a), u(a, 0) = ug(a). (41)

Introducing a characteristic time according to (19) as well as applying (12), which
corresponds to a(s) = Ly s for s € [0, 1], we see that the model (40) can be written
as

AD
0 Apw) + 0(F=pu) = Dasy

AD AD
i (Apwu) + as(rpuﬂf) + Taspw = —ADpygsint — 7,5D,

(42)

for (s,) € [0,1] x [0, 7). In order to be consistent with the reservoir model, we here-
after neglect the gravity term and write the model on the following form (skipping
the “hat” notation)

D

B:
Ly’

Oy (pw) + 0s (apwu) = BqM7 a=

A

(43)
—1
at(ﬂwu) + 3s(apwu2) + aaspw = _Sbifpwuhl‘a
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where (s,t) € [0,1] x [0,7]. Note that A represents the well cross-sectional area
A = 7r2 where the well radius 7, is related to the non-dimensional well radius r
by r, = Lr. Next, we introduce non-dimensional variables as follows:

U P Pu L

ﬁ:fv Pw — Pw = —, qM
u p P qM

where p is the characteristic pressure introduced in (30) and p and gy are the
characteristic density and mass flow rate used in (20). The characteristic fluid
velocity u is chosen to be

(44)

1 Ly
i=-=-- 45
YTIT D (45)
where D is a characteristic time. If the well model is coupled to a time-dependent
reservoir model as described in Section 2.1 and 2.2, D is given by (19), i.e.,

L2cu¢

k )
which is a characteristic length of the time period associated with the reservoir. If
we are interested only in a steady response from the reservoir, i.e. we consider the
model (36), we may choose D as a characteristic time period associated with the
well flow dynamic. In terms of the non-dimensional variables (44), (45), and (46),
the model (43) takes the form

D =

(46)

. . 1, total well volume L,A
Ot (pw) + Os(Puwlt) = =4, V= =73
v total pore volume L3¢ (47)
. - . Ly . . p
O (put) + 0u(pu®) + hodsp = ——2 fputlil,  ho= —.
T U

Remark 2.2. A more natural non-dimensional form of the well model when we
are interested in the well-reservoir process under the whole lifespan of the reservoir,
i.e., a typical production scenario is to replace the characteristic fluid velocity (45)

with the following one

1
o= —u. 48
u=—a (48)
In terms of the corresponding non-dimensional variables, the model (43) now takes

the form
_ total well volume L, A

Vat(pAw) + 85(/310@) = qm,

V= =
total pore volume L3¢

- - . Ly ,. ..
Vat(pwu) + as(pwu2) + h()aspw = *Tfpwu|u|; hO = %

(49)

In this light it is a reasonable assumption to neglect the temporal terms of the well
model for coupled well-reservoir modeling where focus is on reservoir transients and
not the well transients, see for example [25]-[27], [33]-[35].

Incompressible fluid. We assume that the fluid is incompressible, i.e. p,, is
constant. In view of (43) we then obtain the following equations

D
Ly

_ - D
0s(au) = bgv, a= , b= "
(50)

01(u) + 0.(@0%) + ~-0.p,, = =SB fulul,

w
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In addition to the nondimensional volumetric flow rate ¢y given by (31), we in-
troduce a nondimensional fluid velocity @ and pressure p,, given by (44) and (45),
where D is a characteristic time for the well low dynamic which must be specified,
e.g. by (46). In terms of non-dimensional variables the model (50) takes the form

o - Ls 1 gL, LkpD
W= T A T L 61
N 2 A__ngA—_LLfAA -
8t(u) + 85(“ ) + hOaspw - Sb2fu‘u| - Tw u|u|’ ho o pw'l._l/z.

2.4. Coupled Well-Reservoir flow: Compressible fluid. The plan is now to
follow along the same line as [25]-[27], [33]-[35] in order to obtain coupled well-
reservoir models. In view of the density and pressure-based reservoir models (26)
and (34), it seem convenient to formulate corresponding density and pressure-based
coupled models.

Variant I. Let p,(s,t) be the fluid density associated with the well flow model
(47) whereas p(Xy(8) + o, t) is the fluid density described by the density-based
reservoir model (26) along the well path. If we assume that the fluid is entering or
leaving the wellbore through the porous pipe wall such as in open-hole horizontal
well situations, then it is reasonable that p,(s,t) and p(X,,(s) + ry,t) are linked
through the relation

def
Pu(s,t) = p(Xu(s) + ru,t) := p(s, t). (52)
This results in the following coupled well-reservoir model
1 L,A
O(p) + 9s(pu) = ;(IM7 V= LTQS
D
O (pu) + 0s(pu®) + 0. P(p) = qr,  P(p) = hopw(p),  ho = ek (53)

t 1
po — p(s,t) = / / G(Xp(8) + Ty, Xop ('), t — t)qu(s', t') ds'dt’
0 Jo

with ¢p = —f—w fpulu| and where we have assumed that initial density pg is a
constant. In this model, the density p = p(P, gum) is pointwise (locally) related to
the pressure P, whereas it is related to the mass rate gy in a non-local manner (via
a functional).

Variant II. A closely related well-reservoir model is obtained by coupling the well
model (47) with the pressure-based reservoir model (34) using the assumption

def
Pu(p(s,1)) = p(Xu(s) + ru,t) := p(s,1). (54)
Noting that (21) and (31) gives us gy = ﬁ%(jv, we get a model on the form

1 v
at(p) + &(pu) = EIOQ\U n= 13707 )
Oupw) + () + 0 P(p) = ar, () =hopu(p): b= o (5))

t el
Py — P(s,t) = hO/ / G(Xy(8) + rw, X (s"), t — gy (s',t') ds'dt,
o Jo

with ¢r = —f—“’ fpu|u| and where we have assumed that initial pressure pg is a
constant. In this formulation the pressure P = P(p,qv) is related to the density
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p in a local manner whereas its relation to the volumetric rate ¢y is non-local
(functional dependence). We note that this model corresponds to the model problem
(1) presented in Section 1.

2.5. A simplified “compressible well-incompressible reservoir” model. In
order to explore some aspects of the well-reservoir model (55), we here propose a
simplified variant by neglecting the transient response from the reservoir. In other
words, we treat the reservoir fluid as an incompressible fluid. In view of (37) and
(39) we obtain a well-reservoir model on the form

1 v L,A
8t(p)+as(pu): ;pQVa 77:}%, V= L3¢7
D
B (pu) + 05(pu®) + 8sP(p) = qr,  P(p) = hopu(p), ho = e (56)
1
Py — P(s,t) = / H"(s,8)qv(s',t)ds’,
0
where gp = fﬁ—:fpu|u| and
1
H'(s,s') = hoG(X X, (s e —
(s,8") = hoG(Xu(s) +1,Xu(s)), G(x,x') dr|[x — x| (57)

Thus, (55) becomes a hyperbolic-elliptic type of model instead of a hyperbolic-
parabolic. Next, we may seek more insight into characteristic properties of this
model by specifying a well geometry. For that purpose we assume that the well-line
is described by a straight line placed in the center of the unit box and given by

11 1 1
Xy, (s") = ([1 —s'la+ s'b, =, 7), Xy(s)+r= ([1 —sla+ sb, = +r, 7),
2°2 2 2
Tw Ly
wi r=(0,70), r T a=—,
for s,s" € [0,1] and constants @ < b in (0,1) where r is the dimensionless well
radius and the dimensionless length of the well is b—a = L,,/L. It is convenient to
introduce the dimensionless radius 7 defined by
Tw

r= 57 (59)

(58)

which implies that r» = fLT’“ = 7(b— a). We then arrive at the following expression

for the kernel H" (s, s') in (57
H"(s,8") = hoG(Xy(s) +1,X(s))
1
ho — -
4m/(b—a)2(s — §')2 + (b — a)272 (60)
Lhg 1 hoL

1
— =£ s g1 = — .
Lw 471'\/ (S — S/)Q + fQ ! / (s;s’)Q 4 1 ! 47rTLw

In order to get a better understanding of the interaction between well and reservoir
present in the model (56) we may consider the following approximation of the kernel
function H":

~—

H"(s) =& = ere” Tl =g KT (s), (61)

1 1
VEIEHT " Jexp(22s)
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for some choice of a > 0 that might depend on 7. This corresponds to the approxi-
mation

h?,a(m) — 1 ~ 1
Vexp(al(z/T)) 1+ (¢/7)?
for some ¢ > 0. For a case with ¥ = 0.001, and o = 0.2,0.5 and a = 1.0, see Fig. 1
for a comparison of these two functions. Note that the role of the parameter «
is to determine to what extent the convolution has a local effect or a more global
effect. “Small” values for a implies that the kernel h™*(z) is centered around a
larger interval of zero, see Fig. 1. “Large” values for « implies that h™%(z) is
centered around a smaller interval of zero, i.e., the convolution operator is more
localized. Regarding the approximation (61) we note that, from the point of view
of applications, we may argue that there is naturally room for various choices for the
kernel function since this represents the unknown reservoir. In fact, we are satisfied
with a kernel that are able to represent some characteristic information about the
reservoir which surrounds the well.
Next, we observe that K™%(s, s") satisfy the equation,

=g"(2), x € (—0,40),

AN2K™ — K% = 2X\§(s — s')e Mol A=

=i Q

Observing from (56), where we now make use of the approximation (61), that

_ hoL
 AnFL,

Po—P=H" *qy~ec K" *qy, €1

it follows that
N(Py— P)+ Pys = e1(NK"® — KI*) % qv
=2Xe10(s — S’)e_M‘g_s/| *qv = 2 e1qv. (62)
That is,

1 1
o 281/\ 1/\

2e
Inserting this in the continuity equation of (56) we obtain a model on the form

v ()\2(130 —P)+ PSS) - (A — BP(p) + CP(p)SS>.

1
Oep + Os(pu) = - (Ap — BpP(p) + pP(p)ss)7 £ =2e1n,
di(pu) + 0s(pu®) + 05 P(p) = g,

where A, B > 0 are given by

(63)

A= \2P,, B =)\

We note that this model corresponds to the model problem (2) mentioned in Section
1.

Remark 2.3. We may consider the above models (56) and (63) as approximative
models that still are able to give some insight into characteristic behavior possessed
by the original well-reservoir models (53) and (55). Hopefully, we should be able to
demonstrate that the simplified models are able to capture one aspect or another of
the more general ones. The simplified model may allow us to draw rigorous conclu-
sions that explain rather satisfactorily some aspects of specific physical situations
which may also be observed experimentally.
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FIGURE 1. Plot of the functions g and h for various a with r =
0.001. Left: o = 0.2. Middle: o = 0.5. Right: a = 1.0.

2.6. Coupled Well-Reservoir flow: Incompressible fluid. We take a step
further and impose another simplification in model (56) by assuming that the well
fluid is incompressible, i.e. p = p = p,, = const. In other words, we replace the
compressible well model in (56) by the incompressible well model (51) which yields
the following simplified well-reservoir model

1 1 LkpD )
Ou(w) = poav, o=, A= =w(rly)
D 1
O (u) + 05(u?) + 8P = g, P =hop, ho= ﬁ% qr = —;fu|u|a (64)
1
Py — P(s,t) = / H" (s, )qv(s',t)ds’.
0
In view of (60), we have that
. hoL 72 hoL X
H’r ! — G’r ! 65
(s,5") =y ﬁ —y e e, (s,5"), (65)
where the kernel G" is defined as
-2
Gr(s,8) = o =Y 66
(5) = = (66)

Inserting the first equation of (64) in the integral equation of (64), we get
Py — P(s,t) = /Hrss)qv(s t)ds'

_hoko " "
2L, /G s, s uSdS—E/G 5,8 Yug ds’,

where
- hok()L o ﬂ
 4wr2L,,  4pk’
Thus, the model (64) is equivalently written on the form

(67)
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5tu + 85(U2) = _asp + qr,

! (68)
Py — P(s,t) = 5/ G" (8,8 ug (s',t)ds’ = eG" * us,
0

where € and G” are given, respectively, by (67) and (66). This model corresponds to
the model problem (3)—(5), presented in Section 1 but where we now, for simplicity,
have replaced the finite domain [0, 1] by the real axis as well as neglected the friction
term gr.

Remark 2.4. The well-reservoir interaction is clearly reflected through the model
(68) which involves a balance between a local convective force and a non-local
diffusive force. By letting the permeability go to zero (i.e., the flow between well and
reservoir must also go to zero) we see from (67) that € becomes large. Consequently,
an initial disturbance in the fluid velocity, e.g. a Gaussian pulse, is quickly damped
to zero due to a strong (non-local) diffusive force, see Section 6. On the other hand,
by letting k& becomes large, the fluid is allowed to flow with low resistance between
well and reservoir. For this case, ¢ becomes small and the convective force becomes
the more dominating one.

Remark 2.5. By making use of the approximation (62) we see that the model (68)
(without friction term) takes the form

8tu—|—8s(u2) = —0,P,
/\2(P0—P)+PSS = SoUs, A= g, so = 2Xe1kg = 2)eT = 2ae.

(69)

From the first equation of (69) we formally obtain the following two equations:
Nup + A (?), + NPy =0 (70)
—Utss — (u2)sss - Psss =0.

From the second equation of (69) we also obtain the equation
—Pygs + NPy = —sgus. (71)

Summing the two equations in (70) and using (71), we arrive at the equation

us 4 (u?) s — cottgss — co(u?)sss — S11Uss = 0, 0= 33 81 = coSo = %. (72)
We may write it on the form
ur + (u?)s — Courss — 200(U2 + Utss)s = $1Uss, (73)
or the form
up + (u?)s — Cousss = 6CoUstss + 2C0Ugss + CoSoUss. (74)

Remark 2.6. We note that by letting the compressibility ¢ go to zero in the
equation of state (10) such that p — py = constant, then the model (63) formally is
reduced to the incompressible model (69), alternatively (72). It would be interesting
to explore this limit in a rigorous mathematical sense.

In the remaining part of this paper we focus exclusively on the model problem
(4)—(6). We are interested in general existence and uniqueness results that apply for
our model problem, which might be considered as a simplest possible approximation
to the more general well-reservoir model (1). In the next section we first present
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some motivation for the solution concept to be used, together with a local existence
result. Global existence results are then presented in Section 4 and 5.

3. Preliminaries. In Section 3.1 we relate our model problem to other non-local
conservation laws. This section also serves as motivation for the solution concept
introduced in Section 3.2. Finally, in Section 3.3. we also include a local existence
result.

3.1. Relation to some other models. As a first approach, it is instructive to
compare our model problem (4)—(6) with similar non-local conservation laws already
explored in the literature, however, within different contexts. Here we will mention
two of them to which it seems particularly relevant to relate our model equation.
Fellner and Schmeiser [10] studied a Burgers-Poisson type of model on the form

“+oo
Oru + 890(%112) = —0,p, p(x,t) = H(z,2 )u(z',t)de’ = H*xu, (75)

— 00

with
H(z,2') = %e*“*fﬂl. (76)
Alternatively, we may write (75) on the form
Opu + 8w(%u2) =—Hx*u, = —H, xu. (77)
Due to the fact that the kernel H(z, ') corresponds to the operator (1 —92,), (77)
can be written on the form

Ut + Uy = —Da, —Pzz + P =u. (78)

Another model which has attracted much attention more lately is the so-called
radiating gas model [28, 12, 14, 15, 16, 24, 21, 18, 30, 17, 19]. This model is obtained
by replacing p = H * u by p = —H *u, in (75). That is, we get the equation

1 too
Oru + 8w(§u2) = —0,p, p(z,t)=— H(z, 2 Yug (2',t) dr’ = —H s uy. (79)

— 00

As before, we may write (79) on the form
1
8tu+8z(§u2):Hm*uz:Hm*u:[H—é]*u:H*u—u, (80)
where  represents the Dirac delta function. Again, since the convolution kernel
H(x,2") corresponds to the operator (1 —d2,), (80) can be written on the form
Ut + UUy = —Pg, —Dzz TP = —Ug. (81)

It is instructive to observe that the three models (6), (77), and (80) can all be
written on the form

ug + f(u)y = Liu = Gy x uy, 1=1,2,3, (82)
where G;(z,2") corresponds to the following different choices

Gi(z,2") = eGl(z,2) (well reservoir),

Ga(z,2") = —H(z,2") (Burgers Poisson), (83)

G3(x,2") = Hy(x,2") (radiating gas).

The plots in Fig. 2 (compare left and right plot) show that the kernels corresponding
to the well-reservoir model and the radiating gas model, respectively, bear strong
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FIGURE 2. Plot of kernels corresponding to Left: well-reservoir
model Gp(z); Middle: Burger Poisson Ga(z), Right: radiating
gas Gs(z).

similarities. Thus, we may expect to see (at least numerically) that the two models
possess similar properties. However, as far as mathematical results are concerned
we should bear in mind that the the radiating gas model possesses a particularly
nice structure since the right hand side also can be written on the form

Lau=Gsxuy = Hpp xu=H *xu — u, H>0, /H(m)dx:L (84)
R

where the Ls operator now can be shown to be a L!'-contractive operator. This
feature strongly hang on the special form of the right hand side given by (84).

Remark 3.1. One important difference between the models (6), (77), and (80) is
that the two last ones can be written as hyperbolic-elliptic coupled systems, corre-
sponding to (78) and (81), which involve no convolution operator. In general, we
cannot expect the kernel G" involved in (6) to correspond to a differential operator.
The reformulations (78) and (81) are, for instance, explicitly used in travelling wave
analysis, see [10, 15, 16, 24].

Remark 3.2. A common feature of the above three models (6), (77), and (80),
written on the form (82) and (83), is that the right hand side can be written on
the form G; * uy = G; 5 * u. This contrasts other nonlinear dispersive models like
the Camassa-Holm and Degasperis-Proces models which involve nonlinear terms
respectively on the form H * (3u? + §(u,)?) and H x (3u?), where H is given by
(76). This makes it considerably more delicate to obtain a priori estimates for these
models, see for example [2, 3.

3.2. Solution concept. In [21] it is shown that for the radiating gas model (80)
there are initial data such that the corresponding solution to the Cauchy problems
develop discontinuities in finite time. Similarly, for the Burgers-Poisson equation
(77) numerical results indicate that the model features wave breaking in finite time
[10]. In view of the similarity between (77), (80), and (6), we may expect that the
non-local diffusion term Liu = eG%, * u appearing in (6) in general cannot prevent
shock formation. Numerical simulations in Section 6 also indicate that one must
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expect loss of regularity. Thus, it is reasonable to use weak solution concepts similar
to those that has been used for models (77) and (80).

Definition 3.1. (Weak solution) We call a function w : (0,7) x R — R a weak
solution of (6) provided
i) uwe L*>((0,T); L*(R)), and
i) Gyu + 9x(u?) + O,p = in D' ((0,T) x R), that is, V¢ € C5° ([0,T) x R) there
holds the equation

/OT/R(uath + u?0,¢ — &quﬁ) dx dt + /Ruo(:r)(ﬁ(%o) =0, (85)

where
po — p(w,t) = Gl xu = 5/ Gl (z, 2" u(z',t) da'.
R

Definition 3.2. (Entropy weak solution) We call a function u : (0,7) x R — R an
entropy weak solution of (6) provided
i) ue L>® ((0,T) xR)ynC ([O,T];Ll(R)) for any T > 0, and
ii) for any convex C? entropy 1 : R — R with corresponding entropy flux ¢ : R —
R defined by ¢'(u) = 2un’(u) there holds the inequality

Om(u) + Opq(u) +n'(w)dyp <0, in D' ((0,T) x R),
that is, V¢ € C§° ([0, T) x R), ¢ > 0, there holds the inequality

| [ (1096 + a6 ~ o/ w,p0) et + [ ntun(a))o(e,0)do > 0. (s
Ry JR R
where
po — p(w,t) =Gl xu = 5/ Gl (z, 2" u(z',t) da'.
R
In the next section we shall repeatedly apply the following well known result.

Lemma 3.1 (Young’s inequality). Suppose 1 < p,q <oc and1/r =1/p+1/q—1>
0. If feLP andg € LY, then fxg e L" and

1S gllr < 1 F1pNgllq-
Note that for the special case r = p and g = 1 we get

1/ * gllp < 1 F1lplgllr-

We also note that we have the following relations relevant for the kernel G":

o _p2 [x B x'} o r2 (\@[x — x’} — 7”) (ﬁ[m — :E/] + 7‘) (87)
’ ([w—m’]2+r2>3/2’ " ([x—x’]2+r2)5/2 |

Particularly, we observe that

/G;gJ dr =0,
R

0
IGolle =2 [ Grde=2n )

7"/\/§ 8
G, :—4/ Gl der=—= <2
Gzl == [ s
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Moreover,
2

G| poom) = G- (r/V2 ,
[P 2 (1/V?2) 573

. . 1
Gzl @) = |G (0)] = = (89)

3.3. A local existence result. Along the line of [10] we can obtain the following
local existence result for the model problem (6).

Theorem 3.1 (Local strong solution). Assume ug € H*(R) with k > 3. Then,
there exists a time T > 0 and a unique solution

we L= ((0,T); H*R)) n C ([0, T); H*L(R)) < X,

of (6).

Proof. For completeness we include the proof of this theorem. We first define a map
St as follows: for any function v € Bp, with

Bri={weX: sup [w(t)]lgrwr) < 2lluollmem}
t€[0,T

let the image St (v) be the unique solution u of
Oru + 0, (u?) = eG", * v, g, r >0, u(x,0) = up(x). (90)
Step 1. We must show that St is a mapping By — By for some choice of T' > 0.
We take the derivative 92 for av < k to (90) which yields
(O%u)s + 0% (2uuy) = eGl,, x S v.
Then we multiply with 0% and integrate in space and obtain

1 </ [6§‘u]2dx> +/6§‘(2uux)3§‘udz = 5/[G;x * 0gv]0gud. (91)
2 \Ur ¢ Jr R

The second term on the left hand side is treated as follows. First, we see that the
product rule gives

09 (2uuy) = 2000 u+2) (?) AL ud2 1y,
=1

so we have to deal with a term on the form
fe" « o a—+1 fe% - « ! a+1—1 fe%
/ 0 (2uug )0Sudx = 2/ w05 udyudr + 2/ Z (l> 0 udy udgudzr. (92)
R R RS

The first term on the right hand side of (92) is estimated as follows:

/ w2y - 0% da
R

; /Ruax ([aguF) dz

(93)

el e el 3

N

1
< §||um||L°°||“H%m <
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The second term on the right hand side of (92) is estimated as follows:

/ Z (a) AL ude T =y - 9% u dx
. !

=1

< C’Z/ |0Luds™ - 05w do < CZ 0L oS =t 12 |0 12
1=1 7R I=1 (94)

«
<D (Juallpllullze + lul el = ) 105w 22
=1

< 200D (JJull etz | )l < 2aCDlfullfra |l v,
where we have applied the following interpolation estimate [10]

105 £)(05 " 9a) 2 < D (I falleoe gl + 1L/ e llgall =) - (95)
Consequently, in view of (93) and (94), we get

< Elull e lluz L < E'[lul 3, (96)

/ 0% (2uuy) - OSude
R

by using the Sobolev imbedding result W (R) — H¥(R) for k > 3/2.
For the right hand side of (91) we get

/[G;I * 05005 u dx
R

Thus, in view of (91), (96), and (97), we get

<NGoe * 070l 2|07 ull L2 < NGoullo ol lull e (97)

d
lellzze — llull e < ellull e (lollas + lelFe),

or

d 2

gl < elllvllan + llullzn)-
For T small enough, a comparison principle shows that ||u(-,)||gx < 2|jugl|| g+ for
t €[0,T). Since u € C ([O,T]; H’“_l(R)) we may conclude that Sy : By — Br.
Step 2. We shall show that St is a contraction with respect to the topology in
C ([0,T); H*=1(R)) in the sense that

157 (v1) = Sr(v2) | -1 (my < llvr — v2llae—1(w)

for two elements vy, vy in Br. Setting u; = St(v;) for i = 1,2 and v = u3 — ug and
v = v1 — vy, we get an equation for the difference u on the form

Opu + 2udyuy + 2u20,u = Gl * v, u(z,t =0) =0.

We proceed as in the step above and apply the operator 9% and then take the
L?-scalar product with 0%u:

l1d (/ (05 u)? dm) +/ 05 (2uuy o )Ogudr + / 0% (2ugug )0 u da
2dt \ Jx A , A

(98)
= 5/[6';30 * 05 v]0su dz.
R
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Now we must deal with the following term:

/ 0% (2uuy 5)0gudr = 2/ u82‘+1u13§‘udz + 2/ Z <C;) aiuagﬁlflula;‘udm.
R R R

=1
(99)
The first term on the right hand side of (99) is estimated as follows:

/ w02y - 0% dx
R

(100)
< ullpoo lJun || gt ull e < el oo lua || g llull e < Jlun || g lullFpe-s

by choosing that o < k—1 and using the embedding L>(R) «— H*~!(R) for k > 3/2.
In other words, at this point we are forced to reduce the order of differentiation by
one. Moreover, the second term on the right hand side of (99) is estimated as
follows:

/ Z <a) A ude T =y - 9% da
. !
1=1

< 02/ |0Lude ™y - 90| do < OZ 10 udet "y || 2 ]| 0% ul| 12
=1 ”R

=1

(101)

«
< DY (ullzw lunlzoss + ullie un ol ) [0 ]
=1

< aCD(JJull llur e + el all o ) fullze-s

< 2ozCD||uH%,k_1 s || g s

where we have applied the interpolation estimate (95) in the following way

1O g, 1) (DL FV = Vg ) 2 < D (JJugel| oo lJun |l e + [fuall s Jur ol o)
with ug , = u. Consequently, in view of (100) and (101), we get

/Ra?(%ul,z) -OFudr| < Bllwll g ullf-s < 2Elluoll gxllulfpe-r. (102)
Similarly, we get

[ 0 @) - e < Blluslgs fulfyos < 2Bl el (10)

The right hand side of (98) is estimated as in (97) and we get

d

gl < e(llull s + fJoll ),

and we conclude that
[ull zrr-1 < [Jol| e

for sufficient small T, i.e., St is a strict contraction. O
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4. Global existence theory in L' N L.

Theorem 4.1 (Well-posedness in L' N L°°). Assume that (7) holds. Then there
exists an entropy weak solution to (6) in the sense of Definition 3.2. Moreover, for
any (fired) T > 0, let u,v : (0,T) x R — R be two entropy weak solutions with
initial data ug,vg € L*(R) N L*°(R), respectively. Then for any t € (0,T)

lu(-,t) —v(, t)lLr @) < Krlluo — vollL1 (), (104)
with
Kr = (1 +2eTe*7).

As a consequence, there is at most one entropy weak solution to (6). The entropy
weak solution u satisfies the following estimates for any t € (0,T):

[uC Ol ) < CL(T, [luollLr () (105)
[l )o@y < Co(r, T, [[uol| oo () luoll L2 (r))- (106)
If ug € BV (R), then u also satisfies
[uC Dl pv®) < C3(T) luoll By (r)) (107)
[ )l @) < C3(T luoll By (r))- (108)
Furthermore, for all t1,ts € [0,T),
Ju(-t2) = ul, t1) 2wy < Ca(T, [[uollLee, uollrr, luollBv)[t2 — ta. (109)

Proof. In view of Theorem 4.2, the existence result and various estimates (105)—
(109) hold for ug € BV N L' N L> whereas the stability (uniqueness) result (104)
holds for uy € L' N L>°, due to Theorem 4.3. Next, for ug € L N L' we can find a
sequence uf in BV such that uf — ug as k — oo. Then the L!-stability result im-
plies that the corresponding entropy weak solution sequence u* € L> ((0,T) x R)N
C ([0,T]; L*(R)) with initial data uf is a Cauchy sequence relatively L'(R)-norm
which yields a subsequence converging to u € L* ((0,T) x R) N C ([0,T]; L'(R)).
Clearly, u inherits the estimates (105) and (106) from u*. O

For the existence results presented below we will follow the usual procedure and
consider the following viscous approximation
Ot + 0p f(uh) = eGly xu + pulty, >0, flu) =u?,

u(z,0) = up (). (110)

4.1. Estimates. In this section we derive a priori estimates. First, we want to
bound w* in L'. For that purpose, we need to make the assumptions that

wouly € L'R), bl ) < lluollzs . (111)

Lemma 4.1 (L'-estimate). Under the assumption of (111), for each T > 0 there
is a constant C(T,||uol|1) such that the following estimates hold:

[ ()| 2y < C(T, Jluollr), (112)
fort e (0,T).

Proof. Let n € C*(R) and ¢ : R — R be such that ¢’(u) = f'(u)n’(u). Multiplying
(110) by n’(u*) and using the chain rule we arrive at

n(u)e + q(uh)e =10/ (u)eGr, * ut + pn(u!)es — p(ul)*n" (u). (113)
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Identifying n(.) with |.| (modulo an approximation argument), and then integrating
over z € R yields

d . :
G [t < [ 16n wwrldo < elGrallmllatlog < 260, (10
R R

by an application of Young’s inequality and (88). Gronwall’s lemma then gives

[ | Ly < € luol| 1 my,
which gives us (112). O
Next, we derive BV estimates. For that purpose, we need to make the assump-
tions that
uo, uy € BV (R), lug lBv®) < lluoll BV (R)- (115)

We here use standard arguments and let p be a mollifier. Then we define the
mollification of ug to be

uy = (UoXu) * Py,
where p,(z) = %p(%) and x,(z) =1 for |z| < 1/p and 0 otherwise. In particular,
we see that [|0pub |1 < i”c’huﬁ”Ll < i”UO”BV-
Lemma 4.2 (BV-estimate). Under the assumption of (115), for each T > 0 there
is a constant C (T, ||uol|sv) such that the following estimates hold:
[ @)l Bv ) < C(T |uollBv), (116)
fort e (0,T).

Proof. Let v* = wut. Differentiating (110) with respect to x yields the following
equation
D + 0, ([ (W) = eGlyp w0t bty p> 0, f(0) =0 (117)

T

Let 1 be a function n € C?(R). Multiplying (117) by n’(v*) and using the chain
rule we arrive at

N ) + (f' (W) ok n' (v")) e — f'(ut)orn" (v" vl
=1/ (V")eGh, * V" + un(v*)ae — p(vh)?n” (")

Identifying 7n(.) with |.| (modulo an approximation argument), and then integrating
over x € R yields

d T T
G [ <e [ 160 ot de < Gl I < 2200 s o

by an application of Young’s inequality and (88). Here we also have used the fact
that v*n" (v*) = 0 by an approximation argument where 7’ is an approximation to
the delta-function. Gronwall’s lemma then gives

[0 |21 ) < € [lvollr (g),
which gives us (116). O

Lemma 4.3 (L*-estimate). Under the assumption (115), for each T > 0 there is
a constant C(T, ||uo||pv) such that the following estimate hold:

[ @)l Lo (=) < C(T [[uoll By ), (118)
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fort € (0,T). Moreover, under the assumption (111) there is a constant
C(T, ||uol| Lo (r), [luollL1(r)) such that the following estimate hold:

[ (@)l oo ) < C(r, T, [luoll Loe (m) luoll 1), (119)

Proof. Estimate (118) follows directly from the estimate
(o0 < [ 10 (u0) dy < CT. o),
R

where we have applied the previous lemma. Estimate (119) follows from the maxi-
mum principle

[ut (2, )] < [lug ll Lo ) + €tl| Gy * u" || Loo (mx (0,1))-

Now we observe that
T T 1
|Gae * u(2, )] < |Gaall el (Ol 1) < ~C(T [luollzr),
in view of Lemma 4.1 and (89), from which (119) follows. O

Lemma 4.4 (BV-estimate in time). Under the assumption of (115), for eachT > 0
there is a constant C(T, ||ugl|r1, [|[uo||Bv) such that the following estimates hold:

[0 ()| L2 (r) < C(T, [Juoll L, luoll Bv) (120)
fort e (0,T).

Proof. We follow the same approach as in Lemma 4.2, where v = u}’, and we end
up with an inequality

26t||1}

o' |Lrry < e ol L1 (m)-

From this we get the estimate
185 ()| 22 (ry < € [|Deuty || 1 )

< 626t (2Hu6““Lw“azu5’”L1 —+ 2€HU6L||L1 +,uf||azxug||Ll)

In view of the comments which follow after (115), the result of the lemma follows.
O

Remark 4.1. Note that the above L> estimates (118) and (119) are not sharp
enough to ensure that we can demonstrate threshold for the breakdown of solutions
(i.e. formation of discontinuity) along the line of [21]. Such results hang on the
time independent results

i < <
min up(x) < u(2,t) < maxuo(),

whereas the estimates of Lemma 4.3 involves a constant on the form e2¢7. Numerical

results in Section 6, however, clearly indicate that discontinuities can form. This
reflects that sharper estimates than those obtained above seem to hold for the model

(6).
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4.2. Existence of BV entropy weak solutions.

Theorem 4.2 (Existence of solution in BV). Assume that ug € BV N L*. Then
there exists at least one entropy weak solution in BV to (6) which satisfies the

estimates (105)—(109).

Proof. We assume that the approximating solutions {u*},s¢ is chosen such that
(111) and (115) hold. Then, in view of the a priori estimates of Section 4.1, it
follows by standard arguments that there exists a function u € L ((0,7) x R) N
C ([0,T); L*(R)) and a sequence {y} tending to zero as k — oo such that

uf* — win Li ((0,T) x R), u* =y ae. in (0,T) X R,
and w" — wae. in C([0,T]; L (R)),

for all T > 0. Moreover, the a priori estimates in Section 4.1 imply immediately
that the limit function u satisfy the estimates (105)—(109). Finally, to show that w is
an entropy weak solution we rely on standard limit operations, see also Lemma 5.7
for relevant details. O

4.3. L'-stability and uniqueness of entropy weak solutions. Now, L! sta-
bility (and thus uniqueness) of entropy weak solutions can be shown relying on a
straightforward adaption of Kruzkov’s device of doubling the variables.

Theorem 4.3 (L! stability). Let u,v be two entropy weak solutions of (6) with
corresponding initial data ug,vo satisfying (7). Fiz any T > 0. Then

Ju(-t) = v Ol w) < Krlluo —vollpiwy, ¢ €[0,T7], (121)
with K given in Theorem 4.1.

Proof. By standard arguments it suffices to work with the entropy inequality (86)
with Kruzkov entropies/entropy fluxes given by

n(u) = Ju— k|, q(u) = sgn(u — k) (u* — k%), keR. (122)

We set Q7 = (0,T) xR, and let ¥(¢, x, s,y) be a positive C* function with compact
support. Since u,v are entropy weak solutions according to (86) with (122), we find
by standard arguments

// ('“(x’ t) = v(y, s)|(Op + Osp)+
QrxQr

sgn(u(z,t) —v(y,s)) [u(:ﬂ, t)2 —v(y, 5)2} (00 + 3y¢)> dt dx ds dy (123)

=
QrXQr

Next, we let h € C*°(Qr) be such that

(G, *ul(z,t) — (G, v](y, 5) ’¢ dt dz ds dy.

supp(h) C [-1,1], 0<h<1, / h(z)dx = 1.
R

For § > 0, define

hs(z) = %h(f),

Consider a C*°(Qr) function w with compact support, and define

t+s z+y t—s T -y
7 o s ( 5 s ( 3 ).

w5(t7xa 573}) = OJ(
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With ¢ = 15 as the choice of test function and using a standard argument which
only require that

u, v, G, * u7G;y xvU € Llloc((O,T) x R),

we can let § go to zero in (123) which gives

// |u — v|0:w + sgn(u — v) {u2 — 1)2} &Dw) dt dz

2= Jf, o

By standard arguments choosing w(z,t) = wy(t)wa(z), and letting wy tend to the
function that is identically one, we obtain

// u(z,t) xt)|w1tdtdx+5//
Qr Qr

(124)
wdtdz.

* [u — v

u(z,t) — v(z, t)]|w dtdx > 0.

(125)

Letting w1 (t) = Xx[o,4, and noting that for ¢ € (0,T)
[ 162 ) = o 0] de < Gl l-+8) = 00 Ol2ce
<2l 1) — ol D)l @),
we conclude from (125) that
¢
lu(-,t) —v( D)l w) < lluo — vollzr ) + 25/ Ju(-,7) =o)L m) dr

0

The result then follows by using Gronwall’s lemma. O

5. Global existence theory in L2. In this section we prove existence of at least
one weak solution to (6) under assumption (8) in which we are outside the BV/L*>
framework. Since no L* bound is available we can only prove that this weak solu-
tion satisfies the entropy inequality for convex C? entropies 1 possessing a bounded
second order derivative 1.

Theorem 5.1 (Existence in L?). Suppose (8) holds. Then there exists a function
u which is a weak solution of (6) in the sense of Definition 3.1. That is,

ue L>((0,7); L*(R)), for any T > 0,
which solves the Cauchy problem (6) and (8) in D'([0,T) x R).

Proof. This follows directly from the Lemmas 5.6 and 5.7. O

For the initial data we assume that
up € L*(R), (126)
and

ug S HS(R), s> 2, HUSLHLQ(]R) < ||UQHL2(R), ug — Ug in LQ(R) (127)
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5.1. Estimates.

Lemma 5.1 (energy estimate). Under the assumption of (126) and (127), for each
T > 0 there is a constant C (T, ||ug||2) such that the following estimates hold:

[ @)l 2@y < C(T) fluoll2),  Vulldeu" L2 0,m)xry < C(T) [luoll2), — (128)
fort e (0,T).

Proof. First we derive a uniform L?(R) bound for the approximate solutions. Mul-
tiplying (110) by u* and integrating in = € R, we arrive at

d |’U’H|2 2 T
— de+p [ [Ozut|*de =€ [ WG, *u"dx
dt Jg 2 R R

Applying Holder’s inequality, followed by an application of Young’s inequality gives

/ WG, w e < [0 g |G * 0 )
R

w2 T w2 ‘ul‘|2
< 2wl Grallr®) < 20w (172@) = 4 Rde'

By Gronwall’s inequality we get

Kt 2 t M2
/ |u ( )| d$+€4st/,é/ / ‘8xu,u|2 dedt < 6451‘,/ |UO| dz.
R 2 0 JR R 2

Thus, we conclude that for all T' > 0, there exists C(T, ||uo||2) such that

WOl e [ [ Tt 0R < O uola), e .1 (120
O

Next, we derive a LP estimate. That is, assume that
uo,ug € LP(R),  |lugllo) < llwollo@),  p2>1 (130)

Lemma 5.2 (LP-estimate). Under the assumption of (130), for each T > 0 there
is a constant C(T, ||luol|p) such that the following estimates hold:

[u#* ()] e ) < C(T, |uollp), (131)
fort e (0,T).

Proof. The starting point is (113), however, now we associated 7(-) with the function
| - [P. Consequently, 7/(-) = p| - [P"1sgn(-) and (114) is replaced by

d
—/ [ub|P da < ps/ |t [P~ G+ u| de. (132)

Moreover, for the right hand side of (132) we observe that setting g = |u[P~! € L
and h = |G7, «u| € L9 with p/ = p/(p — 1) and ¢’ = p the Holder inequality gives
us [ |ghl < lglly||hlly, that is,

p—1

/R|u|p_l|G;$ xul|ds < (/R |u|P ds) i (/R |G+ ul? ds)%

—1
= lull 7oy - 1Goa * ullLe(w)-

Moreover,
G * ullLe @) < llullor@) |Gl ®) < 2[ullLrw),
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by application of Young’s inequality and (88). Thus, (132) is replaced by

d
£/R|uﬂ|pdx < 2pefl I, . (133)

and Gronwall’s lemma then gives

[ 120 gy < ol ey

which gives us (131).

O
5.2. Existence of weak solutions. We shall only make use of the estimates in-
volved in Lemma 5.1 and 5.2. Along the same line as in [3] we rely on Schonbek’s
L? version [29] of the compensated compactness method [32] to obtain strong con-
vergence of a subsequence of viscosity approximations. We shall also make use of

the following lemma [22] which avoids assumption of strict convexity of the flux
function.

Lemma 5.3. Let Q2 be a bounded open subset of R, x R. Let f € C*(R) satisfy

[f@)] < Clul™, uweR, |f'(u)|<Cluf> ueR,
for some s > 0, and f"(u) # 0 a.e. in R. Then define functions I, fi, F; : R — R
as follows:

I, € C%(R), [L(w)] < |ul, |[[(u)] <2 forueR

Ly (u)] < fu]  for |u| <1,
Ii(u) =0 for |u] > 2,

and u "

f = [ H@reds A= [ R
Suppose {u, }o2, C L2t (Q) is such that the two sequences

{0eLi(un) + Oz filun) }oly, {0cfi(un) + 02 Fy(un) toiy
of distributions belong to a compact subset of H; *(Q), for each 1 > 0.

loc
Then there exists a subsequence of {un S that converges to a limit function

u € L26HD(Q) strongly in L™ (Q) for any 1 <7 < 2(s + 1).
The following lemma of Murat [23] will also be used.

Lemma 5.4. Let Q be a bounded open subset of RN, N > 2. Suppose the sequence

{L£,}52, of distributions is bounded in W—1°°(Q). Suppose also that

L, =L+ L2,
where {LL}2, lies in a compact subset of H;;}(Q) and {LL}2, lies in a bounded
subset of Muoe(Q). Then {L£,}5%, lies in a compact subset of H; ().

loc

The proof of Theorem 5.1 follows basically from the next two lemmas. First, we
have the following result.

Lemma 5.5. Assume (8) holds. Then there exists a subsequence {u**}3°, of
{u*}, >0 and a limit function u such that

ue L™ ((0,7); L*(R)) N L= ((0,T); L*(R)), VI >0 (134)

such that
u** — win LP((0,T) x R), VT >0, Vpe][l,4). (135)
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Proof. Let n : R — R be a any convex C? entropy function that is compactly
supported, and let ¢ : R — R be the corresponding entropy flux defined by ¢'(u) =
7' (u)2u. We then claim that

on(ut) + Ozq(ut) = E}L + Li, (136)
for some distributions £, and L7, that satisfy

1 : -1
L£,—0 in H((0,T) xR),

2 .. : (137)
L2 is uniformly bounded in M((0,7) x R).

Indeed, by (113) we have
M)+ g(ut o = (un(u)aa] + [ (w)e G, 0 = plult P (u!)] = £, + L5
In light of (128) we have

[ (uh)ell 20,7y x) < VN looC(T, Juoll2) — 0 as u— 0,
n” () ()| 1 0.y xry < [0 [|ooC(T, [Juol|2)?, (138)

I (u)eGry + w10,y ) < 17 lloc2eTe® ™ [Jugll 1,

where we have used the calculations in (114) for the last estimate. Thus, (136) and
(137) follow. In view of Lemma 5.4 we conclude that 9;n(u*) + 0,q(u*) is compact
in H_!((0,T) x R).

Now we want to apply this approach in combination with Lemma 5.3. First, we
observe that {u"},~0 C L*((0,T) x R)NL*((0,T) x R) (in view of Lemma 5.2) and

that
{0l (u?) + O fi(u) } im0, {Oufi(u!) + Ou Fi(u')} >0,

satisfy estimates similar to (138), thus, are compact in H, ! ((0,T) x R) for each
fixed [ > 0, by application of Lemma 5.4. Hence, the assumptions of Lemma 5.3 are
satisfied with s = 1 and we can conclude that there exists a subsequence {u**}2°
that converges to a limit function u € L?((0,T) x R) N L*((0,T) x R) strongly in
L™((0,T) x R) for any 1 < r < 4. O

Lemma 5.6 (Weak solution). Assume that (8) holds. Then the limit function u
from Lemma 5.5 is a weak solution of (6) in the sense of (85).

Proof. We only have to note multiply (110) with a test function ¢, integrate in

space and time, apply integration by parts, and then take the limit k& — co. In view
of Lemma 5.5 and the convergence result (135), it follows that

T T
/ /u"’“gf)t dmdtﬂ/ /ud)t dx dt,
o JR 0o JR
T T
/ /(u“’“)2¢$daﬁdt—>/ /u2¢wdxdt.
o JR o Jr
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For the d,p,, = —G%, * ut* term we have that

|G = (u — “)lep((o,T)xJR)

:/OT/R(/R|G;x(u“’“(a:’,t)—u(x',t))| a')” dudi
</0T/]R</R|G;x|(p1)/p
g/OT/R /|G;w1 /|G s (@ 1) — el ) do') dadi

< ||Gxa:|| a:m”Ll R)/ /|Uu {E t _'LL LU t))|p de dt

< ||Gm||L1<R)||u“k < 2P [l

(Go )P (k™ (/1) — u(:c’,t»j d:r’)p da dt
(139)

— 0,

_UHLP((O T)xR) = _u”L”((O;T)XR)

as 1 — 0 where we use that G7_ (z,z)"/P(u** (z',t) — u(2’,t)) € LP(R) and
Gr (x,2")P=D/p ¢ [p/(P=1)(R) since G7, € L'(R). Consequently,

T T
/ /G;x*u“"‘¢dxdt—>/ /G;z*u¢dxdt.
o Jr o Jr

Corollary 5.1. Assume that (8) holds. Let ut denote the viscous approxzimation
(110) used in Lemma 5.6. Then there is a limit function @ such that

O

ut — win L™ ((0,7); L*(R)), as p,r — 0, (140)
and u is a weak solution of the equation
Oy + 0, (@) = 0, a(z,0) = ug(z). (141)

Proof. All the estimates used in Lemma 5.5 are independent of the r parameter.
Thus (140) follows. In order to conclude that the limit @ is a weak solution of (141),
we only have to check the convergence of the term

/ / L kut)odadt = / /Gr*uu sPdxdt = /OT/R(G;*U”)%dxdt.

Since, for 1/p+1/q =1,

T
[ e cunos duat] 16+ Loyl ésllisgormy <y
0 R

SNGE N @y lw”[ Lo 0,7y x®) | D | La 0,7y xR)

< 2rl[uf|| e 0,7y x®) |02 || La 0,7y xR) — O, asr — 0,

by using (139) and (88).
O

Lemma 5.7 (Entropy weak solution). Assume that (8) holds. Then the limit
function u from Lemma 5.5 is an entropy weak solution of (6) in the sense that
it satisfies the entropy inequality (86) for any convex entropy n : R — R with n”
bounded and corresponding entropy fluz ¢ : R — R defined by ¢'(u) = 27 (u)u.
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Proof. Let (1, q) be as in the lemma. In view of (113) we have

N ) + q(ut)e <0/ (W*)eGhy + u' + un(u*)ee,  in D([0,T) x R). (142)
The assumptions on (7, q) imply that
()| =01 +u?),  |'wW)|=001+u), |q(u)]=0(+u’).

Consequently, in light of the convergence (135) of Lemma 5.5 we conclude that

/ / (uh*) qbtdxdt—>/ / W)on de d,
/0 /Rq(uuk)(bzdxdtﬂ/o /R(J(U)%dxdt.

By using the calculation (139), we also see that
T T
/ / 0 (W*)Gh o« utt g da dt — / / n' (w)Gh,, * ug dx dt.
o Jr 0o Jr

Corollary 5.2. Assume that (8) holds. Let ut denote the viscous approxzimation
(110) used in Lemma 5.6 with p = O(r?) for d < 2. Then there is a limit function
u such that

O

ut — win L™ ((0,7); L*(R)), asr— 0, (143)
and @ is an entropy weak solution of the equation (141) in the sense of
Om(a) + Oxq(u) <0 in D'([0,T) x R),
for (n,q) defined as in Lemma 5.7.

Proof. This follows by the same arguments as in Corollary 5.1. We only have to
check the convergence of the term

/ / (uh*)( * ute) o dx dt = / / (u"*) (G * ub*) o dx dt,

where we no longer can move one derivative over to the test function ¢ and instead
must rely on the L? estimate of u# in (128). That is,

T
‘/ /n’<uﬂk>(62*u5k)¢dxdt]
0 R

<10 | oo ®IIG * ub [ L2 0,1y xr) |91l L2 (0,7 xR)

<10 | e @GR L1 @y 1w L2 0,7y <) D]l L2 (0,7 xR)

r
<20(T, ||u0||2)7\/lTkH77/HL°°(]R”uHHLP((O,T)XR)||¢HL2((0,T)><R) — 0,
as = O(r?) with d < 2 and by using (139) with p = 2, (128), and (88).
O

6. Numerical examples. In this section we illustrate characteristic behavior of
solutions to the well-reservoir model (3)—(5) by performing some numerical experi-
ments. To solve the model we use the second order relaxed scheme [13] for the dis-
cretization of the convective flux. The pressure flux (non-local term) is discretized
in a straightforward manner as explained below.
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Discretization approach. We consider a straightforward discretization of the
model (6). That is, we consider a discrete scheme on the form

w1 T TR TN
S () =2 [ )

u. — .
1+1/2 —
g, a) (A
1 .
U1/2 = Uin, Uit1/2 = i(uz +Ui+1>7 (i=2,...,N—1), UN41/2 = Uout,

Az
where G (z, ') is given by (87). We note that G (z,z") = —G”,(z,2') and define

Fit1/z r / / Feti/z T / ’
Ai(zj) = Gp(zj,x")dx’ = — Ghi(zj,x')dx’,

i—1/2 i—1/2

where G" is given by (87). In other words
Al((ﬂj) = — (Gr(x], mi+1/2) — GT(.’E]'7 l’i_1/2)> s

and we see that we may rewrite as follows

N
At
k41 E+1 E+1 k k k _
u; —eAZAi(m] Wit sg = Uil = Uj _/\(Fj+1/2_Fj—1/2)a /\—A—m,
i=1
where F* +1/2 Tepresents the second order flux of the relaxed scheme as described in

[13]. Further algebraic manipulation gives

N-1
.\ eA EA
ui T+ Sy Daga () + > ut D) + 3%’?101\,,1/2(%)
1=2

= uf - )‘(Ff+1/2 - ng—1/2) + eMout AN () — eduinAq(zj), forj=1,...,N,
where

Dit1a(zj) = Diva(zy) — Ailz;),  Di(zy) = Aiga(x)) — Aimi ().
The resulting discrete system we solve is on the form Ax = b. Here the A matrix
is given by

A=A +Ay
with
A =T

and

Ds/o(x1) Dy(z1) ...  Dy-1(z1) Dy_1/2(x1)

Dy /o(x2) Day(z2) ...  Dn-1(z2) Dy_1/2(x2)

Ay = % : : : : :
Dsj(xn-1) D2(xzn-1) ... Dn-i(zy-1) Dy-1/2(xn-1)

D3 /o(xn) Do(zy) ... Dy-1(zn) Dy_1/2(zN)

Moreover,
X =u, b:(...,bj,...)T,

with

bj = u;“ — A(Fﬁ_l/2 — ij_l/Q) — eMout AN (25) + eAuinAq (z5).
In the following we consider as initial data a Gaussian pulse on the form
ug(x) = 5exp(—100(z — 0.5)?),

together with the boundary data ui, = uoys = 0.
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u-axis
~
o

FIGURE 3. Plot of solutions at time T = 0.02 with » = 10™*
for different choices of ¢ corresponding to e = 107, g5 = 106,
e3 = 5-10°%, g4 = 10°, and 5 = 0. Loss of regularity is seen for
e > 0.

Example 1. First, we consider an example with well radius » = 10~* and time
T = 0.02 and a grid with N = 1600 cells. We explore the behavior for a varying
diffusion parameter € which has a clear physical meaning since the parameter € given
by (5) is composed of different well and reservoir parameters, thus, representing a
balance of different forces. In Fig. 3 plots are shown for e; = 107, 5 = 106,
€3 =5-10% ¢4 = 10°, and e5 = 0. We demonstrate the steepening of the gradient,
i.e., wave breaking in finite time, for € > 0. In particular, this justifies the need for
working with weak and entropy weak solutions in the sense of Definitions 3.1 and
3.2.

u-axis

FIGURE 4. Plot of solutions at time T = 0.02 with ¢ = 10° for
various choices of well radius corresponding to r; = 1073, 7 = 0.5-
1073, and r3 = 10~*. The solution of the hyperbolic conservation
law (¢ = 0) is also included. The plots reflect convergence toward
hyperbolic conservation law as r tends to zero.

Example 2. In this example we keep the parameter ¢ fixed, ¢ = 10°. Again we
compute solutions after "= 0.02 on a grid of N = 1600 cells. In Fig. 4 we compare



672 STEINAR EVJE, KENNETH H. KARLSEN

solutions for different choices of the well radius r corresponding to r; = 1073,
ro = 0.5-1072, and r3 = 10~%. The pure hyperbolic case £ = 0 is also included
for comparison, and we observe how the solution is approaching to the hyperbolic
solution as r tends to zero.

As a final remark we note that the numerical simulations do not indicate that
|lt]loo and |lu|py increase with time with a factor e. In other words, we may
expect that sharper estimates should be possible (under some appropriate assump-
tions/modifications) similar to those that have been shown for the radiating gas
model (80).
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