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Abstract. We introduce a model for gas flow in pipeline networks based on
the isothermal Euler equations. We model the intersection of multiple pipes
by posing an additional assumption on the pressure at the interface. We give a
method to obtain solutions to the gas network problem and present numerical
results for sample networks.

1. Introduction. There has been intense research on gas networks in the past and
several models for transient flow in gas pipelines have been proposed, e.g. [20, 3, 9,
24] and publications by the Pipeline Simulation Interest Group (PSIG [19]). Nu-
merical methods have been proposed [25, 11] for simulations of the various models.
Our starting point for describing transient gas flow are the isothermal Euler equa-
tions [21, 9, 16]. Using the properties of solutions to Riemann problems for those
equations, we derive coupling conditions for intersections of multiple pipes, see be-
low. Here, we do not consider further elements of gas networks like compressors.
They will be considered in future work concentrating on optimization procedures
for gas networks.

The isothermal Euler equation is a 2x2 system of conservation laws. Recently
there has been intense research and progress in the theoretical investigations of cou-
pling conditions for such systems. For traffic flow models the first results concerning
only scalar conservation laws are due to [8, 5] and then for the 2x2 Aw–Rascle model
of traffic flow due to [10, 12]. The idea is to discuss (half-)Riemann problems at the
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intersections which are used to define solutions for a network problem. Additional
conditions have to be posed to obtain unique solutions, see again [10, 12]. For gas
dynamics we obtain the conditions by applying similar modeling as in the engineer-
ing community [18, 6, 24, 21, 9, 19] and the references therein. Alternatives to the
proposed modeling are discussed in [2] but only for a particular case not including
multiple pipe intersections, like tee fittings.

2. The Isothermal Euler equations. The isothermal Euler equations are a sim-
plification of the Euler equations. They are obtained from the isentropic equations
which in turn are derived from the Euler equations under the assumption that the
energy equation is redundant. In the isothermal Euler equations the temperature
is constant.

p =
ZRT

Mg
ρ, (1)

where p is the pressure, Z is the natural gas compressibility factor, R the universal
gas constant, T the absolute gas temperature, Mg is the gas molecular weight and
ρ the density.

For the gas networks we assume that the isothermal Euler equations govern
the dynamics inside each pipe. To keep the presentation simple, but still complex
enough to model real–world applications [17, 9, 23], we assume from here on: there
is negligible wall expansion or contraction under pressure loads; i.e. pipes have
constant cross-sectional area. All pipes have the same diameter D. The constant
a2 = ZRT/Mg, i.e., the sound speed, is the same for all pipes in the network. In all
pipes we assume steady state friction [17, 25]. The friction factor fg is calculated
using Chen’s equation [4]:

1√
fg

:= −2 log
( ε/D

3.7065
− 5.0452

NRe
log

( 1
2.8257

( ε

D

)1.1098 +
5.8506

0.8981NRe

))
(2)

where NRe is the Reynolds number NRe = ρuD/µ, µ the gas dynamic viscosity and
ε the pipeline roughness, which are again assumed to be the same for all pipes.

Finally, the equations under consideration read

∂tρj + ∂x(ρjuj) = 0, (3a)

∂t(ρj uj) + ∂x(ρj u2
j + a2ρj) = −fg

ρj uj |ρj uj |
2Dρj

. (3b)

Here, uj denotes the velocity of a gas and ρjuj(=: qj) is the flux in pipe j. The
first equation is the conservation of mass and the second states the conservation of
momentum.

We present coupling conditions for pipe–pipe intersections in the subsequent
sections. This yields a modeling of major parts of gas networks [23]. The modeling
of pipe–pipe intersections is similar to the approaches in the engineering community,
i.e., by assuming a constant and equal pressure inside each fitting, see below and [18,
6, 9]. For simplicity, we assume that friction is negligible near and inside pipe
intersections and present only inside each pipe.

3. Modeling of pipeline elements. We will use the following notation through-
out the remaining sections,

q := ρu, U :=
(

ρ
q

)
, F (U) :=

(
q

q2/ρ + a2ρ

)
. (4)
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Before we discuss a network of pipes, we introduce two main assumptions, that
simplify the discussion following:

A1. There are no vacuum states present, i.e., ρj > 0. (5)

A2. The direction of flow does not change, i.e., uj ≥ 0. (6)

Due to assumption (6) we model a network of pipes as a directed, finite graph
(J ,V) and in addition we may connect edges tending to infinity. Each edge j ∈ J
corresponds to a pipe. Each pipe j is modeled by an interval [xa

j , xb
j ]. For edges

ingoing or outgoing to the network we have xa
j = −∞ or xb

j = +∞, respectively.
Each vertex v ∈ V corresponds to an intersection of pipes. For a fixed vertex v ∈ V
we denote by δ−v (δ+

v ) the set of all indices of edges j ∈ J ingoing (outgoing) to
the vertex v. On each edge j ∈ J we assume that the dynamics is governed by the
isothermal Euler equations (3) for all x ∈ [xa

j , xb
j ] and t ∈ [0, T ] and supplemented

with initial data U0
j .

At each vertex v ∈ V we have to couple systems of the type (3) by suitable
coupling conditions. To this end we introduce ”intermediate” states at the vertex,
similar to the constructions given in [10, 12, 13, 2]. We have one intermediate state
for each connecting pipe and those states have to satisfy the coupling conditions at
the vertex. To be more precise: consider a single vertex v with ingoing pipes j ∈ δ−v
and outgoing pipes j ∈ δ+

v . Assume constant initial data U0
j given on each pipe. A

family of functions (Uj)j∈δ−v ∪δ+
v

is called a solution at the vertex, provided that Uj

is a weak entropic solution on the pipe j and (for Uj sufficiently regular)
∑

j∈δ−v

qj(xb
j−, t) =

∑

j∈δ+
v

qj(xa
j +, t) ∀t > 0. (7)

This condition resembles Kirchoff’s law and is referred to as Rankine-Hugoniot
condition at the vertex. It imposes the conservation of mass at the intersection. We
need to introduce (half-)Riemann problems and the notion of demand and supply
functions to describe solutions at pipe intersections.

At a fixed junction v ∈ V we consider the (half-)Riemann problems for a pipe j,

∂tUj + ∂xF (Uj) = 0, (8a)

Uj(x, 0) =
{

U0
j x < xb

j

Ūj x ≥ xb
j

j ∈ δ−v , (8b)

Uj(x, 0) =
{

Ūj x < xa
j

U0
j x ≥ xa

j
j ∈ δ+

v . (8c)

Note that depending on the pipe, only one of the Riemann data is defined for t = 0.
Later on, we construct a solution (Uj)j such that all generated waves have non-
positive (j ∈ δ−v ) or non-negative (j ∈ δ+

v ) speed and such that additionally the
coupling condition (7) is satisfied.

We recall some mathematical properties of the isentropic Euler equations. Both
characteristic families are genuinely nonlinear for ρj > 0. The eigenvalues are
λ1,2(U) = q/ρ ∓ a. We follow the standard theory [7] and notation: Consider a
Riemann problem for (8a,4), i.e., an Cauchy problem for (8a) with piecewise con-
stant initial data U0

j (x) having at most one discontinuity at x = 0. We consider
the wave curves in the (ρ, q)−plane. Note that the i−(Lax-)shock curve and the
i−rarefaction wave curve through a given left state Ũ do not coincide. They are
connected smoothly in Ũ up to the second derivative and sketched in Figure 1. A
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parametrization of the i-shock and i-rarefaction wave curve can be found for ex-
ample in [16]. We will refer to the composition of the i-(Lax-)shock curve and the
i−rarefaction wave curve through a given state Ũ shortly as i−wave curve. The
1−wave curve is concave and intersects {(ρ, 0) : ρ > 0} exactly once. Similarly, the
2−wave curve is convex and also intersects {(ρ, 0) : ρ > 0} exactly once. We refer
to [7, 16] for more details.
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Figure 1. 1- and 2-wave curves through the left given state Ul.

We introduce the notion of demand and supply functions similar to [12, 15] and
depending on a given (left) initial datum Ul: We consider the (convex) 1−wave curve
in the (ρ, q)-plane and define a demand function ρ → d(ρ;Ul) as an extension of the
non–decreasing part of the 1–wave curve, i.e., the curve defined by {(ρ, q) : (ρ, q)
can be connected to the left state Ul by either a 1–(Lax-)shock or a 1–rarefaction
wave }, c.f. Figure 2.

Similarly, the supply function ρ → s(ρ; Ul) is an extension to the non–increasing
part of 1–wave curve through a right state Ul. Using this notion it is possible to
define the admissible states Ūj for given left (or right) state. We refer to [2] for
details on the proofs of the following propositions.

Proposition 1. Consider an ingoing pipe j ∈ δ−v and given constant initial data
U0

j =: Ul. Denote by d(ρ; Ul) the demand function.
Then, for any given flux q∗ with

0 ≤ q∗ ≤ d(ρl;Ul), (9)

there exists a unique state Ūj =: Ur with ρr > 0 and qr = q∗ such that the (half-
)Riemann problem (8a,8b) admits a solution which is either constant or consists of
waves with negative speed only.

The state Ūj is called an admissible state for the left initial Ul.

The proof of this proposition can be obtained by considering states Ūj , ρ̄j , q̄j ≥ 0
on the 1-(Lax-)shock curve (or the 1–rarefaction curve) through Ul, which can be
connected to Ul ≡ U0

j by a wave of non–positive speed. It is easy to see, that all
those states have the property q̄j ≤ d(ρl; Ul). Furthermore, if a state Ūj is connected
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Figure 2. Demand function ρ → d(ρ;Ul) for a given left state Ul

and its 1–wave curve.

to Ul such that the associated wave is of the second family, we always obtain a non–
negative speed of this wave. Therefore, states Ūj on the 2–wave curve are not
admissible.

Proposition 2. Consider constant initial data U0
j =: Ur with ρr > 0 and qr ≥ 0

and an outgoing pipe j ∈ δ+
v .

Then the (half-)Riemann problem (8a, 8c) with Ūj =: Ul and ρl > 0, ql ≥ 0
admits either the constant solution Ul ≡ Ur or the solution is a juxtaposition of
waves of positive speed provided that

0 ≤ ql ≤ s(ρm; Um) (10)

for an arbitrary state Um ≡ (ρm, qm) with the properties

ρ̃ ≤ ρm < ∞ and (11a)
Um is either on the 2-rarefaction or (11b)
on the 2-(Lax-)shock wave curve through (right) Ur, (11c)

where ρ̃ is the zero of the function

q(ρ) := ρ
qr

ρr
+ aρ log

(
ρ

ρr

)
(12)

in the interval [ρr exp
(
− qr

ρra
− 1

)
, ρr].

The state Ūj is called admissible state for the right initial data Ur.

Here, slightly more analysis is involved due to the possibility of solutions Uj

consisting of a juxtaposition of 1– and 2–waves. Again, we refer for the details to
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[2] and recall only the basic idea: We start by assuming a given intermediate point
Um. Then, by a similar reasoning as in (1) we find points Ūj which can be connected
to the (right) state Um by a wave of the first family of non–negative speed. Those
points Ūj then have a flux q̄j ≤ s(ρm;Um), i.e., (10). To obtain admissible solutions
the intermediate points Um have to be connected to the right state Ur ≡ U0

j by a
wave of the second family, (11b,11c). There is no restriction here, since all those
waves have non–negative speed. The only crucial point is to satisfy assumption (6),
namely, all states have to have a non–negative flux: Recall that {ρ, q(ρ)} with q(ρ)
given by (11c) is a parametrization of the 2–rarefaction wave curve through the
right state Ur and therefore, condition (11a) ensures that Um has a non–negative
flux qm.

We model the intersections of pipes by defining additional coupling conditions
to (7). In [2] different possibilities were introduced and also the case aj 6= aj′ was
treated. As mentioned in Remark 3.2 [2], real–world applications usually assume
constant pressure a2ρ inside each vertex, i.e., inside each pipe–to–pipe fitting. De-
pending on the geometry, the pressure at the vertex is reduced by so–called ”minor
losses ” [6]. This can be modeled by a known pressure drop factor fext depending
on the flow and density near the intersection [18, 6]. Furthermore, the existence of
minor losses implies that in general the moment qj/ρj + a2ρj is not conserved at
the intersection. As a simplification we assume in the following that there are no
minor losses: For all j, j′ ∈ δ+

v ∪ δ−v :

A3. The pressure at the vertex is a constant, i.e., a2ρj = a2ρj′ . (13)

The simplest possible situation consist of just two pipes and constant initial data.
Let’s assume the pipes are connected at xb

1 = xa
2 . Then, the following proposition

guarantees the existence of a solution satisfying (5), (6) and (13).

Proposition 3. Consider a single intersection v with an ingoing pipe j = 1 ∈ δ−v
an outgoing pipe j = 2 ∈ δ+

v . Assume constant initial data U0
j with ρ0

j > 0 and
qj ≥ 0 for j = 1, 2. Assume that

ρ̃ ≤ ˜̃ρ, (14)
where ρ̃ is as in Proposition 2 and ˜̃ρ is the zero of the 1-(Lax-)shock wave curve
through the left state U0

1 .
Then there exists a unique solution Uj(x, t), j = 1, 2 with the following properties
1. Uj is a weak entropic solution to (8a, 4) with Uj(x, 0) = U0

j .
2. Equation (7) is satisfied for all times t > 0, i.e., q1(xb

1, t) = q2(xa
2 , t).

3. Condition (13) is satisfied for all times t > 0, i.e., a2ρ1(xb
1, t) = a2ρ2(xa

2 , t).
4. The flux at the interface q1(xb

1, t) is maximal subject to the other conditions
(1)-(3) being satisfied.

Proof. The proof is similar to Theorem 3.1 [2] but given for the sake of com-
pleteness. Due to assumption (14) there exists a unique point Um obtained as
an intersection of the following two curves in the (ρ, q)-plane: The 2–wave curve
through the right state U0

2 intersects the 1–wave curve through the left state U0
1 .

Furthermore, Um is such that ρm > 0 and qm ≥ 0. Let q̃ be the flux at the interface
defined by q̃ := min{d(ρ0

1; U
0
1 ), s(ρm; Um)}. Then, due to Proposition 1 and 2, there

exists Ū1 and Ū2 respectively, such that the solution U1 to (8a,8b) and the solution
U2 to (8a,8c) consists of waves only of negative and positive velocity, respectively:
Indeed, with the other cases being similar, we discuss the following case in detail:
Assume that q̃ = d(ρ0

1; U
0
1 ) > q0

1 . Then, Ū1 = (q̃/a, q̃). Therefore, Ū1 is connected to
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Ul := U0
1 by a 1–rarefaction wave of negative speed. Now, we turn to the outgoing

road j = 2. By assumption s(ρm;Um) ≥ q̃ and using Proposition (2) there exists
a state Ū2 such that q̄2 = q̃ and such that Ū2 can be connected to the right state
Um by a 1–wave of non–negative speed. Furthermore, by construction, Um can be
connected to Ur := U0

2 by a 2–wave of non–negative speed. Moreover, Ū2 ≡ Ū1,
since Ū2 belongs also to the 1–rarefaction wave curve through the left state U0

1 and
since both have the same flux q̃. This finally yields (13). ¤

Remark 1. For the discussion later on, we remark, that the key step in defining
Uj(x, t) is the solvability of the maximization problem (15).

max q̃ subject to (15a)
0 ≤ q̃ ≤ d(ρ0

1; U
0
1 ) and (15b)

0 ≤ q̃ ≤ s(%2
m; U2

m) and (15c)
%1 = %2, (15d)

Herein, U2
m is the intersection of the 1-wave curve through U0

1 and the 2-wave curve
through U0

2 ; %j is implicitly defined such that (%1, q̃) is admissible for the left state
U0

1 and (%2, q̃) is such that it can be connected by a 1–wave of positive speed to the
right state Um.

We can also define solutions to (8a), (4) as the restriction of the entropic solution
U∗ = (ρ∗, q∗) to the Riemann problem

U∗
t + F (U∗)x = 0, U∗(x, 0) =

{
U0

1 x < xb
1 = xa

2

U0
2 x > xb

1
. (16)

i.e. U1 := U∗ for x < xb
1 and U2 := U∗ for x > xa

2 . Both, the one given above and
the solutions according to Proposition 3, coincide provided that ρ∗(x, t) > 0 and
u∗(x, t) = q∗(x, t)/ρ∗(x, t) ≥ 0. In the case u∗ < 0 the assumption (14) is violated.
Furthermore the approach of Proposition 3 can be extended to intersections of more
than two pipes.

Remark 2. In the special situation of pipe–to–pipe fittings of Proposition 3 the
moment q2/ρ + a2ρ is conserved. However, this is not true in the case of pipe
intersections discussed below, c.f. Remark 3.

Besides pipe–to–pipe connections a typical network contains tees, as for example
depicted in Figure 3. In contrast to [2], we model multiple pipe intersections under
the assumption (13). This yields a far more complex problem and there does not
exist a solution in the general case. We present a construction for suboptimal
solutions to the problem and numerical results for pipe networks.

Figure 3. Two types of tees. The arrows indicate the direction of
the flow. The left and right are referred to as type A and B,
respectively.



48 MAPUNDI K. BANDA, MICHAEL HERTY AND AXEL KLAR

Formally, we proceed as above to define a solution for the tee type intersections:
For an intersection v of type A we set j = 1 ∈ δ−v and j = 2, 3 ∈ δ+

v and for type
B j = 1, 2 ∈ δ−v and j = 3 ∈ δ+

v , respectively. We consider constant initial data
U0

j = (ρ0
j , q

0
j ) where ρ0

j > 0 and q0
j ≥ 0 for j = 1, 2, 3. Analogous to Proposition 14

we are looking for weak entropic solutions Uj(x, t) to (8a,4) that additionally satisfy
the coupling conditions:

Definition 1. Consider a tee intersection v of type A or B, with δ±v as above and
constant initial data U0

j , j = 1, 2, 3.
A family of functions {Uj}j=1,2,3 is called solution at the tee, if for all j, Uj is

a weak entropic solution to (8a,4) and if for sufficiently regular functions Uj the
coupling conditions (7) and (13) are satisfied, i.e., the following holds ∀t > 0

∑

j∈δ−v

qj(xb
j−, t) =

∑

j∈δ+
v

qj(xa
j +, t), (17a)

a2ρi(xb
i−, t) = a2ρj(xa

j +, t) ∀i ∈ δ−v , j ∈ δ+
v . (17b)

We discuss intersections of type A first. As in the proof of Proposition 3 and in
Remark 1 we obtain a maximization problem for the flux q̃1 at the interface:

max
∑3

j=1 q̃j subject to (18a)

q̃1 := q̃2 + q̃3 ≤ d(ρ1
0; U

0
1 ) and (18b)

0 ≤ q̃j ≤ s(%j
m; U j

m) j = 2, 3 and (18c)
%2 = %3 = %1. (18d)

Since some of the formulas are implicit we discuss them in detail: Assume fixed
fluxes q̃j ∈ IR, j = 1, 2, 3 with q̃1 being less or equal to the demand d(ρ1

0;U
0
1 ) of the

incoming pipe. Then, q̃j , j = 2, 3 are such that the construction following is possible:
The state (%1, q̃1) is admissible for U0

1 , see Proposition (1) and this determines %1.
Then, by (18d), the states Ūj := (%j , q̃j), j = 2, 3 are defined. The quantities
%j

m, j = 2, 3 are defined implicitly: The (intermediate) state U j
m = (%j

m, qj
m) for

j = 2, 3 are obtained as point of intersection of the following two curves: First,
the 1–wave curve through the left state Ūj and second, the 2–wave curve through
the right state U0

2 . This point of intersection is unique, if it exists. Finally, we
assume that (18c) holds for q̃j . As seen above, it is a priori not clear for which
values of q̃j the construction above is possible. Let Q denote the set of fluxes
Q := {(q̃j)j , j = 1, 2, 3} such that (18b) - (18d) holds, i.e., the above construction
is well–defined for all points in Q. Then, in the general case, the maximization
problem (18) can have no solution, i.e., Q = ∅, or multiple solutions. Again, we
emphasize that there is no information on the structure of the set Q. However, for
any point (q̃j)j ∈ Q we can associate a weak solution {Uj}j , j = 1, 2, 3 satisfying the
coupling conditions (7) and (13): The solution U1 on the incoming pipe is obtained
as solution to (8a,8b) with Ū1 := (%1, q̃1). On each outgoing pipe j = 2, 3 we obtain
Uj as solution to (8a, 8c) with Ūj := (%j , q̃j). Then, {Uj} is a solution in the sense
of Definition 1.

Next, we give a geometrical construction for finding at least one point belonging
to the set Q :

Consider the (ρ, q)-plane and the following two curves. First, the 1−wave curve
(C1) through the left state U0

1 . Denote by ˜̃ρ the intersection point with {(ρ, 0) : ρ >
0}. Second, the curve C2 := {(ρ, q2(ρ) + q3(ρ)} where for each j = 2, 3 (ρ, qj(ρ))
belongs to either the 2-(Lax-)shock curve or to the 2-rarefaction wave curve through



GAS FLOW IN PIPELINE NETWORKS 49

the right state U0
j . C2 is a convex function and let the unique intersection point with

{(ρ, 0) : ρ > 0} be denoted as ρ̃. If ρ̃ < ˜̃ρ, then there exists a (unique) point U∗
1 =

(ρ∗, q∗1) as intersection of C1 and C2. Assume now that U∗
1 is an admissible state for

the left initial datum U0
1 . Additionally assume that for j = 2, 3 the state (ρ∗, qj(ρ∗))

is an admissible state for the right initial datum U0
j . Note that the state (ρ∗, qj(ρ∗))

belongs to the 2-wave curve through the right state U0
j . Therefore, admissibility

reduces to the condition qj(ρ∗) ≥ 0, j = 2, 3. Finally, the point (q∗1 , q2(ρ∗), q3(ρ∗)) ∈
Q. We refer to Figure 4 for an example.

Remark 3. Comparing the result of the construction with coupling conditions for
related systems, like the Aw–Rascle system of traffic flow, we see that we can not
prescribe a flux distribution. E.g. in [10, 12] it is assumed that instead of (7) the
following stronger condition holds:

qj(xa
j +, t) =

∑

i∈δ−v

αijqi(xb
i , t),

where αij are percentages of drivers coming from arc i and heading to arc j. In
contrast the final flux distribution for our gas network is here implicitly given by
the initial data and the restriction (13).

In general a weak solution in the sense of Definition 1 does not conserve the second
moment q2

j /ρj+a2ρj . Therefore it is also not a weak solution in the sense of [12, 13].
There weak solution at an intersection was introduced as follows: Consider a vertex
v ∈ V and a set j = 1, . . . ,J of smooth functions φi : [0, +∞] × [xa

j , xb
j ] → IR2

having compact support in [xa
j , xb

j ]. Let φj be smooth across each junction, i.e., for
each pipe i ∈ δ−v and each pipe j ∈ δ+

v we assume

φi(xb
i ) = φj(xa

j ), (19a)

∂xφi(xb
i ) = ∂xφj(xa

j , t). (19b)

Then a set of functions Uj = (ρj , qj), j = 1, . . . ,J is called a weak solution of (8a,4),
if and only if for all families of test functions φj with the property (19) equation
(20) holds:

J∑

j=1

∫ ∞

0

∫ xb
j

xa
j

Uj · ∂tφj + F (Uj) · ∂xφjdxdt (20a)

−
∫ xb

j

xa
j

U0
j (x) · φj(x, 0)dx = 0 (20b)

Since the solution Uj does not necessarily conserve the second moment, it is not
a solution in the sense of equation (20). Again, we emphasize that Definition 1 is
motivated by the discussions and observations of real–world gas networks [19, 21,
9, 18, 6].

We proceed in a similar way for the other tee intersection B. In this case j =
1, 2 ∈ δ−v and j = 3 ∈ δ+

v and the corresponding maximization problem reads

max
∑3

j=1 q̃j subject to (21a)

0 ≤ q̃j ≤ d(ρ0
j ;U

0
j ) j = 1, 2 and (21b)

q̃3 := q̃1 + q̃2 ≤ s(%3
m;U3

m) and (21c)
%2 = %3 = %1. (21d)
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Figure 4. Example of states U0
j for a tee intersection of type A

and example of the geometrical construction of a point in the set
Q of (18). Dashed and dotted lines are 2-wave curves through the
(right) state U0

2 and U0
3 , respectively. The solid line is the 1-wave

curve through (left) state U0
1 . The curve C1 coincides with the solid

line. The curve C2 (which is not shown), is the point wise sum of
the dashed and the dotted line as explained above. The intersection
of C2 and C1 is U∗ and the point (q∗, q∗2 , q∗3) ∈ Q. Therefore, the
data for the (half-)Riemann problems is given by Ū1 =: U∗ and
Ūj =: U∗

j , j = 2, 3, respectively. The sound speed is a = 6.

Assume fixed given fluxes q̃j , j = 1, 2, 3 satisfying (21b) and such that the following
holds. The values %j , j = 1, 2 are defined such that (%j , q̃j) are admissible for U0

j , see
Proposition (1), and satisfy (21d). By (21d), %3 = %1 and U3

m is defined implicitly
as above. We omit the further details and give again a geometrical construction for
finding at least one point (q̃j)j , j = 1, 2, 3 such that (21b-21d) holds:

Consider the following two curves in the (ρ, q)−plane. First, the curve C1 is
given by the 2-wave curve through the right state U0

3 . Second, the curve C2 is
given by the superposition of the 1-wave curve through the left state U0

1 with the
1-wave curve through the left state U0

2 , i.e., C2 := {(ρ, q1(ρ) + q2(ρ)} where for
j = 1, 2 the state (ρ, qj) belongs to the j−wave curve through U0

j . Note that C2 is a
convex curve in the (ρ, q)-plane. The point Um = (ρm, qm) of the intersection of C1

and C2 is unique, if it exists. We assume Um exists and, furthermore, we assume
ρm > 0, qm ≥ 0. If additionally the point (ρm, q1(ρm)) and the point (ρm, q2(ρm))
are admissible for the left state U0

1 and U0
2 , respectively, then (qj(ρm), qj(ρm), qm)

satisfies (21b)-(21d). As before, we can associate a solution {Uj}j in the sense of
Definition 1 to those flux values: For j = 1, 2 we solve the (half-)Riemann problems
(8a,8b) with Ūj := (ρm, qj(ρm)). By construction U∗ =: Ū3 is admissible for the
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right state U0
3 and the solution U3 to (8a,8c) is a wave of the second family only

and of positive speed. Finally, due to construction the conditions (14) and (13) are
satisfied, see Figure 5 for an example.
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Figure 5. Example of states U0
j for a tee intersection of type

B with corresponding wave curves. The intersection of C2 and
C1 is U∗. Dashed and dotted lines are 1-wave curves through the
(left) state U0

1 and U0
2 , respectively. Solid line is the 2-wave curve

through (right) state U0
3 . The data for the half-Riemann problems

are Ūj =: U∗
j for j = 1, 2 and Ū3 =: U∗. The sound speed is a = 6.

4. Numerical Results. We present results for the isothermal Euler equations with
friction inside the pipes. The friction factor is given by equation (2). As discussed
before all pipes have the same diameter D and the same sound speed a. Pipes can
be connected to other pipes by tee intersections as those in Figure 3. The governing
equations are (3) and the initial data is such that the (geometrical) constructions
of the previous section is valid.

For the numerical results we use a relaxed scheme [14]: We apply a second order
MUSCL scheme together with a second order TVD time integration scheme. Other
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approaches can be similarly applied [1]. A treatment of the source term (pipe
friction) is undertaken as discussed in [25]. The integration of the source term is
done by solving an ordinary differential equation exactly after splitting (3). In all
computations we use a space discretization of ∆x = 1/800 and a time discretization
∆t according to the CFL condition with CFL = 3/4.

Example 1: The first example is the same as discussed in Figure 4. The pipe
j = 1 is coupled by tee intersection of type A to the pipes j = 2 and j = 3 at
the points xb

1, x
a
2 and xa

3 , respectively. The discretization of the spatial domain
is such that xb

1 = 1 and xa
2 = xa

3 = 0. The initial data is as in Figure 4 given
by U0

1 = (3, 14), U0
2 = (3, 5) and U0

3 = (4, 6). The sound speed is a = 6. From
the Riemann problems we expect a 1-(Lax-)shock on pipe j = 1, a 2-(Lax-)shock
on pipe j = 2 and a 2-rarefaction wave on pipe j = 3. We give snapshots of the
densities ρj for times 0 ≤ t ≤ 3.5 and a contour plot of the fluxes qj in Figure 6.
We observe that our second order scheme captures well the shocks in both families.
The 2-rarefaction wave can be observed in the contour plots of the flux q3.
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Figure 6. Snapshots of the densities ρj (left) and contour lines of
the fluxes qj (right) for three coupled pipes at a tee intersection of
type A.

Example 2: The next example is the same as discussed in Figure 5. The pipes
j = 1 and j = 2 are coupled by a tee intersection of type B to the pipe j = 3
at the points xb

1, x
b
2 and xa

3 , respectively. The discretization of the spatial domain
is such that xb

1 = xb
2 = 1 and xa

3 = 0. The initial data is as in Figure 5 given
by U0

1 = (4, 4), U0
2 = (2, 8) and U0

3 = (2, 3). The sound speed is a = 6. From the
Riemann problems we expect a 1-rarefaction wave on pipe j = 1, a 1-(Lax-)shock on
pipe j = 2 and a 2-(Lax)-shock on pipe j = 3. We give snapshots of the densities ρj

for times 0 ≤ t ≤ 3 and a contour plot of the fluxes qj in Figure 7. We observe that
our second order scheme captures well the shocks in both families. The 1-rarefaction
wave can be observed in the contour plots of the flux q1.

Example 3. We consider a small network for five coupled pipes with three
inflows as indicated in Figure 8. We use a friction factor fg = 10−3 and the diameter
of all pipes is D = 10−1. The sound speed is a = 6, each pipe has length L = 1 and
is discretized using ∆x = 1/400.

We start with a stationary state on all pipes. Then we simulate a pressure
increase and decrease on the two vertical connected pipes labelled 2 and 4, to be
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Figure 7. Snapshots of the densities ρj (left) and on contour lines
of the fluxes qj (right) for three coupled pipes at a tee intersection
of type B.

more precise the initial profile are given by

U0
2 (x) =

{
(4 + 1

2 sin(π(2x− 1)), 2) x > 1
2

(4, 2) x < 1
2

U0
4 (x) =

{
4 + 1

2 sin(4π(x− 1
4 )), 2) 1

2 < x < 3
4

(4, 2) else

Initial conditions on pipes 1, 3, 5 are (4, 2), (4, 4), (4, 6). The inflow on U2 and U4 is
shifted to obtain a non–symmetric solution, see below. Contour plots of the pressure
pj and the flux qj for the pipes 1, 3 and 5 respectively are given in Figure 9. In
this Figure pipes 1, 2 and 3 are connected at x = 1 and pipes 3, 4 are connected at
x = 2.

We observe that the pressure is continuous through the intersections due to (13)
but the flux is not. The pressure increase and decrease on pipes 2 and 4 results in
two shock waves on the intermediate pipe 3 starting at t = 0 and t = 1. The waves
interact inside this pipe before colliding with the pipe boundaries to the right and
to the left.

Figure 8. Sample network with three inflows and one outflow pipe

Example 4. Besides pipe intersection real gas networks contain valves. We
model a valve as a pipe–to–pipe intersection with prescribed zero flux on the outgo-
ing pipe. The example is similar to [25]. We consider a system of two pipes j = 1, 2
connected at xb

1 = xa
2 = 1. The initial data is U0

1 (x) = [.15, 70] and U0
2 (x) = [.15, 0],

i.e., the valve is closed at time t = 0. The speed of sound is a = 360 and ∆x = 1/800.
We assume no friction inside the pipe. The evolution of the pressure a2ρj and the
flux are shown in Figure 10. We observe the backwards moving 1-(Lax-)shock wave
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Figure 9. Contour lines of the pressures a2ρj (left) and the flux
qj (right) for pipes j = 1, 3, 5 for network of Figure 8

with increased pressure and reduced flux. As before we observe the reasonable
resolution of the shock wave by our numerical scheme.
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Figure 10. Simulation of a closed valve at x = 1 similar to [25].
Evolution of the pressure a2ρj (top) and the flux qj (bottom) on
pipe j = 1 up to time t = 0.8.
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5. Summary. We introduced coupling conditions for the isothermal Euler equa-
tions in the case of multiple pipe connections. As necessary additional coupling
condition an equal pressure assumption is imposed. This is in accordance with typ-
ical modeling approaches for gas pipelines in the engineering literature. Under this
assumption we prove existence of solutions at a pipe–to–pipe intersection. We state
the general problem and give a geometrical construction which allows to obtain
solutions for tee intersections. We present a numerical scheme which resolves the
arising shock and rarefaction waves. In the numerical results we show, how the flow
in the pipe is affected by pressure drops and increases. Future work will concentrate
on the optimization of gas networks including compressors and valves.
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