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Abstract: Mainly addressed in this paper is the stability problem of continuous-time switched cascade nonlinear systems with time-
varying delays. A robust convergence property is proved first: If a nominal switched nonlinear system with delays is asymptotically
stable, then trajectories of corresponding perturbed system asymptotically approach origin provided that the perturbation can be upper
bounded by a function exponentially decaying to zero. Applying this property and assuming that a cascade system consists of two
separate systems, it is shown that a switched cascade nonlinear system is asymptotically stable if one separate system is exponentially
stable and the other one is asymptotically stable. Since the considered switching signals have a uniform property and thus include most

switching signals frequently encountered, our results are valid for a wide range of switched cascade systems.
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1. Introduction

Switched cascade nonlinear systems (SCNSs) combine
both features of switched systems [1-5] and cascade
systems [6-9] and are characterized by complex dynamics
and broad applications [10-12].  On this ground, a
great number of researchers have intensively investigated
dynamics, especially stability and control issues, of SCNSs,
see [13-16] and the references therein.

Consider the following SCNS with delays:

x(t) = h(T(t) (t’ X5 d(t)) ’
YO = fou 6,5, d@) + 8 (1. %1, d(D))

(1.1a)
(1.1b)

where d(t) is delay, o(¢) is a switching signal. System (1.1a)
and

YO = fou (6.3,d(D), (1.2)

are called separate systems 1 and 2 of cascade system (1.1),
respectively, and the term g, is the coupling term. Clearly,

evolution of (1.1a) is completely determined by (1.1a) itself

and it affects that of system (1.1b) via g

Lyapunov theory is a powerful and popular tool to
study stability of cascade systems [17-19]. Since cascade
systems have particular structure, a widely employed
method is composite Lyapunov function (functional) [20]
which is based on separate Lyapunov function (functional)
constructed for each separate system. This method uses an
intuitive idea: The property of a cascade system is related to
all separate systems and the coupling terms among them.

Note that (1.1b) can be viewed as perturbed system
of (1.2) with perturbation g,,. It would be desirable
that one can draw a stability conclusion for system (1.1)
from stability properties of systems (l.1a) and (1.2) and
property of perturbation g,,. Actually, several papers
have been reported on stability of delayed SCNSs using
the intuitive point of view. Suppose always that coupling
With the

assumption that system (1.2) is exponentially stable, it

term g, has a linear growth bound [21].
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was revealed that system (1.1) is exponentially stable
if and only if so is system (l.la), and that it is
asymptotically stable if so is system (1.1a) [14, 16]. These
results essentially rely on the following key observation:
For a nominal delayed switched nonlinear system being
exponentially stable, trajectories of the corresponding
perturbed system exponentially (asymptotically) decay to
origin if the perturbation can be upper bounded by a
function exponentially (asymptotically) converging to zero.
Note that many systems are asymptotically stable but not
exponentially stable since asymptotic stability is weaker
than exponential one. Therefore, it is more significant
to study the situation where the nominal systems are
asymptotically stable. Recently, it was proposed in Ref. [22]
that for a nominal discrete-time switched system being
asymptotically stable, trajectories of the corresponding
perturbed system asymptotically converge to zero if the
perturbation exponentially approaches zero. Based on
this fact and with assumption that separate system 2 is
asymptotically stable, it was shown that a discrete-time
SCNS is asymptotically stable if separate system 1 is

exponentially stable [22].

Our motivations are as follows: (i) The key assumption
in Ref. [14] is that separate system 2 is exponentially
stable. The stability property keeps unknown in the situation
where separate system 2 is asymptotically stable and will
be investigated in the present paper. (ii) Explore the robust
convergence of an asymptotically stable nominal system
with perturbations. Since asymptotic stability is much
weaker than exponential one, the issue discussed here is of
more importance than that in [14]. (iii) Provide a counterpart
of Ref. [22] for continuous-time SCNSs, which is more

challenging.

The main contribution lies in three aspects: (i) The
concept of uniform switching signals is proposed, which
makes main results in the present paper applicable to many
classes of switched systems. (ii) It is shown that, with
the assumption that the nominal delayed switched nonlinear
system is asymptotically stable, trajectories of the perturbed
system asymptotically approach zero if the perturbation can
be upper bounded by an exponentially decaying function.
(iii)) Some sufficient asymptotic stability conditions are
presented for continuous-time delayed SCNSs.  These
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results can be applied to stability analysis and controller
design for SCNSs in a decomposition way.

The rest is organized as follows. Preliminaries are
presented in Section 2. Convergence property of delayed
switched nonlinear systems subject to perturbations is
discussed in Subsection 3.1, and stability conditions of
SCNSs are proposed in Subsection 3.2. A numerical
example is provided in Section 4. Finally, Section 5
concludes this paper.

Notation. R is the set of n X m-dimensional real matrices
and R" = R™! Ry, = [0,00) and R, = (0,00). Ny =
{0,1,2,...}and N = {1,2,...}. AT is the transpose of matrix
A. Given vectors x, y, col (x,y) = [xTyT]T. For a fixed real
number a, [a] is the minimum integer greater than or equal
to a and |q] is its absolute value. ||x||, = max {|x|,...,|x,|}
is the [, norm of x € R” and is denoted by |lx|l. For
any continuous function x (s) on [—d, a) with scalars a >
0, d > 0 and any t € [0,a), x; denotes a continuous
function on [f — d, t] defined by x; () = x (¢ + 6) for each
6 € [=d.0]. |lxll = sup,_yeoc (). C([a,b].R") is the
set of continuous functions from interval [a, b] to R”, and
Cy([a,b] ., R") = {x € C([a,b],R") : ||x|| < 9} with ¢ > 0.
Let k € (0,00]. A continuous function « : [0,x) — [0, )
belongs to class K if it is strictly increasing and a(0) = 0,
and a continuous function 8 : [0,k) X [0,00) — [0, )
belongs to class KL, if for each fixed s, 8(r, s) belongs to
class K with respect to r, and for each fixed r, B(r,s) is
decreasing with respect to s and S(r,s) — 0 as s — oo
[21]. Throughout this paper, the dimensions of matrices
and vectors will not be explicitly mentioned if clear from

context.
2. Preliminaries

Consider the following switched nonlinear system:

x(t) :fo'([)(t’ X, d(t))a > tO’
x(t) =p(1), 1€ [to—d, 1],

2.1)

where 1y > 0, x(¢) € R”" is the state, o : [tp, ) — {1,...,m}
is a switching signal with m being the number of subsystems
and is piecewise constant and continuous from the right. It
is assumed in the sequel that o~ is with switching sequence

{t:}2o. d(@) = col(d(),...,d,(1)) € D, £ [di1,di2] X -+ X
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[d,1,dy>], where dp > d;iy > 0,Yi € {1,...,t}, and d;(¢) €
[di1,dp] is piecewise continuous [23]. d = i erqul,a.l.).i] {d»}. For
each [ € {1,...,m}, f, maps [tyg, ) X C([-d,0] ,R") x D,
into R". ¢ € C([tp —d,t],R") is an initial vector-valued
function.

Remark 2.1. By definition, x; has implicitly included the
information of d(¢) since x;(0) = x(t+0),Y¥0 € [-d,O0].
Thus, the parameter d(¢) in system (2.1) is somewhat
redundant in some sense. However, due to the fact that
several vectors of delays will be introduced in Subsection
3.2, we prefer to write d(¢) explicitly in order to distinguish
them. The vector d(¢) can describe multiple delays including
constant, time-varying, distributed, and interval ones [23].

The following assumption is made for system (2.1).

Assumption 2.1. f;(-,0,) = 0.
[t9, 00) X C([-d, 0] ,R") x D, and is (locally) Lipschitz in the

second argument, uniformly in [#, c0)XD,, that is, there exist

f; is continuous on

positive scalars L, ¢ such that

£ Cox.) = £1Coy. || < Ll = yll. V. y € Co([-d. 0] . R™).

2.2)

Note that f; is globally Lipschitz if ¢ = co.
There are many kinds of switching signals in literature
To

motivate our new concept, let us recall some kinds of

which play a fundamental role on system dynamics.

familiar switching signals in literature.

1. Periodically switching signals: There exists a scalar « >
0 such that o (t + k) =
implies that o (t + k) = o (¢), YVt > 1y + ¢ with ¢ > 0.

of finite

finite

o(t),¥t > ty, which clearly

2. Switching signals having property

discontinuities on finite interval: o has
discontinuities on any finite interval contained in
[#p, o). Clearly, o also has finite discontinuities on any

finite interval contained in [#y + ¢, 00) with ¢ > 0.

Now introduce the concept of uniform switching
signal which includes most switching signals frequently
encountered in literature.

Definition 2.1. (Uniform switching signals) A switching
property P is said to uniform (with respect to #) if P is valid
on [t + ¢, o0) for any ¢ > 0. A switching signal o satisfying
a uniform property P is said to be a uniform one (with P).
The set S(P) = {o : o has uniform property P} is said to be

uniform with P.
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One can easily check the following properties are
uniform. (i). Property satisfying average dwell time
constraint: There exist positive numbers Ny and 7, such
that N, (T, 1) < Ny + TT—:’ with N, (T, t) being the switching
number of o on the open interval (¢,7),YT > t > ty [24].
(ii).

actually a special case of (i) with Ny =

Property satisfying dwell time constraint (which is
1 [24, page 58]).
(iii). Fast switching property [25,26]. (iv). Homogeneous
Markov switching property [27]. (v). Property satisfying
mode-dependent average dwell time constraint [28].

In the sequel, it is always assumed that the underlying set
S is uniform with certain given P. Since we do not discuss
any specific P, P will not be mentioned explicitly. Moreover,
when speaking of “a switched system has some dynamic
property”, we mean that the property holds for any o € S.

It is worth noting that there may exist some relationship
between different uniform P’s and that for a given switched
system with specified subsystems, its dynamic property may
vary with P. If P; is “arbitrary switching” and P, has a dwell
time 74, then it may occur that a system is asymptotically
stable over S(P,) but diverges over S(P;). Conversely, if
a system is asymptotically stable over S(P;) then it is also
asymptotically stable over S(P,) since S(P;) C S(Py).

Though most switching signals possess uniformity, there
do exist exceptions one of which is the so-called Zeno
behavior admitting an infinite number of switches in a finite
interval [29].

To make notation concise, from now on we denote the
solution to (2.1) by x(t;¢) rather than x(#;79,¢) with
starting time fy and initial function ¢ defined on [#) — d, 1],
since t is indicated by ¢. x. is the solution to (2.1) on
interval [c¢ — d, c] for ¢ > ty. This convention will be applied
to systems (3.1) and (3.40) without further statement.
Definition 2.2. ( [30]) Given a set of switching signals
S. System (2.1) is locally uniformly exponentially stable
(LUES) if there exist positive scalars «,y,d satisfying
e (@l < aexp(=y(—to)llell,Yio = 0,1 > 1o, llell <
6,d(t) € D,,o € S; if 6 can be arbitrarily large, then it
is globally uniformly exponentially stable (GUES). (2.1)
is locally uniformly asymptotically stable (LUAS) if there
exists a function S of class KL and a scalar § such that
lx (@l < Bigll .t —10),Yig 2 0,1 > 1o, llgll < 6,d(7) €
D,,o € S; if ¢ can be arbitrarily large, then it is globally
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uniformly asymptotically stable (GUAS). The scalar ¢ is

called the radius of attraction if (2.1) is LUES or LUAS.
Now introduce the following lemma:

Let (2.1) be GUAS, that is, there exists a

function B € KL satisfying x (1 @)l < BAl@ll, 1 — 10) ¥t >

to. Fix positive scalars a,b,v satisfying a < b. Then there

Lemma 2.1.

exists a scalar T > 0 such that B(|lel| .t —ty) < vl and
llx @ @l < vilgll, Yt > 1o+ 7,a < lol| < b.

Proof. Fix a,b,v. Since (2.1) is GUAS, there exists
B € KL such that |lx (o)l < Blell, 1 —1).
by contradiction that for any 7 > 0, there exists a pair
(¢, c) with a < |l¢|]l < b and ¢ > 7 such that B(|l¢ll,c) >

vliell.
T = fty,limTt; = oo, and there exists a sequence of
[—00

Suppose

Take an increasing positive sequence {7;};2, with

pairs {(¢;, c;)}i, satisfying a < ||gf| < b7 < ¢ and
Blledl.c) > viel. e <

1im,8(||<pi||,ci) > v|l¢ll = va > 0, contradicting the fact
[—00

b means limgB(b,c;) =

lim B (b,c;) = 0. Therefore, there necessarily exists 7 > 0
satisfying (lgll, £ - 1) < vllgll, Ve > 1o+ 7, < ligll < b.
Since ||lx (; @)l < B(lell, t — 1), it is clear that ||x (£; @)|| <
vigll, Yt = to+1,a <|lpll < b. O

A similar proof immediately yields the next corollary:
Corollary 2.1. Assume that (2.1) is LUAS with radius of
attraction 8, that is, there exists a function 8 € KL satisfying
llx @@l < Blell, 2 —10),Yt > 1o, llgll < 6. Fix positive
scalars a, b, v such that a < b < 8. Then there exists a scalar
7> 0 such that B(llell . 1 — t0) < vllell and |lx (1; @)l < vl
Ve>ty+T1,a <l <0

3. Main results

This section first investigates the convergence of delayed
switched systems with perturbations, and then analyzes

stability of switched cascade systems with delays.

3.1. Convergence analysis of perturbed switched systems
Consider the following perturbed system of (2.1)

y(t) = f(r(t) (t’yz’ d(t)) + ll(t),
y(@0) = (1),

t = ty,
3.1
t€[to—d,nl,

with u(f) being perturbation. The next assumption is always

imposed on u(r):
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Assumption 3.1. |[u(?)|| < a;exp (—y; (t —1y)), ¥Vt > 1o, for
some a1 > 0,y > 0.

The following lemma estimates the error between the
trajectories of (2.1) and (3.1) with the assumption that both
systems are with a same initial function.

Lemma 3.1. Assume that systems (2.1) and (3.1) evolve
from ¢ > ty and are with a same initial function ¢ defined on
[c —d,c]. Let x(t; §), y(t; §) be solutions to (2.1) and (3.1),

respectively. Define

e(t;c) =y(t:¢) — x(t:9).c; =c+ 5, i €Ny,
llull; = sup,,_ <s<c, {lle(Il},  i€N.
The following statements hold:

1. Suppose that Assumption 2.1 holds with ¥ = co. Then
1O
lle(; ol < T ;2“1 lleelly . 2 € [cim1, i), i €N (3.2)
2. Suppose that Assumption 2.1 holds with ¢ € R,. If
x5,y, € Co([-d,0],R") hold for any s € [c,t], then
(3.2) is true.

Proof. Item 2 is exactly [14, Lemma 7], and Item 1 naturally
holds for ¥ = 0. O

Note that the above lemma provides an estimate of
difference between solutions to (2.1) and (3.1) on [c;_1, ¢;),
which is completely determined by perturbation u(¢) and is
not affected by initial condition. Item 1 is a global version
and Item 2 is a local one.

Define

2M/LT _ 1
L

(3.3)

u@) = a.

Clearly, u(f) monotonically increases. It follows from

(3.2) that

[(t—0)/L]
leoll < 7 > 2 sup fu(s)l

=1 Cc<s<t

2f-0/L1 _ |
= sup [lu(s)Il,

L c<s<t

which, by Assumption 3.1, further means that

le(r; Ol < p(t —c)exp(=y1(c—10)), tzc.  (3.4)
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The identity y (¢; ) = y(t;y,) clearly holds for t > ¢ >
tg. If (2.1) is GUAS, then there exists a 8 € KL satisfying
llx (@ @)ll < Bllgll . 1 — 10) , Yo > 0,1 > 1o, and thus

Iy @@ =y @5y,
<l (53| + lle; o)l
Sﬂmhwf—d+ﬂdudmtza

Hence,

(3.5)
(3.6)

Iy @l < ||x x| +lle ol t>c,
ly @ @)l < B(|lyc]|.0) + llet: ol 12,

(3.5) and (3.6), together with (3.4), indicate that

Iy (@ < [|x (53| + 1t = ) exp (—y1 (c — 1)),

t>c, (3.7)
lly & @)l < B(|[yc]| - 0) + e = ) exp (=1 (c = 1)) »
t>c. (3.8)

Fix ¢ in Assumption 2.1. If (2.1) is LUAS with the radius
of attraction § and if ”yg” < min{,9} for s € [c,t], then
(3.5)-(3.8) also hold.

Lemma 3.2. Fix a uniform S'. Suppose that system (2.1)
is LUAS. Then the solution to system (3.1) is bounded on
[fo, 00) with ||| < 61, a1 < 61 for some ;.

Proof. The importance of uniformity of S is demonstrated
first.

(3.1) over given set S and will exploit evolution of

We are concerned with the dynamics of system

system (2.1) with different starting time ¢ > fy and
Define S, =

Since S is uniform with

initial function y, defined on [c —d,c].
{o:[c,00) > {1,...,m},0 €S}
given uniform P, S, is necessarily uniform with P. System
(2.1) is LUAS implies that there exists a constant £ > 0 and a
function 8 € KL such that ||x (t; @)|| < B(lell .t — t0), Yty =
0,1 > 1o, |||l < &, where ¢ € C([typ — d, tp] , R"). It also holds
that [lx ()l < BIgll.1—c),Ye > to,1 = ¢,|Igll < & with
¢ € C([c —d,c],R") since both S and S, are uniform with
P.

B € KL implies existence of 7 > 0 such that

B(e,t—1) <0.5e, Vt>r1y+r1. 3.9)

iHere we drop the uniform property P from S(P). In the sequel,
S(P) will also be denoted by S.

Mathematical Modelling and Control

0.5Le
2M(+d)/L1 1

Let ¢ =
@, a; satisty ||| < &1, @1 < 61. By definition of u(z),

and take 0, = min {g, {}. Suppose that

u(t+d) <0.5e. (3.10)
Inequality (3.7) with ¢ = #; indicates that
lly (& @I <llx (#; @)l + p(r — t0)
y ;e pll+u 0 G.11)

<B(S1,t—to) + ut —tp), t=to,

(3.9) and the definition of 6; mean that 8(d,7 —fy) <
B (e, t —ty), which, together with (3.10), (3.11), and the

monotonicity of u, gives the following estimate:

lly (@)l <B(e,t—1ty)+05e<e telty+T1,to+T7+d].

(3.12)
By (3.7),

lly (t; @)l < ”x (t;yt0+-r+d)“

+ult—ty—1—-dexp(—y (r+d), G.13)

t>ty+T1+d.

The consequence of (3.12) is ||y,0+T+dH < &. Clearly,
exp (—y1 (t + d)) < 1. Therefore, (3.13) implies that

lly @@l <B(e.t =10 —7—d) + (7 + d)

<eg, te[tg+2t+d, ty+ 27+ 2d].

(3.14)

Following a similar process, one can show that for any

i € Ny, the following inequality holds:

lly (r; 0l < &,
teto+ A+ Dr+id, to+(+ D7+ G+ 1)d]. (3.15)

By (3.8) and (3.15), it is not difficult to see that

lly & @I < B(Vigsiriall - 0)
+ u(t — ty — it — id) exp (—y; (it + id))

<B(&,0) + u(t + dyexp (—y; (it + id)) (3.16)
<B(&,0)+0.5¢,

telty+it+id, to+(+ 1)+ (i+ 1)d],i € Ny.

In a word, if ||¢]| < 61, @ < d;, then
lly (5; @)l < B(g,0) +0.5¢, t=t. (3.17)
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The proof is completed. O

We are in a position to present the following result which
shows that the solution to system (3.1) approaches zero
asymptotically provided that system (2.1) is LUAS.
Theorem 3.1. Fix a uniform S and consider system (3.1).
Suppose that system (2.1) is LUAS and that Assumption 2.1
holds. Then there exists a B € KL and a scalar 6, > 0 such
that

lyt ol <B@O,t—15), Vt>ty, tg >0, (3.18)

for any |lgl| < 61,6 < 61, where 6 = max {|l¢@||, a1 }.
Proof. Since system (2.1) is LUAS, there exists a 8 € KL
and ¢ such that Assumption 2.1 is satisfied and that

Yt =19, 1o 20, ]l¢ll < 9.
(3.19)

e (& @)l < Blgll . 7 = 10) »

It is easy to see that there exists a unique constant € > 0
such that 8 (g,0)+0.5¢ = ¢. According to (3.17) and Lemma
3.2, one can fix 6; > 0 such that

ly @l <9, Vi1, llgll < 61,01 <61, (3.20)

which means that 6 = SUPyycs, 41<6,.20 Y GO < D

exists. Fix ¢, with |l¢|| < 65,1 < 6; and let § =

max {|l¢ll, @1}. Thus,

ly (@)l < 6, Yt > 1. (3.21)

Since 8 (g, 0)+0.55¢> = 0if g = 0 and 8 (5¢, 0)+0.564" is
strictly increasing with respect to g, we can pick the unique
g € (0, 1) satisfying B (6¢, 0)+0.56¢g° = & (note that 8 (5, 0) >
0).

By Corollary 2.1, there exists a positive increasing

sequence {7;}:>, such that

Ytp >0, t >ty + 7}, 5qi <s< 6qH,
(3.22)

B(s,t—1) <0.5gs,

which further means

Vip >0, t >ty +71;, s < 5(,]"_1,
(3.23)

B (s, t—tg) < 0.564",

Denote u; = u(t; + d) with u defined in (3.3). Choose
a; > O satisfying p;0 exp (—a;y1) < 0.56q. Note that such an

Mathematical Modelling and Control

a; does exist, since 1, 6,y1,6 and g are all known positive
constants. Then, pick the minimal »; € N and a, > 0 such
that w0exp (—axy)) < 0.56¢%> and a» = a; + by (11 + d).
Construct in the same manner a positive sequence {a;};-, and
a positive integer sequence {b;};-; which are minimal in the

sense that a;(i > 1), b;(i > 1) are minimal values satisfying

ieN.
(3.24)

wibexp (—aiy1) < 0.55¢', a1 = a; +b;(r; +d),

Note that a;, b; are independent of #). The following

symbols will be used repeatedly.

ci =1y +a, a; =a,~+l(‘r,~+d), (o =t0+a,~,,

iEN,le{Oala--~9bi}

_ (3.25)
]Iil = [CiH > Ciz] ’li, = [CiH > Cip — d] P I[i/ = [Ci, -d, Cil] s
ieN,le{l,...,b}.
It is clear that
iy = aj, Aj,. = Ajs1, Cig = Cj, Gy, = Cix1, 1 € N
Taking ¢ = ¢;,_,, it follows form (3.4) that
”e(t; Cilfl)” < :u(t - C,‘H)CXP (_71 (ciH - tO)) P (326)

tel,, ieN,lefl,....b}.

Since u(s) is increasing in s, it holds that u(t — ¢; ) <
wci, —ci) = pu(ri +d) = u;, ¥t € I;,. This, together with
(3.26), implies that

lle(t: i )| < piexp (=1 (cir, —10)) = piexp (=ai 7).

tel,, ieN,lefl,...,b}.

By definition of a;, in (3.25), a; = a;, < a;, < -+ < Qi -

The above inequality means that

et ci || < piexp(-aiy), tel, ieN,lefl,...,b},

which, by considering the inequality in (3.24), results in
lle (s ci)|| < 0.56¢', tel, ieNle(l,....b}. (3.27)
First prove that

(3.28)

ly ol <dq, t€l, .
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Condition (3.21) clearly means that

yell <o ien. (3.29)

By the definition of 7y, it holds that B(s,t—1) <
0.5gs,t > ty + 71,0q < s < 6. This inequality, combining
(3.27) (with i = [ = 1), (3.29) (with i = 1), and (3.5), yields
that

Iy (@)l < 0.5g ]|y, || + 0.56g < 6q, ¢, —d <t<cy,.

(3.30)
If by = 1 then (3.28) holds; otherwise suppose that
lly (@)l < 0q(t € 1)) with I € {1,...,b; —1}. (3.7) and

(with ¢ = ¢1,) and (3.27) and (with i = 1,/ = [ + 1) imply
that

yc]’ "t_ C],) +056q < 5q,t € EIHI’

Iy @ o) < 5

By induction, |y (t;@)|| < 6g,t € I;,,, holds for any [ €
{1,...,b;}. Therefore (3.28) is true.
Now show that for i € N\ {1}, it holds that

Iy ()l < B (641, 0) +056¢", ¢ <1< iy (33D)

ly (ol <6q', tel,. (3.32)

Consider (3.31) and (3.32) for the case i = 2.

condition (3.28) and the definitions of by, ¢,, we have

By

ly 5@l < B(|[ve,]| . £ = c2) + 0.5¢%

(3.33)
< B(gé,t - c2) +0.5¢%6,

tEI[zl.

By the definition of 7, and considering (3.23) (with i = 2),
(3.33) further means that

ly (: @Il < B (g6, 72) + 0.5¢°6

(3.34)
< 0.56¢° + 0.56¢° = 6¢°,

te EZ] .
If b, = 1, then (3.31) and (3.32) hold for i = 2. Otherwise,
following a reasoning similar to the process from (3.33) to

(3.34), and using the mathematical induction principle, it
yields that

by @@ < B[, [ = o) + 0.5562,
teb, le{l,....b), (3.35)
ly oIl < g5, tely, lefl,....b}. (3.36)
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Since S is decreasing in the second argument, (3.35) and
(3.36) respectively imply that (3.31) and (3.32) hold for i =
2. Moreover, in a very similar manner proving the case i = 2,
it is straightforward to verify that (3.31) and (3.32) hold for
i + 1 provided that they hold for i > 2. Therefore, by the
mathematical induction principle, (3.31) and (3.32) hold for
any i € N\ {1}.

Conditions (3.21), (3.31) and the fact 8 (8¢, 0)+0.56¢> = &
produce that

lly (; @Il < 6,1 € [10, 2],
lly (@Il < B(3¢™",0) +0.55¢", 1 € (ciy cival i € N\ {1},

(3.37)
Fix a scalar € > 0 and introduce
O+ €0, t€[0,az],
B©.0)=18(647",0) + 055 + eO)g', 1€ (arainl,
ie N\ {1}.
(3.38)

Since 6 = SUP|ii<t,a1 <0,1>10 {lly (; @)II}, & is increasing in
6. Fix 0 < 6, < 6,,t > 0. If r € [0,a;], then
B(6,1) —B(8),1) > b, — €6, > 0; if t € (a;,a;,,] for some
i € N\ {1}, then B8(6,,1) — B(6;,1) > O also holds. That
is, B(6,1) strictly monotonically increases in 6. Moreover,
B3 (6, 1) monotonically decreases in ¢, and approaches zero as
t — oo. Therefore, 5 belongs to KL and is independent of
to.

(3.37) and (3.38) indicate that |ly (t; @)|| < B (8,1 — t). The

proof is completed. O

It seems that the constraint ||u(?)|| < a; exp (—y; (t — 1))
in Assumption 3.1 is too restrictive. Actually, in our context,
if |lu(?)|| is upper bounded by a function asymptotically
then the
perturbed system may diverge, as indicated in the next

rather than exponentially decaying to zero,

example.

Example 3.1. Consider the following scalar system:

i) = a@®)x (1), (3.39a)
(@) = a@®)y @) + u(?). (3.39b)
Let a(t) = In05 < O,u(r) = 1 fort € [0,1),

at) = —0.6In0.5 > 0 for ¢ € [1,2),a(t) = In0.5 for
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t € [2,3),u(t) = 06 for t € [1,3). Define for i €
N\ {1} the interval Q; = [Zi— 1,20+ — 1) and u(t) =
0.6',Vt € Q;. Thus, u(¢)y —» 0 ast — 0. Note that
u(t) does not satisfy Assumption 3.1. Further define Q; =
[27+1-1.27+1),vi e {0.1,....,2" — 1}. a(@) is defined on
Q;,i > 2, in the following way:

-0.6In0.5, 1€,
a() ={In0.5, tEQi,,l€{1,3,,,,,2i_1},
~In05,  reQ;le{23,...,2-2}.

It is not difficult to show that (3.39a) is asymptotically
rather than exponentially stable and that (3.39b) diverges.

This fact is shown in Figure 1.

10

z(t)
y(®)

0 10 20 30 40 50 60
t

Figure 1. Solution to (3.39) with initial function

one.

3.2. Stability of SCNSs with delays

Consider the following cascade system

2(t) = Foiy (620 d®), 1210, (3.40a)

y(t) = f(r(t) (t’yts d(t)) + go-(z) (t’ Xy t_i(l‘)) s t2 tO,
(3.40b)

col (x(0),y(1) = (1), te€lty—d, 1],

where x(¢) € R™,y(f) € R™, and ¢ = col(¢,,¢,), which
means that for each 7 € [ty — d, fp], @(£) = col (p,(1), p,(1))
with @,(#) € R™,p,(r) € R™. d(0),d(r),d(r) are different
delay vectors, and d is upper bound of all delays. (3.40a)
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and
V(1) = fow (.3, d(D)),
y S (t)( i ) (341)
y(t) = ¢2(t)’t € [tO - d7 t()] >

are two separate systems of system (3.40), and

&0 (t, X;, c_l(t)) in (3.40b) is the coupling term. Note
that the state of system (3.40) is col (x(¢), y(¥)). As usual, it
is assumed that]",(-,O, )=0,f,¢,0,)=0,le{l,...,m}.
Assumption 3.2. There exist two positive scalars L, ¢ such
that

g x| < LIIxll, Vx € Co(1-d, 01, R™).  (3.42)

The following result is a consequence of Theorem 3.1.
Theorem 3.2. Fix a uniform S. Suppose that Assumption
3.2 holds with 9 € R, and that f,, f, are continuous and
are locally Lipschitz in the second argument, uniformly in
the first and third ones. System (3.40) is LUAS if (3.40a) is
LUES and (3.41) is LUAS.

Proof. Let us view (3.41) and (3.40b) as the nominal system
(2.1) and the perturbed system (3.1) with perturbation u(¢) =
g5 (t, X;, z_l(t)) in Theorem 3.1, respectively.

Let 9, L be as in Assumption 3.2. System (3.40a) being
LUES means that there exist 6; > 0,a > 11 and v > 0 such
that [[x(; )| < aexp(—y =) [le]|. V1 = 10, e <
01. If we choose ¢, satisfying ”501” < min{m,%}
then ”x(t;gol)” < 0, Vt = 1.
aexp(—y (t— 1o — d) ||@i|| < aexpyd)||e,|| < 9. V1 = 1.
By Assumption 3.2,

As a result, ||x;]] <

g (0 d®)| < Laexp -yt = 10— d)) o

= g”‘f’l || exp(—y(t—1)), Vt=>to,
(3.43)

where ¢ = Laexp (yd).

Note that (3.41) is LUAS. It follows from (3.43) and
Theorem 3.1 that there exists a constant 6, and a 8 €
KL such that ”y(t; 502)“ < B(max {”9"2“ .S ||(p1”},t— to) for
||<,02|| < d,< ||<p1” < 82, Vt > ty, where y(t; ¢,) is the solution
to (3.40b).

iBy definition of exponential stability, @ > 0. By the
continuous dependence of solution on initial function, it is easy
to that @ > 1 holds (for example, take ¢ as a nonzero constant

function).
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Now take 6 = min{éz,%}. Fix ¢ = col(g;,p,) with
llgl] < 8. It follows that

llcol (x(z; @), y(£; @)l

< lx@ ol + lly@ @l

< aexp(—y (t - 1) ey || + B(max {|les | . s leu]]} . £ - 10)
< aexp (=y (- 1) llell + B (max {llgll, cligll} , £ = 10)

< aexp (= (t = 10) llpll + B (max {1, ¢} llell . 7 = 70) , V1 = 1.

(3.44)

Function e exp (- (1 — 1)) llell + 8 (max {1, ¢} |l , £ — 10)
belongs to K L. The proof is completed. O

It is worth pointing out that [14, Corollary 18] also holds
for system (3.40) with uniform S. This conclusion follows
from a proof line similar to Theorem 3.2. Combining
this conclusion and Theorem 3.2 above, one has the next
corollary:

Corollary 3.1. Fix a uniform S. Suppose that Assumption
3.2 holds and that f,,f, are continuous and are locally
Lipschitz in the second argument, uniformly in the first and
third ones. System (3.40) is LUAS if one of the following

statements holds:

1. (3.40a) is LUES and (3.41) is LUAS.
2. (3.40a) is LUAS and (3.41) is LUES.

Remark 3.1. One special case of switched systems is non-
switched systems, that is, there exists only one subsystem.
All the main results in the present paper are valid for non-
switched systems.

Remark 3.2. The main results presented in Corollary 3.1,
can be easily employed for designing controller. Consider

the following control system

(1) = Foe) (1,2, ) + 5(0),
y(t) = fo’(t) (t’ Yo d(t)) + g(r(t) (t’ Xt, ‘_l(t)) + V(t), (345b)

(3.452)

with ¥(z),v(#) being control inputs and g, satisfying
Assumption 3.2. To design a controller making (3.45)
asymptotically stable, it suffices to design ¥(¢), v(¢) such that
(3.45a) is uniformly asymptotically (exponentially) stable
and y(t) = f, ) (¢, ¥,,d(®) + v(t) is uniformly exponentially
(asymptotically) stable, without paying any attention to the

term g, (t, X;, t_l(t)).
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Remark 3.3. It is assumed in Theorem 3.2 that system
(3.41) is uniformly asymptotically stable. In this case,
Theorem 3.2 can only provide a local stability condition,
leaving the global one open. If system (3.41) is uniformly
exponentially stable, then both local and global stability
conditions can be established, for details see [14, Corollary

18].

4. Example

This section provides an example to demonstrate Theorem
3.2.
Example 4.1. Consider the following system which is a

reduced version of (3.40):

(4.12)
(4.1b)

x() = f o (x(0), x(t - d)),
F(WO) = fow @), y(t = d)) + g (x(1), x(t - d)),

where o : [f,00) — {1,2}, x(r) = col(xi(r), x2(1)) €

R2, y(t) = col (yi (1), y2(1)) € R, and

=5 —0.1sin x;

JiGey)= 1+0.1cosy;

-4 —0.3cosy; *

-1 +0.2sinx; ]

—0.06 + 0.1 siny;
0.02 — 0.2 cos x

[ -3 +0.4cos x;
—1-0.1siny,

0.04 — 0.2siny,
-0.02 - 0.1cos x, ] )
2+ 0.2cos x;
-3.8+0.2siny, ]x
. [ 0.02+0.1cosy; 0.04 —0.2siny, }y
—0.06 —0.2cosx; 0.02 —0.1cos x,

- -2 -1 -0.6 04
Jiley) = 1 -3 0.8 —o.s]y’

[-3 2 0.7 0.3
-2 —4 ~04 05|

fZ (x,J’) =

X +

.?2 (x,_V) =

X +

8 (x,y) = col (y; sin x, y; cos x1)
% = col (x1,x),y = col (y1,y2) € R,

By [31, Theorem 1], system (4.1a) is exponentially stable
with d = 2 under arbitrary switching signals. Moreover, it
follows from [32] that system y(1) = f, ) @),y —d)) is
asymptotically stable with d = 2 under arbitrary switching
signals.

By Theorem 3.2, system (4.1) is asymptotically stable
under arbitrary switching signals; this fact is shown in
Figures 2 and the involved switching signal is plotted in
Figures 3.
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Figure 3. Switching signal.

5. Conclusions

This paper has addressed the asymptotic stability issue
of continuous-time switched cascade nonlinear systems
with delays. Technically, the main results rely on
the robust convergence property of delayed switched
nonlinear systems with perturbations. It was shown
that trajectory of the perturbed system asymptotically
approaches origin if the perturbation can be upper bounded
by an exponentially decaying function and if the nominal
system is asymptotically stable. This property was then
employed to analyse the asymptotic stability of switched
cascade nonlinear systems with delays, and some stability
conditions have been proposed. Two points should be
pointed out: (i) The considered delays are bounded.

(ii) Perturbations in this paper are additive. Therefore, more

Mathematical Modelling and Control

challenging work in the future is to investigate dynamics
of systems involving unbounded delays and multiplicative

perturbations.
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