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Abstract: Open-loop optimal control applied to epidemic outbreaks is a valuable tool to develop
control principles and inform future preparedness guidelines. A drawback of this approach is its as-
sumption of complete knowledge of both transmission dynamics and the effects of policy measures.
As a result, such methods lack responsiveness to real-time conditions, since they do not integrate feed-
back from the evolving epidemic state. Overcoming this requires a closed-loop approach. We propose
a novel closed-loop method for real-time social distancing responses using a general Reinforcement
Learning (RL)-based decision-support framework. It enables adaptive management of social distanc-
ing policies during an epidemic, thereby balancing direct health costs (e.g., hospitalizations, deaths)
with indirect (economic, social, psychological) costs from prolonged interventions. The framework
builds on and compares with a COVID-19 model that was previously used for open-loop assessments,
thereby capturing key disease characteristics like asymptomatic transmission, healthcare saturation,
and quarantine. We test the framework by evaluating optimal real-time responses for a severe outbreak
under varying priorities of indirect costs by public authorities. The full spectrum of policy strate-
gies—elimination, suppression, and mitigation—emerges depending on the cost prioritization as a
result of closed-loop adaptability. The framework supports timely, informed decisions by governments
and health authorities during current or future pandemics.
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1. Introduction

The COVID-19 pandemic brought a major challenge for global public health policy and prepared-
ness science to the forefront: how to effectively balance the enforcement and duration of control in-
terventions against the wide-ranging societal costs they incur. This tension between the direct and
indirect costs of an outbreak became dramatic during the first pandemic wave in early 2020, when
governments worldwide implemented strict lockdowns in an attempt to curb the rapid spread of the
virus [1,2]. While these interventions were crucial to mitigate immediate health risks, such as surging
hospital admissions, increasing mortality rates, and the potential collapse of overburdened healthcare
infrastructures, they also caused substantial side consequences.

The societal and economic toll of such large-scale restrictions was dramatic, giving rise to dis-
ruptions across multiple domains. Beyond the direct impact on public health, prolonged lockdowns
contributed to rising levels of economic instability, increased mental health disorders, and widened
pre-existing social and economic disparities. Furthermore, extended periods of isolation strained in-
terpersonal relationships and placed psychological and relational stress on individuals and communi-
ties [2].

These realities have underscored the urgent need to better understand and model the intricate trade-
offs involved in epidemic response strategies. Policymakers were faced with a delicate balancing act:
on one side, the imperative to contain viral transmission and preserve healthcare system functionality;
and on the other, the necessity to minimize the adverse societal consequences of restrictive measures.
Designing effective response strategies not only requires real-time epidemiological data availability,
but also requires analytical tools capable of evaluating the interactions between health outcomes and
social resilience.

In the last decades, mathematical transmission models have become critical tools in the design
of public health policies [3], thanks to their ability to describing, understanding, and forecasting the
spread of infectious diseases. This role has been dramatically emphasised since the emergence of the
COVID-19 pandemic. A diverse range of modeling frameworks has been proposed, varying in scope,
mathematical structure, and the level of abstraction of biological and epidemiological details. These
models have been tailored to address different research questions—primarily estimating transmission
rates to evaluating the strength and duration of policy interventions—and exhibit considerable varia-
tion in terms of complexity, from rather simple compartmental structures to highly detailed stochastic
individual-based models.

One of the most critical lessons drawn from the pandemic is the inherent difficulty in construct-
ing models that robustly and accurately capture the essential dynamics of a novel infectious dis-
ease. Basic compartmental formulations, such as the SIR (Susceptible-Infected-Recovered) and SEIR
(Susceptible-Exposed-Infected-Recovered) models, while foundational, have shown substantial limita-
tions when confronted with the complex, multifactorial, and rapidly evolving nature of the COVID-19
crisis. Indeed, the latter showed an endless list of possible intervention actions, including vaccina-
tions, a rapidly changing epidemiology, and the continued appearance of new virus strains, there was
substantial disagreement on which overall policy option (i.e., elimination, suppression or mitigation,
should be used to pursue and contrast the virus [4,5]).

In light of these complexities, the scientific community has responded by proposing a broad spec-
trum of enhanced modeling approaches, thereby reflecting the growing awareness of the need to ac-
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count for the dynamic interplay of biological, social, and policy-related factors during pandemics [6,7].

Prior to the COVID-19 pandemic, the application of the optimal control theory in the management
of communicable diseases was relatively narrow in scope, typically focusing on predefined interven-
tions such as vaccinations, without explicitly considering their broader systemic consequences. This
ad-hoc approach, while useful in theoretical scenarios, often overlooked the indirect societal and in-
frastructural impacts of intervention strategies. For example, the strain placed on public healthcare
systems, disparities in access to care, and behavioral feedback loops were frequently excluded from
the modeling process [8—11].

The far-reaching consequences of the COVID-19 pandemic have renewed interest in the application
of the optimal control theory to epidemiological decision-making. This renewed attention stems from
the awareness that effective pandemic response strategies must grapple with the complex task of dy-
namically allocating and prioritizing a variety of non-pharmaceutical and pharmaceutical interventions,
such as non-pharmaceutical measures, testing protocols, and vaccination rollouts, while considering
trade-offs with the indirect (i.e., social, economical, psychological) costs of such measures [11-14].
The strategic coordination of response measures is critical to minimize both health-related and socio-
economic costs over the course of an outbreak.

From a systems engineering perspective, the control of infectious disease models—particularly
through the modulation of social behavior and mobility restrictions—has traditionally been approached
using model-based optimization techniques. These methods, rooted in the classical control theory [15],
typically generate a sequence of optimal control inputs based on a predefined model of the epidemic’s
dynamics. However, a significant limitation of this open-loop paradigm is its lack of a feedback mech-
anism: the computed control trajectory is only optimal under the assumption that the model accurately
represents the evolving system dynamics over its entire horizon [11, 14, 16-19].

The aforementioned limitation does not remove the importance of open-loop approaches, which-as
argued in detail in [11]- maintain a central role in the identification of broad "apriori’ control principles
that are key for the design of epidemic preparedness guidelines. However, the absence of real-time
adaptability severely restricts the practical utility of open-loop control to design and implement real-
time responses to an ongoing epidemic challenge. Real-time responses face the intrinsic uncertainty of
the underlying biological (e.g., virus structure), epidemiological, and behavioral (e.g., first of all, the
agents’ policy compliance) processes that are both highly nonlinear and subject to rapid change.

To address this limitation, one widely explored alternative is the implementation of receding-
horizon strategies, most notably Model Predictive Control (MPC). In MPC, the optimization problem
is repeatedly solved over a moving time window, thereby leveraging the most recent data to accurately
update the predictions and revise the control actions [20-22]. While this approach introduces a degree
of feedback and adaptability, it remains heavily reliant on the accuracy of the underlying model and
often requires substantial computational resources, particularly in high-dimensional or nonlinear set-
tings. Consequently, while MPC offers a more flexible framework than open-loop optimization, it still
faces notable barriers to real-time deployment, particularly in the early stages of a pandemic, when
data is sparse and the system’s behavior is poorly understood.

Reinforcement Learning (RL), a key branch of artificial intelligence, has seen increasing interest
in recent years, largely owing to its ability to uncover feature representations from high-dimensional,
real-time data. By engaging in direct trial-and-error interactions with its environment, a neural network
learns a closed-form control policy that naturally accommodates the model’s uncertainties. In practice,
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RL methods have demonstrated outstanding performance in the sequential control of dynamic systems,
including video games [23], mobile robotics [24], autonomous driving [25], and even epidemiological
modeling [26,27].

Recently, RL - as a model-free approach suitable to tune multi-objective reward functions - has also
attracted the interest of scholars in the field of epidemic control by non-pharmaceutical interventions
[28]. For instance, [29] suggested that an RL-derived strategy that implements shorter but sustained
lockdowns can be very effective in reducing mortality compared to a number of alternative control
policies.

Other works frame epidemic control policies as sequential decision problems: [30] couples RL with
Long-Short-Term-Memory (LSTM) forecasts to trade off health and economic objectives, and [31]
treated staged interventions as learned policies across disease phases. Related contributions ( [32],
[33]) expanded the state/action space via metapopulation dynamics and resource-allocation models,
thus posing practical challenges (larger state spaces, partial observability, and complex cost tradeoffs)
for RL-based controllers.

In this article, we consider a previous framework [11,34], which applied open-loop optimal control
to a realistically parametrized model of the COVID-19 epidemic [7], to define the optimal preparedness
principles, and reformulate it to investigate the shape of real-time epidemic responses that emerge from
a RL, closed-loop approach.

2. Materials and methods

2.1. Epidemic model

The adopted transmission model follows the one in [11], which integrates the initially developed
framework to analyze the first wave of COVID-19 in Italy [7], thus enhancing it by integrating the im-
pact of social distancing interventions [12, 13], the constraints imposed by the finite hospital capacity,
and the differential role of asymptomatic and symptomatic recovered individuals.

It tracks ten state variables: S (susceptible), E (exposed), P (presymptomatic), I (infected), A
(asymptomatic), H (hospitalization demand), Q (quarantined), R; (recovered symptomatic), R, (recov-
ered asymptomatic), and D (deceased), each of them € R* in the range [0, 1]. A standard population
that has a total size equal to one at time ¢ = 0 is adopted. The social distancing control L takes four dis-
crete values, L € {0,0.25,0.50,0.75}, thus indicating the proportion of individuals isolated by policy:
a higher L reduces the transmission and eases healthcare demand but increases the economic costs.
Finally, when the hospitalized population H surpasses the threshold H.,,x, we define a compartment to
capture those who cannot be admitted to the hospital and consequently suffer a higher fatality rate; this
new class is denoted as U (untreated).

The dynamics are governed by the following system of Ordinary Differential Equations (ODEs),
augmented by the algebraic relation (2.11), which accounts for untreated people. (see flowchart in
Figure 1):

S =-1S(1-6L)7>, 2.1)
E=AS(1-60Ly?-6:E, (2.2)
P=6gE—-6pP (2.3)
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Figure 1. Compartment model flowchart.

I=06pP—+vy+apl, 2.4)
A=(1-0)6pP—(ya+na)A, (2.5)
H ==~ (yy+ ay) min(H, Hy,) - ay U, (2.6)
O={ml+mA-y00, 2.7)
Ri=yl+ynH+7v00, (2.8)
Ry = y4 A, (2.9)
D = a; 1+ ay min(H, Hy,,) + ay U, (2.10)

U = max(0, H — Hy,y). (2.11)

An explanation of the meaning of each model parameter and their literature sources is reported
in Table 1. Absent of intervention measures, the force of infection 4 — the per-susceptible rate of
acquiring infection from presymptomatic (P), symptomatic (/), and asymptomatic (A) individuals —
is expressed as follows:

_ BrP + Bil + BsA
- S+E+P+I+A+R +R’

(2.12)

where the denominator represents the pool of socially active individuals, excluding H and Q compart-
ments. Deaths are accounted for among the H, U, and I groups.

Initial conditions mirror an outbreak initialized by a few exposed individuals (in a proportion of
Ey = 10/N,,p) in an otherwise fully susceptible population.

2.2. Optimal control problem

The optimal control framework [11,45] seeks the social distancing trajectory that minimizes the
aggregate cost C, subject to the dynamical constraints given by (2.1-2.10) with (2.11), (2.12), and the
initial conditions. This total cost is a convex combination of indirect societal losses Cy,;, and direct
health-related expenses Cp;,:
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Table 1. Model and cost parameters.

Parameter Value Units  Description Source
Model Parameters
Bp 2.7272 week™!  Pre-symptomatic transmission rate [35-37]
Bi 4.2987 week™!  Symptomatic transmission rate [7,38]
Ba 1.9362 week ™! Asymptomatic transmission rate [7,36,37]
Sk 2.1084 week™!  Latency rate [7,39]
Sp 3.7234 week™!  Post-latency rate [7]
o 0.25 - Probability to manifest symptoms [7,40]
n 1.7284 week™!  Detection rate of symptomatic [7]
Na 0.8642 week™!  Detection rate of asymptomatic [7]
I 0.40 - Probability of being hospitalized [7,40]
YA 0.9779 week™!  Recovery rate of asymptomatic [7,41]
YH 0.4889 week™!  Recovery rate of hospitalized [7]
07 0.4889 week™!  Recovery rate of symptomatic [7]
Yo 0.4889 week™!  Recovery rate of quarantine [7]
ay 0.2888 week™!  Death rate of symptomatic [7]
ay 0.2888 week™!  Death rate of hospitalized [7]
ay 1.1552 week™! Death rate of untreated [11]
0 0.70 - Adherence to social distancing
Npop 60 - 10° - Italian population
Hoax 1.95-10°/N, pop — Maximum hospital capacity over population [42]
Cost Parameters
w 625.00 $ Average weekly wage [11]
A [0,1] - Preference to indirect costs
1/1 20 years Life years lost per death [12,43]
a 2275.20 $ Hospitalization cost per patient [44]
Dy 0.151 - Fraction of under-65 in deceased [42]
C=ACpy + (1 -AN)Cp, (2.13)

where the weighting factor A € [0, 1] reflects the policymakers’ relative emphasis on economic
impacts versus health outcomes, and is consistent with previous studies [11, 14].
The indirect cost Cy,, is defined as the per-capita Gross domestic product (GDP) shortfall at-
tributable to distancing measures, and follows the formulation in [12]:

T
Croa = @ f |L((1 = D) - (Wo +Ry)) + Wpar,
0

(2.14)

where Wy = O + H is the non-working fraction in quarantine or hospitalized, w denotes the average
daily wage, 1 — D is the living population, and the control horizon 7 spans approximately one year.
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The direct health cost Cp,, accounts for hospitalization and mortality burdens as in [11]:
r . 365w .
Cpir = | |en min(H, Huw) + py — D|adt, (2.15)
0

where a; is the average daily cost per hospitalized patient, p, is the proportion of the working-age
population, and 1// represents the mean number of life-year lost per COVID-19 fatality.

A comprehensive catalogue of all model parameters and cost-function coefficients—most of which
are sourced from Italian COVID-19 data studies [7, 11]—can be found in Table 1.

3. Reinforcement Learning-based optimization

An open-loop, continuous control optimization of the problem described in Section 2.2 is provided
and thoroughly assessed in [11]. This initial approach enables validation of the epidemic model by
analyzing how different social restrictions impact the population. If the model accurately reflects real-
world dynamics, the resulting optimal controller can support effective preparedness to such crises.
Because there is no feedback, an optimization process should be run every time the real-world phe-
nomenon significantly deviates from the modeled behavior, which is likely to occur even with highly
accurate models.

This section describes the theoretical and implementation-related aspects of RL, which nowadays
stands as one consolidated closed-loop, learning-based control technique for problems of various kinds
[46]. This choice notably enforces dynamic adaptability to various epidemic scenarios, as well as
intrinsic stability to changes in the model’s parameters.

3.1. Markov Decision Process design

RL is based on the framework of Markov Decision Processes (MDPs), which provide a math-
ematical model for stochastic sequential decision-making [47]. An MDP is described by the 5-tuple
(S, A, P,R,y), where S is the set of states with s € S, A is the set of actions with a € A, P(si11 | Sk, ax)
are the transition probabilities, which reduce to a deterministic dynamics in the fully deterministic case,
R(Sk, Ak, Sk+1) 1s the reward function, and y € [0, 1) is the discount factor.

Our MDP design follows the scheme depicted in Figure 2. The environment is represented by
the compartment model described in Section 2, and is numerically integrated over weekly time-steps,
which, considering an optimization horizon of one-year in the integrals (2.14) and (2.15), gives an
episode length of N = 52. The state space consists of the state vector of the ODEs, passed as input
to the policy-maker, thus constituting the feedback path of the loop. The agent represents the policy
maker—specifically, the public health authority that determines the weekly epidemic response. A
feedforward neural network is used to approximate the input—output mapping and generate weekly
updates of the policy. The neural agent outputs the social distancing level L, which is then applied in
the subsequent integration of the compartmental model. This procedure is cyclically repeated.

The reward function represents the objective to maximize during the training of the neural policy-
maker; more specifically, the neural network learns to maximize the cumulative discounted reward,
during each episode and at each time step, i.e.,
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Figure 2. Markov Decision Process scheme. The reward function of our MDP is linked to
the cost function definition in (2.14) and (2.15)

N—k-1
Gi= D Y r(Stem g Siams)s Y k€ {0, N 1), (3.1)
n=0

When choosing values of the discount factor close to its upper bound 1, the long-term goal is prioritized
over immediate rewards, and the policy-learning takes the whole optimization timespan into account,
rather than the step-by-step achievements.

The cost functions in (2.14) and (2.15) are discretized (with sufficient accuracy, assuming moderate
dynamics speed between consecutive time steps) by applying the forward-Euler approximation, with
the time step equal to one week, obtaining the following:

N-1 N-1
Clnd = Z Clnd(sm ay, Sn+l) = Z (wLn [(1 - Dn) - (WQn + Rl,,)] + (L)WQ”),
n=0 n=0
(3.2)
N-1 N-1
. 365 w
Cpir = ; Cpir(Sps Qns Sps1) = ; (CL’] mln(Hn’HmaX) + pyT (Dps1 — D) )

Now, it is evident that the similarity between the sums in (3.1) and (3.2) when k& = 0 (that is, at the
beginning of the control horizon) stands in the assumption that the reward discount factor is approxi-
mately one. At that point, following the cost equation (2.13), we take the reward as follows:

r=—=Ncpa = (1 = Nepr. (3.3)

By substituting (3.3) in (3.1) at the beginning of the outbreak (k = 0), the original, continuous
optimal control problem becomes sequential and thus suitable to be solved with an RL algorithm.

Mathematical Biosciences and Engineering Volume 23, Issue 3, 753-775.



761

3.2. Deep Q Network Learning

The neural network that formalizes the agent in the MDP goes through a training phase, which is
guided by the reward function. Nowadays, there are many training algorithms that achieve this goal,
and are based on the nature of the control (continuous vs discrete), characteristic architectures, and
definitions of loss functions [47]. The choice is still heuristic and dependent of the reward function. In
our case, the discrete control and the sparsity of the reward, namely the high frequency at which it is
provided, make the problem suitable for the Deep-Q-Network (DQN) learning [48], which we briefly
explain below.

The agent’s policy is the generally probabilistic, state-to-action map; following a standard RL nota-
tion, it can be represented as follows:

nal|s)=PlAy=al| S = 5], (3.4)

or in a particular case of deterministic environment, simply 7 : & — A, in the same fashion of a
closed-loop controller. In regards to the DQN, the policy is deterministic and “greedy”’, namely the
highest-quality action is picked:

7pon(s) = arg ng(( q(s, a), (3.5)
ae,

where ¢ is a quality measure that estimates how good it is in terms of the reward to be in a certain state
s after applying the action a. In practice, to encourage exploration during training, an e-greedy policy
is applied: the neural network outputs g(s,a) Ya € A; then, the agent selects a random action with
probability €; or, otherwise, it follows the best policy defined in (3.5).

When using a neural network as the g-function approximator, the notation may include the depen-
dency from the network weights w, namely ¢(s, a,w). The loss function is defined to minimize the
Root Mean Square Error (RMSE) between the estimated and effective episodic reward, so that the
policy efficiently interprets a state-action pair as advantageous or not and can choose the best action
accordingly. In particular, we opted for the Double DQN (DDQN) algorithm that overcomes overesti-
mation issues found in classical DQN [49]:

L(w) = Egaryr-sly — q(s, a; w)] (3.6)
with

y =r+yq(s’,argmax g(s,d’, w), ®). (3.7)

Note that the loss is averaged on a mini-batch of transitions of the kind (state, action, reward, next state)
extracted from a memory buffer €& This feature is present in offline DQN-like algorithms, in which
past agent-environment interactions can influence the loss computation multiple times, before being
discarded when the buffer maximum capacity is reached, and the older transitions are replaced by newer
ones. Another key feature [49] lies in how the target output (3.7) is computed: it involves a forward
pass through a separate, non-learning network with weights @. At a fixed frequency throughout the
training, the weights of the main (learning) network are copied to this target network, thus providing
a stable reference for the RMSE calculation. This approach helps to mitigate destabilizing oscillations
that arise from constantly changing target values. Summing up, the training algorithm consists of the
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following steps, repeated at each epoch. Initially, both the primary and target Q-networks are initialized
with random weights, and a replay buffer of a fixed size is instantiated. At each time step, the agent
observes the current state, selects an action according to an e-greedy policy, and receives a reward
along with the next state. This transition is stored in the replay buffer. Once a certain number of
experiences have been collected, a mini-batch of data is randomly sampled from the buffer. Then, the
loss function (3.6) is computed, and the network parameters are updated via backpropagation using a
predefined learning rate. To improve the stability of the training, the weights of the target network are
periodically updated to match those of the primary network.

3.3. Training validation

Our implementation follows a modular structure in which the environment, agent, and training al-
gorithm are merged from separate code modules: the epidemic compartment model is coded following
the Gymnasium Open Al library [50], the neural network is Pytorch-based, and the DDQN algorithm
comes from the Tianshou framework [51]. After developing the whole architecture, a fine-tuning is
necessary to achieve the desired training performance. The convergence of a machine learning applica-
tion is in fact highly affected by tunable, non-trainable Hyperparameters, and this aspect is especially
remarked in RL [52]. Moreover, our reward definition depends on the arbitrary weight A, which makes
fine-tuning of the hyperparameters even more complex in trying to find a ”sweet spot” (i.e., a set of
hyperparameters that yields an acceptable performance for every A of interest). The results that we
present below are obtained with the set reported in Table 2, which yielded the best results for various
A values.

Table 2. DDQN Hyperparameters and Neural Network Structure

Hyperparameter Value
Batch size 128
Replay buffer size 5-10*
Buffer warm-up (initial fill) 5-10?
Env. transitions per epoch 10
Discount factor y 0.99
Target network update frequency 5 - 103 epochs
Learning rate 1-107°
Exploration factor €

Initial value 0.5
Exponential decay rate 4 - 10° epochs
Final value 0.05

Neural Network Architecture
Hidden layers [128, 128]
Activation function tanh
Backpropagation Optimizer AdamW [53]

Once the training setup is finalized, a multi-seeds training is carried out in order to test our frame-
work. This is a standard protocol in testing RL algorithms, which are inherently characterized by
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several factors of randomness, such as the initialization of neural network parameters, the sampling
of transitions from the replay buffer during updates, and the exploration mechanism driven by the
e-greedy policy.

4. Results

In this section, we report simulations carried out to validate RL as a social distancing policy opti-
mizer. First, we give details on the training campaign and show how to assess the performance of a
trained neural network.

4.1. Effectiveness of the trained network

We analyze the effectiveness of the trained networks to provide a closed-loop response to an ongo-
ing outbreak, thereby addressing how the method coherently reacts to the prioritization of either the
economic or epidemic costs.

Figure 3 shows metrics recorded from ten training runs for each value of A, where each run used a
different random seed. All experiments were conducted on a system running Ubuntu 20.04.6, equipped
with an AMD EPYC 7413 24-Core CPU, and four NVIDIA A100-80GB GPUs. Each training session
required approximately 1.5 hours when utilizing a GPU.

The plotted data were gathered to test the network at a fixed frequency during training and used a
greedy-only (e = 0) policy, until the termination of the episode (which, as already mentioned, occurs
always at the 52" week). In particular, the left-hand plot displays an increasing trend in the episodic
rewards for every A as proof of the agent’s learning. A min-max normalization was done to equally
scale the monitored metric for the various A, thus improving the readability of the graph. The true
weighted and non-weighted costs, which are related to the non-normalized reward by (3.3), will be
reported later. The graph on the right-hand side shows how the DDQN loss (3.6) decreases over time,
once again validating the neural network training.

We set the training duration to 1 million epochs in this earlier stage to achieve a satisfactory conver-
gence for every A. However, the RL-trained neural networks that were later evaluated on the epidemic
model correspond to the best metric achieved during training; this is because, as it is evident for the
normalized reward plot for A = 0.6, a fixed number of epochs may present large variability in the
latest epochs and this is reflected in significant changes in the social distancing policy between net-
works trained on different seeds. By saving the weights of the best network tested during training, this
problem is circumvented and reliable, well-posed social distancing policies can be later evaluated on
the epidemic model.

4.2. Implications for real-time outbreak control: the role of costs prioritization

Based on the findings of Figure 3, we report our main results on the emerging shapes of the closed-
loop, RL-based, social distancing policy for the model in Section 2.1. We focus on the control policies
that result from different levels of parameter (A) that tune the prioritization attributed by policy-makers
to indirect costs. The critical role of this parameter has already been discussed in previous stud-
ies [11,14]. In the context of open-loop optimal social distancing problems, which are appropriate
for preparedness analyses, [11] showed that, by setting A to vary over its [0, 1] range, it is possible to
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Figure 3. Training Metrics: min-max normalized episodic reward and DDQN loss for differ-

ent economic/epidemic cost prioritization weight values. The solid line represents the sample

mean computed over the random seeds, and the shaded band spans the 0.1-0.9 quantile in-

terval (i.e. the 10th to 90th percentiles) across runs. The trend in these metrics suggests a

proper learning of the social distancing policy.

robustly identify the entire spectrum of possible response actions to a severe epidemic, namely elimi-
nation (at low A values), suppression, mitigation, and doing nothing (at very high A values). We expect
that such a range of response actions should also emerge, though in different forms, under a closed loop
analysis to control an ongoing epidemic, similar to the one proposed here by the aid of RL tools.

Figure 4 reports the following outputs of epidemiological interest for different values of A that
correspond to different prioritization of indirect costs: the temporal trends over the control horizon
of (1) the selected social distancing action (first column), (ii) the demand for hospitalizations (second
column), (iii) the weekly incidence of deaths (third column), and cumulative deaths (fourth column).
Figure 5 provides additional details by comparing key epidemiological trends, namely the demand for
hospitalizations and weekly deaths, for the different scenarios outlined by A.

The results reported in Figure 4 were obtained by executing the trained neural-network lockdown
policy on the nominal pandemic model described in Section 2.1, under the same assumptions adopted
during training. Specifically, the system was numerically integrated over the one-year optimization
horizon from fixed initial conditions Ey = 10/N,.p, with the remaining population being initially
susceptible. No measurement noise, exogenous disturbances, or parameter/model uncertainties were
considered in these simulations; thus, Figure 4 shows the performance under nominal conditions. Al-
ternatively, Figure 5 assesses the robustness of the learned policy with respect to perturbations in the
initial conditions.

When policymakers almost entirely target direct costs (A = 0.05, Figure 4, first row), the social
distancing policy starts more than ten weeks after the outbreak ignition. This policy is capable of
almost entirely preserving the susceptible population, with a negligible hospitalization demand and
mortality, and therefore identifies an elimination response. This response is characterized by prolonged
phases of harsh closures (at maximal intensity) intermitted with short-lasting reopening epochs, whose
main purpose is that of weakening the pressure on indirect costs. Notably, this response dramatically
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differs from the one resulting - other things being equal - from the open-loop solution [11], where
elimination is achieved by acting early and aggressively for a prolonged phase, thus subsequently
allowing completely release restrictions.

Increasing the level of priority to indirect costs to A = 0.2, Figure 4, second row, delays the re-
sponse, which starts 15 weeks after outbreak ignition and, overall, makes it less intense. This allows
for an initial epidemic wave, which is then effectively suppressed, thus keeping hospitalization demand
well below the hospitals’ capacity and achieving a declining incidence of fatalities over the entire hori-
zon (see Figure 5). This outcome is achieved through a strong lockdown that lasts about one month and
a half, followed by a rather regular sequence of intermittent epochs in which restrictions are switched
between the two intermediate levels of closure intensities (L = 0.25, L = 0.5). These oscillations are
necessary to balance the two components of costs. In other words, the underlying level of prioritization
to indirect costs achieves suppression (and avoids further epidemic waves) by requiring that a certain
degree level of social distancing is maintained for the majority of the control horizon.

Further increasing the prioritization to indirect costs (A = 0.3, Figure 4) maintains suppression;
however, the regular pattern in the response found in the previous case becomes more fragmented. In
particular, whilst the time at the control onset is almost the same, the maximum level of the initial
harsh intervention is maintained for a shorter duration, and the subsequent epoch shows phases of
complete relaxation of restrictions. This again complies with the need to put direct and indirect costs
in a suitable balance. The overall epidemiological outcome clearly worsens compared to the previous
case. Indeed, the intensity of suppression is weaker, and eventually results in epidemic activity at the
reproduction level, with an almost constant incidence of hospitalizations and deaths over the second
half of the control horizon (Figure 5). This, in turn, leads to the persistent linear growth of cumulative
fatalities.

A further weakening of the prioritization on direct costs (A = 0.4, Figure 4) shifts the overall
response from suppression to what we termed effective mitigation (see [11]). Effective mitigation de-
scribes a control action where epidemic reproduction is locked at threshold level when the hospitals
capacity has been reached, therefore preventing hospitals from being overwhelmed. In fact, the adopted
control policy suffers a short period, during the first phase of the response, during which the hospitals’
capacity is surpassed and a certain number of individuals cannot be treated (see also Figure 5a). This
“initial” failure essentially follows from the adaptive nature of the proposed control approach and from
the weekly upgrade of the policy action, which are unable to fully mitigate the inertial growth of the
epidemic once measures are set up. The intensity of the overall mitigation response is set at its lower
level (L = 0.25) for most of the response epoch. Balancing costs forces a relaxation of measures in
the second part of the horizon, which requires further restrictions to avoid the hospitals being over-
whelmed. The measures are fully relieved when the decline in the susceptible population surpasses
the herd immunity threshold. Notably, the (short-lasting) initial jump to the maximum control level
is necessary to respond to the inertial growth of the epidemic that was bringing the hospitals out of
control. Unlike previous cases, a significant mortality burden occurs (see also Figure 5b)).

Expectedly, further strengthening the importance attributed to indirect costs (A = 0.5,0.6,0.7, Fig-
ure 4) weakens the intensity of the response (notably, the time of onset of the response remains the
same regardless of the value of A). This makes the mitigation regime more and more ineffective.
Comparing the case A = 0.5 with the previous one (A = 0.4), the increased pressure to protect the
indirect costs forces a relaxation of measures when the hospitals are already saturated. This brings
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Figure 4. Closed-loop, RL based, social distancing responses to an ongoing epidemic (sec-
tion 2.1), emerging for different levels of the prioritization to indirect costs A. Each row
reports for a different A value (from top to bottom A = {0.05, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7}.
The temporal trend of the following outputs are shown: the social distancing action L (first
column); the hospitalization demand H compared to the hospital saturation level (the dashed
black line); when H exceeds its saturation level, the vertical difference H — H,,,, identifies
the size of the untreated U population; and the weekly incidence of deaths D (third column).
Other epidemiological and cost parameters are described in Table 1.
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the epidemic activity above the threshold, thus resulting in a second wave and therefore overwhelming
the public health system, with a large mortality burden. For A = 0.6 (Figure 4), mitigation becomes
largely ineffective. To cope with the increase in direct costs, a harsh but late and short lasting response
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Figure 5. a) Comparative temporal trends of the demand for hospitalization emerging under
the closed-loop social distancing responses to an ongoing epidemic reported in Figure 4.
Other epidemiological and cost parameters are described in Table 1. b) Temporal trends of
deaths incidence under different values of A. The solid line represents the mean computed
over a set of 25 different initial conditions for the exposed individuals, randomly chosen from
a uniform distribution in the range [1/N,,,, 100/N,,,]. The shaded band spans the 0.1-0.9
quantile interval (i.e., the 10th to 90th percentiles).

is implemented only when the hospitals have been dramatically overwhelmed, where requests exceed
the capacity threshold and a significant fraction of untreated individuals arise. For A = 0.7 (Figure 4),
the response is short lasting and mostly palliative, with mild differences compared to the case of a free
epidemic.

4.3. Comparing different policies

Figure 5 provides a more detailed comparative overview of the temporal trend in the demand for
hospitalization and how this mirrors into the weekly pattern of mortality (for the same values of A).
This summarizes our main findings and highlights the different responses and related epidemic out-
comes for a set of 25 different initial conditions for the exposed individuals, which were randomly
chosen from a uniform distribution in the range [1/N,,,, 100/N,,,]. When the preference for indirect
costs is low (conversely: the prioritization to direct ones is high), the epidemic is either eliminated
(A = 0.05) or suppressed (A = 0.2, A = 0.3) long before the hospital’s admissions approach the satu-
ration level. As A increases, the policy response switches in a quite abrupt manner (in [11], we termed
this the 'razor blade’ effect of epidemic responses; a finer A grid has been considered in the proximity
of the switching point between suppression and mitigation) to an effective mitigation regime, where
the full hospital’s capacity is reached but is only slightly overwhelmed A = 0.4. Further increases in A
increasingly weaken the effectiveness of the mitigation, thus resulting in major epidemics.
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4.4. Insights from the costs pattern

Figure 6a reports direct and indirect costs, each of them weighted by the respective relative priority
(1-A and A, respectively), and the sum of both contribution as the total costs. Consistent with previous
studies on open-loop control [11], weights heavily affect the policymaker’s costs perceptions; this
phenomenon is clearly evident from the case of very low preference to indirect costs when compared to
the corresponding unweighted value (see Fig 6b). Seen through the lenses of policymaker preferences,
the control action enacted in this case leads to the lowest weighted costs, and at the same time, to the
highest unweighted costs. For A greater than 0.4, the direct component prevails, and is almost steady,
due to the effect of a decreasing weight on direct costs. The pattern of unweighted costs reflects the
real costs faced by policymakers: as shown in [11], suppressive solutions are characterized by the
highest total costs, which are mainly driven by the indirect component. Instead, effective mitigation
exhibits a balance between both components: the total costs are almost steady for higher A values,
thus underscoring that solutions obtained in the ineffective mitigation regime are at least as expensive
as those that effectively mitigate the disease spread.

5. Discussion

This work explored the applicability of RL techniques to the problem of real-time management
of a threatening epidemic outbreak. With this aim, we translated a framework originally designed to
inform preparedness guidelines through open-loop optimal control [11] into a closed-loop counterpart.
A real-time response to an outbreak needs to systematically feedback from emerging measurements of
the epidemic state to the upgrade of the currently adopted policy [20, 21, 54, 55]. Feedback is often
able to intrinsically handle noise and uncertainties that affect measurements, and by consequence,
epidemic state projections, thus practically achieving some degree of robustness. In particular, when
the margin for effective mitigation is narrow, appropriately modulating the transmission may require
adaptive policies, based on information on epidemic progression; this becomes especially relevant
when a threshold on a scarce resource (e.g., ICU availability [54]) should not be overwhelmed. From
these perspectives, RL offers a natural strategy for real-time responses [29-31,34,56].
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Our RL-based closed loop analysis investigated the dependence of the epidemic response on the
degree of prioritization on indirect costs (A). Our results show that as this parameter is varied, where
the social distancing policy switches from near-elimination to suppression, to mitigation, and finally to
near-inaction. Specifically, very low A values promote a strong response, which allows infection elim-
ination and a very low epidemic burden; as A increases, the epidemic is first suppressed, thus allowing
small scale peaks and avoiding the healthcare system to be overwhelmed, then effectively mitigated
(hospitals saturated but never overwhelmed), and finally mitigated with progressively diminishing ef-
fectiveness until near-inaction.

Overall, our RL-based, closed-loop, control policies resulted in real time actions and epidemic
outcomes that mirror, with all due differences, those obtained in the open-loop, a priori analysis [11].
Therefore, the philosophy at the backbone of the optimal control problem design proved to be robust
when we moved from a complete knowledge of the epidemic trajectories (the open-loop problem) to
a local optimization solely based on the knowledge of the current state of the system (the closed-loop
one).

As a preliminary effort, this work is amenable to several refinements. For example, the rapid switch-
ing patterns exhibited by some RL-derived policies (see Figure 4) emerge from idealized behavioral
assumptions which, for instance, neglect compliance decay due to population fatigue. The idea that
fast closing-reopening policies can be effective in epidemic control and in avoiding the explosion of
population distress, has been emphasized in several papers (e.g., [57]). However, behavioral feedback
can substantially constrain the feasibility of frequent regime shifts. In the present baseline imple-
mentation, we did not include an explicit switching cost, to isolate the structural properties of the
RL-based closed-loop control and maintain comparability with the open-loop framework [11]. Future
developments should combine switching penalties and behavioral response mechanisms to assess the
robustness of the resulting policies under more realistic assumptions.

In general, an important and subtle gap remains between RL and the classical optimal control theory
(e.g., open-loop). Due to its local learning dynamics, RL does not perform a global optimization of
the cost functional; rather, it optimizes the local costs at each time step. In other words, the RL agent
optimizes single-step costs, rather than the cumulative costs over the entire time horizon. Despite this
limitation, the response policies obtained through RL remain informative and practically valuable, as
shown in Section 4. Therefore, RL offers a flexible and potentially data-driven alternative to classical
approaches. The present study should be viewed as a preliminary, proof of concept for applying RL
to epidemic control. The proposed framework is based on a model that was previously examined
using open-loop optimal control techniques [11], and was deliberately chosen to ensure methodological
clarity alongside a transparent comparison between the two approaches. Future work should expand
the analysis by including comparisons with simpler control strategies, such as threshold-based or bang-
bang controllers, as well as applying the RL framework to more complex, network-based epidemic
models. These extensions will be essential to assess the robustness and generalization capacity of the
proposed methodology beyond the assumptions adopted in the current formulation.

Overall, the adoption of RL for epidemic control represents a promising step towards adaptive,
data-driven, real time strategies to manage epidemics under uncertainty.

Although the current RL implementation was trained on a low-dimensional epidemic model for clar-
ity and benchmarking purposes, the model-agnostic nature of RL makes it particularly well-suited to
high-dimensional or partially unknown epidemic systems, where uncertainty and structural variability
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are intrinsic to outbreak dynamics.

Notably, RL applications are still uncommon in epidemiology, yet they have considerable potential
in scenarios where policy decisions must be directly derived from data rather than from a predefined
model [29,30,32,33,56].

In such contexts, where model-based approaches such as MPC [21, 54, 55] may become unreliable
or computationally burdensome, RL can directly infer adaptive feedback policies from data or sim-
ulations. This enhances the robustness and responsiveness of real-time epidemic management, thus
suggesting that RL-based control strategies could complement, or in some cases even surpass, classi-
cal techniques in guiding public health interventions against emerging infectious threats. This work is
a preliminary exploratory demonstration of the potential of artificial intelligence tools (Al), of which
RL is a major instance, to address optimal response problems during an ongoing epidemic. Despite its
preliminary nature, we believe that the present results motivate future studies aimed at fully exploiting
RL’s potential in terms of robustness, handling uncertainty, and noise-tolerant control.

6. Conclusions

Within the numerous studies on optimal epidemic control triggered by the COVID-19 pandemic,
our past work focused on the use of open-loop approaches to derive preparedness principles [11,45].
Building on that foundation, we translated an open-loop framework into a closed-loop RL approach.
We demonstrated that RL delivers adaptive, operationally interpretable control policies while retaining
the qualitative control regimes identified by a previous open-loop analysis.

Crucially, RL’s model-agnostic learning paradigm allows response policies to be directly inferred
from simulated or empirical data, thus enabling rapid adaptation to partial observability, measurement
noise, structural uncertainty, and high-dimensional epidemic dynamics. Our application to a realisti-
cally parametrized COVID-19 model with an explicit trade-off between healthcare and socio-economic
costs showed that the RL agent produces responsive real-time interventions that balance competing
objectives and preserve, under appropriate prioritization of direct costs, the healthcare capacity and
resources.

These results make RL a practical, data-driven engine for real-time epidemic management: a com-
plementary tool to deploy adaptive closed-loop strategies that integrate seamlessly into pandemic pre-
paredness and responses.
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