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Abstract: We revisit the problem of minimizing the epidemic final size in the SIR model through
social distancing of a bounded intensity. In the existing literature, this problem was considered impos-
ing a priori interval structure on the time period when interventions are enforced. We show that the
support of the optimal control is still a single time interval when considering the more general class of
controls with an L! constraint on the confinement effort that reduces the infection rate. There is thus
no benefit in splitting interventions on several disjoint time periods. However, if the infection rate is
known beforehand to change with time once from one value to another one, then we show that the
optimal solution may consist in splitting the interventions in at most two disjoint time periods.

Keywords: epidemiological models; optimal control; L1 constraints; infinite horizon

1. Introduction

Several works have considered the specific issue of optimal control of the classical SIR model
through non-pharmaceutical interventions, such as a lockdown, that reduce the transmission rate S by
a proportion u(f). This quantity plays the role of a control variable, usually during a limited period.
The corresponding controlled system is as follows.

S =—-(1-u()BSI, i -

{ i = (1= u(e)BSI—yl. u(t) e U := [0, u], (1.1)

where S and I stand for the proportions of the susceptible and infected populations, respectively, and
u is a fixed number in (0, 1]. As usual, the evolution of the third compartment R that represents the
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proportion of recovered individuals has been omitted, and is such that § +/+R = 1. These contributions
differ through the choice of the cost function, the state constraint, and the class of admissible input
functions. The cost functions that are commonly considered are the peak prevalence (i.e., the maximal
value of /(-), abbreviated PP below), the epidemic final size (i.e., the total number of individuals S (0) —
S (o0) infected during the outbreak, abbreviated FS below), a measure of the control effort and the time
to reach the sub-epidemic ‘safe’ region, or some combination of them. The constraints are usually on
the peak prevalence or on the cumulative global control effort.

The class of control inputs among which optimization is completed may be constant or piecewise
constant during the lockdown phases, possibly with values chosen in a prescribed finite set, or taken
in full generality in the set U of measurable functions u(-) defined on [0, +00) by taking values in U
defined in (1.1) (in practice one may look for piecewise continuous controls). Their support, denoted
supp(u), which represents the temporal set of effective interventions, may be imposed as a single
interval or a union of intervals of prescribed length, or may be simply included in a fixed interval
(supp(u) C [0, 6], for a given 6 > 0 which then represents the instants where intervention is possible,
but not necessarily effective) or initially unspecified. Tables 1 to 4 show the diversity of approaches
considered and the results obtained.

Here, we are concerned by the issue of reducing the final size (see Table 1). This quantity is crucial,
as it determines how close the epidemic can be brought to the herd-immunity threshold while still
preserving the largest possible number of susceptible individuals. In the absence of vaccinations or
treatments, adjusting social distancing is usually the only available means to reduce the overall number
of infections. References [1] and [2] have shown that the problem of imposing supp(u«) to belong to
an interval [0, T'] has an optimal solution of bang-bang structure which consists in a single sub-interval
of effective intervention. The solution consists of at most three phases. In the first phase (possibly of
zero duration), no action is taken, until a certain optimal initiation time, which, in any case, is located
before reaching the prevalence peak. Then, the control is activated at its largest value # until it reaches
the time horizon §. Lastly, the control is null after the end of the permitted confinement interval. The
fact that the optimal intervention may have to start after the beginning of the latter, that is, at a positive
time, suggests that a more efficient use of a prescribed confinement duration may exist. This is the
subject of [3], in which intervals of the type [z, + d] have been considered; here, t > 0 is a decision
variable. This corresponds to the following problem :

Qs :  sup sup S(+o0) subject to supp(u) C [¢,7 + 6].
>0 u(-)eld

Not quite surprisingly, it is demonstrated therein that there exists an optimal initiation time ¢*, and that
the optimal cost is obtained by taking u = & on the whole interval [¢*, t* + §]. Therefore, if confinement
is only allowed for a given amount of time d, in order to reduce the epidemic final size, then it may be
more beneficial to wait for some time, and then completely exhaust the lockdown ability. However, this
does not answer the more involved issue: would it not be even more efficient to split the confinement
period, and to consider more general control phases, while keeping a total treatment time at most equal
to 6?7 Compared to the previous works [1, 2, 3], the goal (and novelty) of the present paper is to
precisely answer this question, by considering the optimal control problem.

Rs : sup S(+00) subject to meas supp(u) < 0,
u(euU
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for a given non trivial initial condition (S, Iy) of system (1.1), thatis S¢ > 0, Iy > 0 with S + ) < 1.
Our main contribution is to establish that Problem R has the same optimal solution as Problem Q.
In other words, there is no gain in attempting to split the control period: the solution of Problem Ry is
also uniquely obtained by taking u = # on the interval [t*,1* + ¢], for some optimal time #* that may
be computed.

Our approach is related to the works of [4, 5]. In [5], the authors impose an L! constraint on
the control over an infinite horizon, without restricting the intervention times and without using the
Pontryagin Maximum Principle, contrary to what we do here. In [4], the authors only consider the
case of a constant transmission rate, in which the optimal intervention time is obtained by computing
the partial derivative of the objective function with respect to the intervention time. In the present
paper, the two main contributions are as follows. First, we provide a different characterization of the
optimal intervention period (in the case of a constant transmission rate) based on a sensitivity analysis.
More precisely, we show that the intervention time is the maximizer of a functional that depends on
the initial conditions, model parameters, budget, and control upper bound. This result was previously
presented in the conference paper [6] without proof; a complete and rigorous proof is provided here.
Furthermore, we consider a piecewise constant transmission rate (one jump), for which we prove that
it is optimal to have at most two interventions. Such an extension follows (mostly) the same steps as
the constant transmission rate case; however, to ensure convergence of the objective function, we rely
on a ['-convergence property. Moreover, this allows us to preserve the structure of optimal controls
when considering an infinite horizon.

Table 1. Contributions with final size as cost function. Reference [2] uses a more general,
FS + state/control term, cost.

Constraint Input set
[1] — supp(u) C [0, 6]
[3] — supp(u) C [t,t+ 6], t >0
[7] — supp(u) = [0, 6]
[8] - supp(u) = [0, 6], ulsupp(u) constant
(2] — supp(u) C [0, 6]
(9] PP meas supp(u) = 8, I = max I(¢) on supp(u)
[5] llull < K
[4]  llullp < K —
[6] lullp <K —

Table 2. Contributions with peak prevalence as cost function.

Constraint Input set
[7] — supp(u) = [0, ]
[10] — meas supp(u) = 0, ulsypp,) cONstant
[11] — supp(u) Cc I, meas I =06
[12] — supp(u) = UL I, meas I; = &, Ul supp(y) CONStant
[13] luell s —
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Table 3. Contributions taking L'-norm of u as cost function.

Cost  Constraint Input set
[14] el PP supp(u) C [0, 6]
[I5] el PP supp(u) C [0, ]

Table 4. Contribution taking as cost function the time to the ‘safe zone’, i.e. the zone in
which absence of control cannot yield violating of the constraint.

Constraint Input set
[16] PP —

The paper is organized as follows: in Section 2, we introduce an auxiliary problem %y in finite
horizon, for which we are able to study the optimal solutions with the help of the Pontryagin Maximum
Principle; then in Section 3, we study in the limiting optimal solution of this auxiliary problem when
the time horizon tends to +oo; this allows us to show the equivalence between Problems Rs and Qg
in Section 4, thereby taking advantage of the characterization of the optimal solution over an infinite
horizon obtained in Section 3; then in Section 5, we propose a slight extension, to the case where
the transmission rate parameter 5 only changes only, from one value to another one, at a time instant
known in advance, where this latter case is motivated by a sudden modification in the contamination
mode, typically due to an adaptation or to the apparition of a variant that could rapidly supplant the
original one; and finally, in Section 6, we illustrate the theoretical results obtained in the preceding
sections through a series of numerical examples.

2. Formulation and analysis of the auxiliary Problem $g

The rationale adopted in this paper in order to prove the main claim is as follows. First, we introduce
an auxiliary problem on a finite horizon (problem $g below), in which a restriction is introduced on
the maximal value of ||u||;, instead of a constraint on supp(x). Then, on the one hand, the idea of the
argument consists in showing, for large enough time horizons, that the optimal solution of this problem
has a structure independent of the time horizon; on the other hand the argument consists in showing
that the optimal control has a connected support. This is the main result of the present section, which
is stated in Proposition 1 after the proof of several technical steps. First, let us introduce the auxiliary
problem. Given a positive initial condition (S(0), 7(0)) = (S¢, Iy), a time horizon T > 0, constant
positive rates  and y, and a budget constraint K > 0 on the control u(-), we consider the following
optimal control problem:

Ps . sup S(T) subject to ||u(-)|l; < K.
u(- el
The number K represents the maximal amount of efforts to reduce the incidence that is allowed without
fixing any a priori time window of action on the interval [0, T]. What is expected is that, for large
values of 7' (larger than %), the constraint on ||u||; will be active, with the optimal solution having the
same structure as whatever the value of 7.
The L! constraint on the control variable

lu()ll; < K 2.1)
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can be easily tackled by augmenting the state of the system

S =-1-upSI,
I=1-wsSI-yl, (2.2)
C = —u,

with C(0) = K, so that the integral constraint (2.1) is transformed into the terminal constraint C(7") > 0.
Then, the optimal control Problem %y is formulated as a Mayer problem with a fixed initial condition
(S0, 1y, K) and a target {(S,1,C) e R3 | S + I < 1}.

The existence of optimal controls is guaranteed by classical existence results, known as Filippov’s
existence Theorem (see e.g. [17, Theorem 5.1.1.]), as the following properties are fulfilled:

— dynamics and cost functions are of class C!,
— any admissible solution remains in the compact set
A:={S,L,C)eR} |S+1<Sy+1,, C<K)},
(and thus the dynamics is with at most linear growth on A),
— controls take values in the compact set [0, i],

— atany (S, 1,C) € A, the velocity set
VS, 1,0) = | 11 = wBS 1, —wpST—yI,-w)'},
uel0,i]
is convex (since the dynamics is linear with respect to the control u).

This implies that the set of admissible solutions, as absolutely continuous functions from [0, T'] to A,
is compact for the strong-weak topology.

We begin by writing the necessary optimality conditions of Pontryagin’s Maximum Principle for
problem 5. The Hamiltonian writes

H = (p; - ps)(1 —w)BS1 — pryl — pcu, (2.3)

and the adjoint equations
ps = —0sH = (ps — p)(1 —u)Bl,

pr=—-0H = (ps — p)(1 —uw)BS + pry, (2.4)
pc = —acH = 0,
along with the following transversality conditions:
ps(T) = p°,
pi(T) =0, (2.5)

pc(T) > 0 (= 0 if the terminal constraint is not saturated),

with p® € {0,1}. An optimal control u(-) is a maximizer of the Hamiltonian for almost any ¢, which
allows us to claim that one has the following for any optimum control u:

o) > 0= ut) = i,

(1) <0 = u(t) =0, (2.6)
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for almost any ¢, where ¢ is the switching function

¢ = (ps —pDBSI— pc, (2.7)

with the property that H = u¢ + (p; — ps)BS 1 — pryl. Moreover, for any optimal solution, there exists
a number H such that H(t) = H ae. t € [0,T] (a property which is called the conservation of the
Hamiltonian).

Before giving our main result (Proposition 1 below), which characterizes the structure of the optimal
solutions, we begin with several lemmas that provide relevant information that will be also used in
Section 5, which is devoted to the extension with the piecewise constant parameter (3.

The following lemma rules out the existence of abnormal trajectories.

Lemma 1. Every optimal extremal for problem Ps is normal (i.e., p°® = 1).

Proof. Assume by contradiction, that there exists an optimal extremal that is abnormal. Let (ps, p;, pc)
denote the corresponding adjoint vector. The transversality conditions read

) 0, ifC(T)> 0,
ps(T) =p” =0 (abnormal), pi(T) =0, pc(T) =
v, if C(T) =0,

for some v > 0. From the transversality conditions above and the linear Cauchy system (see (2.4))
satisfied by (ps, p;), we obtain that pg(r) = p;(r) = 0 for all # € [0, T]. Now, we consider the remaining
(possible) cases:

o If C(T) > 0, then, from the linear Cauchy system and the transversality condition for p¢, we
obtain pc(t) = 0 for all # € [0, T']. This contradicts the nontriviality condition of the PMP, namely
(pS’ p[a pCa po) * (09 O’ Oa 0)

o If C(T) = 0, then pc(T) = 0. If pc(T) = 0, then the proof is the same as in the previous case. If
pc(T) = v > 0, then the switching function is ¢ = —v < 0, hence u(¢) = 0 for a.e. t € [0, T], and
thus the constraint (2.1) is not saturated, so C(T) > 0, which is a contradiction.

This ends the proof of Lemma 1. O

Now, let us study the switching function ¢, which is the key component to determine bang and
singular arcs. A straightforward computation gives the following:

¢ = (ps —pOBSI+ (ps — pBST+ S — pc

((ps = pD)(A =wBU = S) — pry) BS1

+(ps = pOB(-(1 —wBS I + (1 - w)BS*I - ¥S 1)

(ps —p(A —w)(I =S —1+S)BST +BySI(—p; — ps + p1),

and thus ¢ is C! with
¢ =—-yBSIps. (2.8)

Additionally, at any point of continuity of u,

1. . .
——¢ = (SI+SI)pS +S1p5
By
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(== wpS I + (1 = wpS1 = yS1) ps + S1(ps — p(1 = wpl

1.
(I =w)BSI(—I + S)ps +E¢+ (I =w)(¢ + pc)

(1= 00(S = Db+ 26+ (1 =]+ po)
thus, using (2.8),

¢ =—(¢+pc)d -yl + ¢(B(1 —u)(S = 1) —). (2.9)
Lemma 2. For K < T, one has pc > 0.

Proof. Assume by contradiction that p- = 0. One has

¢(T) = (ps(T) = p(T)BS(T)I(T) = BS(T)I(T) > 0.

By continuity, ¢(¢) is positive for ¢t € [T — n, T] and for some n > 0; then, any optimal control verifies
u(t) =uforae.t e [T —n,T] for somen > 0.

If # = 1, then one obtains ps = 0, p; = yp; from the adjoint equations; additionally, from the
transversality conditions (2.5), we deduce that ps = 1 and p; = 0O on this time interval, and this
constant solution is propagated on the whole interval [0, T']. Then, any optimal control has to satisfy
u(t) =unfora.e. t €[0,T].

If # < 1, then as p; is continuous with p,(T) = 0, one obtains the following identity from the
conservation of the Hamiltonian along an optimal solution :

H=—(1-u®)p@)— p/(t)yl(t) = H(T) ae.te[0,T].
On the other hand, using the assumption that pc = 0,
H(T) = —ps(T)(1 —w)BS (T)I(T) — pcit = =(1 —w)BS (T)I(T) < 0;

thus,
H=—1—u@®)¢@) — p/(t)yl(t) <0 ae.t€[0,T]. (2.10)

Now, considering the following set
E:={te€[0,T]; ¢() <0}.

If E is non empty, then let #. = sup E < T. By continuity of ¢, one has ¢(z.) = 0, and thus p;(¢.) =
ps(t:) > 0 using inequality (2.10). In view of (2.8), this implies ¢(z.) < 0, which contradicts the
definition of 7.. We conclude that E has to be empty and that any optimal control also has to satisfy
u(t) = uforae. te[0,T].

For the cases # = 1 or # < 1, we have shown that p. = 0 implies that u(¢) = u for a.e. r € [0, T].
The, one obtains the following :

T
f u(t)ydt = Tu > K,
0

which violates the constraint (2.1). Therefore, one has p- > 0, which demonstrates Lemma 2. m]
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As the objective is to consider the criterion for large values of 7', we assume in the following that
the condition T'u > K is verified, so that an optimal control saturates the constraint (2.1).

Lemma 3. For it < 1, an optimal solution has no singular arc. For it = 1, a singular arc is given by
u=1.
Proof. If ¢ is null on a non-empty open time interval J, then one should have ¢() = 0 for t € J and
¢(t) = 0 for a.e. t € J. From expression (2.9), one obtains the following :
&) = —pc(1 —u()ByI(t) =0 ae.teJ.

If # < 1, then one obtains a contradiction due to the fact that p- > 0 (see Lemma 2): there is no
singular arc. If # = 1, then u = 1 is optimal on J. O

The key point to establish that the optimal solution consists in a single intervention interval, is to
show that the switching function remains positive for a single continuous period.
Lemma 4. For any optimal solution, the set

{rel0,T];¢(r) > 0}

is connected.

Proof. To prove this result, we proceed by contradiction. We assume that there exists #; < 1, in (0, T)
such that ¢(t;) = ¢(t,) = 0 with ¢(¢) < 0 for ¢t € J := (t;,1,). From (2.8), we know that ¢ is a C!
function, and then one necessarily has ¢(t;) < 0 < ¢(t,). Again, from (2.8), one gets the inequalities
ps(t1) = 0 > ps(t;). On the other hand, we know that an optimal solution verifies u(f) = 0 a.e. on J.
Therefore, from (2.4), ps is right-differentiable at ¢, and left-differentiable at #,, with
ps(th) = ¢(f§) +pc _ _Pc ¢t) + pc _ _Pc >0
(1) S(n) S(1) S(1)
Consequently, the function pg possesses a local maximum at a certain 7 in J with pg(?) > 0, and a local
minimum at a certain 7 > 7 in J with pg(7) < 0. This implies pg(?) = ps(7) = 0, and from (2.4), one has

ps(®) — pi(H) = ps () — pi(@) = 0.
Finally, we use the conservation of the Hamiltonian (2.3) to write

H(f) = —ps(D)yyl(i) = H(f) = —ps (@)yI(D);

however, as ps(f) and pg(f) have opposite signs, we thus obtain a contradiction. O

>0, ps)=

Then, we obtain the following ‘0-i-0’ optimal synthesis result.
Proposition 1. For any positive initial condition and time horizon T > K/u, there exists t* € [0,T —
K/u] such that the control

u tet,t*+ K/ul,
u(t) = , (2.11)
0 otherwise,
is optimal for Problem Ps.
Proof. From Lemma 3, we know that an optimal control can only take the value O or &, at almost any
time. With Lemma 4, we know that the optimal solution has at most one arc with u = i, and with
Lemma 2, we know that constraint (2.1) is saturated. Therefore, an optimal control has necessarily the

structure (2.11). O
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3. Problem #g over an infinite horizon

In this section, we aim to extend the results of Section 2, originally established for a finite time
horizon (with constant ), to the infinite horizon setting. This extension is stated below in Proposition 2.

We begin by a Lemma which characterizes the optimal intervention time * given in Proposition 1
for large time horizons 7. Define the following numbers :

K
Sh::—, 6::T
u

One may recognize the herd immunity threshold in S, that is, the proportion of susceptible individuals
below which the number of infected starts decreasing (for the SIR model without control).

Lemma 5. For any positive initial condition and finite time horizon T > 6, define the function

(1 -1, + I(T), =1
Ir(t) =1 @ (3.1)

Tua (log(S (1.) — log(S (1. + 8)) + [(T), @ < 1

along the solution for the bang-bang control ”0-ii-0” with commutations at t. and t.+6. Then, for large
enough values of T, an optimal intervention time t* that yields the maximal value S (T) maximizes the
function Iy, and one has S(T) < S,

Proof. For a finite horizon T > ¢ = K/u, for which the structure of an optimal control is given
by (2.11), one may characterize the optimal value of S(7) as follows. Define, for convenience, the
following function :

F(S):=8 —S,log(S). (3.2)

Fix an intervention time ¢, € [0, T — 6] and consider the control

) = {a t €[t t. + 6],

0 otherwise.

On the time intervals [0, 7.) and (f. + 9, T'], we can write the invariant properties of system (1.1) with
constant control :

F(S(t.) + 1(1.) = F(S(0)) + 1(0) =: Wy, (3.3)
F(S(T)+ I(T)=F(S(t. +9))+ I(t. + 9). (3.4)
On the time interval (¢., . + 9), the control u is constant equal to iz. We distinguish two cases:

1. u = 1. Then, one has
S(t.+06)=S), It +36) =eIt), 3.5)

2. i < 1. We can write the invariant property

Sh

S, +0)+ 1. +90)— -
—Uu

Shb_l log(S (1. +90)) = S(1) + 1(1.) - log(S (). (3.6)

1 -
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Let us combine expressions (3.3), (3.5) or (3.6), and (3.4). We obtain the following (with W, defined
in (3.3)):

1. foru=1
F(S(T)) = Wy — (1 — e ")I(t,) - I(T), (3.7)

2. forin < 1 _
7}

FS@) =Wo =125 (log(S (1)) — log(S (1. + 0))) — I(T). (3.8)

—u

Then, from (3.7) and (3.8), S(T') and ¢, verify the following :
F(S(T)) = Wo — I'r(10). (3.9)

First, let us show that for a large enough 7', one necessarily has S(7") < S, for any admissible control.
IfS() > S, for any ¢ > 0, the one should have :

%logl =BS(1 —u(t)) —y > —yu(®) = I(t) > [(0)e"* >0, ¢>0;

however, from the equality
!
S+1=-yl=S@)+I1(t)=S(0)+ 1) - yf I(7)dT,
0

S + I would take negative values for large ¢, which is a contradiction.

Note that the function F is decreasing for § < §,. From (3.9), for any large enough value of 7', we
dedice that the optimal commutation time ¢*, which gives the maximal value S (7), has to maximize
the function I'7. |

Now, we investigate the optimal solution of the limiting problem #s when 7" — +c0. Let us denote
t7 an optimal intervention time for the Problem #s with finite horizon 7' > 0.

Proposition 2. The optimal solution for the the limiting problem Ps when T — +oo is given by the
control (2.11), where t* =0 ifSg < S, and t* =t for So > S}, such that

1. foru =1, t is uniquely defined as S (%) = S,

2. forn < 1, t% is the unique minimizer of the function t. — log S (t. + §) — log S (t.). Moreover, one
has S(t%) > S, > St + 0).

Furthermore, t7. converges to t;, when T — +o0.

Proof. An optimal solution to Problem #s in an infinite horizon with a control of the form (2.11) has
to maximize the following function :

Lo (1_—e—75)1(tc), =1, 210
wlle) = %(log(S(tc)—log(S(tC+6)), i<l (3.10)

which is the pointwise limit of the functions 'y when 7" — 0.
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For i1 = 1, the function I', is maximized for ¢}, = 0 if §¢ < S, because /(-) is always decreasing,
and for the unique %, such that S (%) = S, which gives the peak of I(-), if S¢ > S .

For &t < 1, a maximizer % of ', maximizes 7. — log(S(z.)) — log(S (z. + §)). As this last quantity
tends to 0 when ¢, tends to +co, we conclude that its maximum is reached for X < +oo0. Let us show
that £ is unique.

Posit £ :=log§ and Z := I + § — S,Z. On the interval where u = i, one obtains the following :

Y =-BI1-i) =B -a)e* -S,Z-2),
Z=—yl+S,B(1 —w) = —yul = {=8,3.

In particular, the quantity Z — ff‘uS »2 appears invariant along the trajectories. Then, one has log S (7. +
0) = &(0,&,) for &, = log S (2.), and &(2, &) is solution of the following :

% (1) = (1 — w)(e* — S,Z - Z)
= A —)(ef = SpE — Zo— 1S (E — &)

= F(& &),
with £(0,&.) = &.,and Zy = [+ So— S, 1og S p. Minimizing log S (¢, + 6) —log S (¢.) amounts to looking

for the minimum of J : &, — £(6,&,) — &, on (—oo,log S]. From the sensitivity equation, one obtains
the following :

d o¢

- _ oF (?F
T 5 €. &0, §c) e &(1,80), &)

= ﬁ(l_u)(ef(tfc _%)£+yu (3.11)
= G(EwE) 3).

Note that one has G(-,0) > 0, which, together with the positive initial condition ﬁ(O &) = 1, implies

that 85 7 (1,60 > 0, for any ¢ > 0. This, in turn, implies that &, +— &(¢,&,) is increasing, for any ¢ > 0. In

partlcular, the map &, — G(&(1, &), A) is increasing for any (7, 1) € R2. Therefore, the solution 2 % %.(65,&.)
of (3.11) at time ¢ is increasing w.r.t. £.. We deduce that J’ is increasing, so that J is strictly convex.
This proves the existence of a unique minimum & on (—oo,log Sy], which is reached at the unique
value 7, such that log S (#2)) = £* (any solution S (-) being monotonic).

Note that as £¥ is a minimizer of the convex function J on the interval (—co,log S], one has the
following inequality :

43
0

J(E) =76, -1< (3.12)

with equality when &X < log S.
If S(t% + 0) = S}, then one should have S(¢) > S, for any ¢ € [£X, X + &), as the function S (-) is
decreasing. Then, from (3.11), one obtains the following :

d o o0& 0¢
d_tﬁfc(t§)>'8(1_u)sh '(9& 2.

As 85 (0 £X) = 1, we deduce that aét( £X) is increasing on (¢, 1% + J), and thus (5 £X) > 1, which
contrad1cts (3.12). This shows that the inequality S (5 + 8) < S, is necessarily fulﬁlled

(t,&F )+yu_yu(1— (t)) tE€ [, 15 +0).
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In the same manner, if S (zX) < S, then one should have S () < S, for any 7 € (¢

d 0§ 3
dtafc( g )<y (1—6—&(0), te (@, + 61,

* + 6], and

which 1mphes 2 7 (0, £X) < 1. According to (3.11), this is only possible when &' = log S, that is, when
So< Sy

Therefore, when Sy > S, we conclude that the maximizer % is such that S(t%) > S, > S(¢5 + 0).
When S < §), one necessarily has S (%) < S, and then S(¢3) = S (i.e., X = 0).

Now, we prove the convergence of 3 to 3. For this purpose, we show that the family {£}}7.¢ is
bounded and has a unique accumulation point, which happens to be 5.

By contradiction, assume {t7}7-¢ is unbounded. Then, one can extract a sequence t* — 00, each
maximizing I'r,. Since 17 < T, we also have 7, — oco. Therefore,

lim ||T7, || = lim Tz, (75) = 0

and thus the limit I', is identically null, which is clearly false.

Observe that the functions I'7 (T > 0) are continuous, and for each given t., the map 7 > f. + 6 —
I(T) is decreasing. Thus, {I'7(-)}7s¢ is a decreasing family of continuous functions, which converges
pointwise to the continuous function I',. Therefore, this family of functions I'-converges to I',, (see
[18, Prop 5.4]). Consequently, any converging subsequence of maximizers t7 of I'7 has to converge to
a maximizer of ', that is, %. i

Remark 1. Hereafter, we provide an interpretation of Proposition 2 and a characterization of an
intervention time t3. for Problem Ps with finite horizon T.

e Proposition 2 shows that when a complete stop of the transmission is possible (i.e., i = 1), the
optimal solution for Ps over an infinite horizon consists of waiting the proportion S to reach the
herd immunity value S (whatever is the initial condition), and then to block the transmission
as long as the L' budget is not completely used. Differently, when only a partial reduction of
the transmission rate is possible (i.e., u < 1), the optimal intervention time anticipates the time
instant when S reaches S, (depending on the initial condition). Figure 2b illustrates how to
obtain the optimal switching time as realizing the maximum of function I, defined in (3.10) and
the corresponding optimal solution.

e From the convergence t; — t, < +oo as T — +oo, there exists T > t* + 6 + 1 such that
7 * * 1
YT >T, |tT_too|<§'

In particular, for such T, one has T > t} + 6, so the interval [t} + 6, T is of a positive measure.
Since one cannot apply the control it beyond a duration 6 = K/u after the last activation time t7,
the optimal control u that corresponds to t} has to satisfy

u(t) =0, forae. te[t;+6, T). (3.13)

This shows that, whatever is the value of T, an optimal solution of Problem Ps with horizon T > 0
is given by an optimal control with a support contained in [0, T1.

Mathematical Biosciences and Engineering Volume 23, Issue 3, 567-593.



579

4. Equivalence of Problems Qg and Ry

Using the results about the auxiliary problem $g, we are now in position to prove that the optimal
costs of the Problems Qg and Ry are the same.

Let us fix a positive initial condition (S (0), 1(0)) = (So, ly), a constant 5, and a number 6 > 0. Let
us recall that the set of admissible controls for Problems Qg, Rs, and Pg (for T = +00) are as follows:

UQs) :={u:[0,+00) = [0, ] | supp(u) C [t, + 6] for some 1 > 0},
URs) :={u:[0,+00) — [0, ] | meas(supp(u)) <o},
UPs) :={u:[0,+00) — [0, @] | ||ullr < u6 }.

One can observe the following inclusion :
UQs) € URs) € UPs). 4.1

Therefore, the optimal value of Problem Qg is not larger than the optimal cost of Problem Rg. In the
following result, we provide equivalence between problems Qg and Ry thanks to the structure of the
optimal control of g (when T tends to +o0) obtained in Proposition 2.

Theorem 1. The Problems Qs and Rs have the same optimal cost, achieved by a unique optimal
trajectory generated by the control u* of type (2.11), such that meas supp(u*) = 6 and u* = i on
supp(u*). Moreover, u* is optimal for Problem Pg with T = +co.

Proof. From the inclusion (4.1), one immediately obtains the following :

sup S(co,u) < sup S(oo,u) < sup S(oo,u);
ueUQs) ueURs) ueUPs)

however, we have shown that an optimal solution of Problem %Py is generated by a control u* of the
form (2.11), and thus belongs to U(Qs), so

sup S(co,u) < sup S(oo,u),
uE(I/{(PS ) ME(M(QS )

which implies the equality of all optimal values.

The optimal trajectory for Problems Qg and Rs is also unique because if there existed another
optimal trajectory with a control in U(Qs) or U(Rs), then it would contradict the uniqueness of the
optimal trajectory for Problem $g generated by the control u*. It follows that u* is also optimal for
Problems Qg and Ry. i

5. Extension to a case of piecewise constant 3
As previously shown, the solution of Problem Ry is quite simple when the parameter 8 is constant:
it corresponds to applying the maximal possible control effort during a time interval of length 9, be-

ginning at an optimally chosen time instant. In an attempt to investigate whether this property may be
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generalized, now we investigate Problem Rg when the parameter S undergoes a unique jump, specified

as follows:
1 re [O’ Tc)7
= 5.1
ﬁ(t) { 2 te [Tc’ +OO)’ ( )

for some T, > 0 and non-negative 8, # [3,.

As before, we first consider the auxiliary Problem #g over a finite (large) horizon 7', and then obtain
a convergence result that characterizes the optimal solutions of Problem Rg with changing S. First, we
show that an optimal solution for Problem $g with large time horizon consists in at most two distinct
intervals of intervention. This result exploits former results (Lemmas 2, 3 and 4, Proposition 1).

Proposition 3. Fix a large enough T > T.. For any optimal solution of Problem Ps with B defined
in (5.1), there exist numbers K. € [0,K], tf € [0,T. — (K - K.)/u], and t; € [T.,T — K./u] such that
the optimal control verifies the following :

(5.2)

0 u teltf,ff+(K-K)/ul Ul 5 + K. /ul,
u =
0 otherwise,

fora.e.t €[0,T]. Moreover, one has t; + K/it < T.

Proof. For Problem Py with (finite) time horizon 7" > T, one can apply the Hybrid Maximum Prin-
ciple (see e.g., [19, Th. 22.20]). The corresponding necessary conditions for optimality are stated as
follows. We introduce the Hamiltonian, defined by

(ps —pd —w)piSI — pryl — pcu, over[0,T.),
H = (5.3)

(ps —pd —w)pS1 — pryl — pcu, over(T.,T],

and the adjoint equations

ps = (ps —p)(1 —u) i 1, ps = (ps —p)(1 —u) B> 1,
pr=ps—pDd—wp S +pry, overl0,T.),  p;=ps—-—p)l—-—w)pBS +p;y, over(T.,T].
pC = O’ pC = O’
5.4
along with the transversality conditions:
ps(T) = p°,
pi(T) =0, (5.5

pc(T) = 0 (= 0 if the terminal constraint is not saturated),

with p° € {0, 1}. Note that since T, is fixed and no switching condition occurs at time 7, the transver-
sality conditions are the same as those obtained in Section 2. Moreover, the adjoint variables pg, py,
and p¢ are absolutely continuous on [0, 7']; in particular, p¢ is constant on [0, T']. Therefore, abnormal
extremals can be ruled out by the same argument used in the proof of Lemma 1, and we conclude that
P’ =1

Notice that, when considering (S (7.), I(T.),C(T.)) as an initial condition of system (2.2) at time
T, one faces exactly Problem s with constant § = 3, over the time interval [T, T], with K replaced
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by K. = C(T.) (possibly null), and Proposition 1 shows the optimality of the control (2.11) for > T..
Additionally, notice that Lemma 2 shows the positivity of the constant pc (provided that T is large
enough) for the Problem #g over the whole time interval [0, T]. Moreover, Remark 1 ensures that, for
any large enough value of 7 > 0, one has £ + K/u < T.

On the time interval [0, 7], Lemma 3 applies (since its proof does not use the transversality condi-
tions). Moreover, Lemma 4 applies for Problem $s over [0, T.] with 8 = ;. Therefore, there exists
an optimal solution on the interval [0, 7] of the form (2.11) with K — K, instead of K, where K. is the
optimal value of C(T,). |

Remark 2. In the statement of Proposition 3, K. can be interpreted as the remaining budget at time
T.. The times ty or ty are irrelevant when K. = K or K. = 0. When tf + (K — K.)/u = t; = T,
then the optimal solution consists simply in a single time interval of intervention [t7,t7 + K/ii] with
T. € (7,67 + K/ ).

Proposition 3 reduces the problem of characterizing an optimal control to identify the three decision
variables (¢7, t;, K.) for which the control (5.2) is optimal. Furthermore, we can provide an additional
characterization of the optimal intervention times ¢} and #. For this purpose, we define the following
property of a control with at most two intervention intervals, which claims that when there are two
distinct intervention intervals, a commutation has to occur exactly at time 7.

Property A. A control function u* of the form (5.2) with T > T, (where T can be equal to +o0) is said
to fulfil Property A when the following is fulfilled :

(i) If K. € {0, K}, then u* reduces to (2.11) and its support belongs to either [0,T.] or [T., T].

(ii) If K. € (0,K), then t} + (K - K.)/u = T, or t; = T.. Furthermore, one has t5 = T, if §, > B, and
i+ (K- K)/i =T, if B> < .

Now, we are in a position to give the following result.

Proposition 4. For Problem Ps with a large enough T, an optimal control is of the form (5.2) for
a.e. t € [0, T] and satisfies Property A.

Proof. Let u* be an optimal control. From Proposition 3, we know that it has the structure (5.2) for
a.e.t. If K. € {0, K}, then item (i) of Property A follows immediately from Proposition 3. Now, consider
the case for which one has K, € (0, K). We proceed by contradiction to show that an optimal solution
fulfills point (ii) of Property A for a.e. t. If not, then both conditions 3 > T, and ¢} + (K — K.) /it < T,
hold. This means that the switching function

o(6) = (ps@®) = piOB1SOI(1) = pc, t<T,
(ps(®) = pr@O)BSOI) — pc, 12T,

has to be negative on some (nonempty) interval (¢, #,) that contains T, with ¢(#,) = ¢(t,) = 0. Similarly
to the proof of Lemma 4, and the fact that ¢ is C! over [0, T.) and (T, T], one has ¢(t;) < 0 < ¢(t5),
which implies ps(#;) > 0 > ps(t), and as u is equal to O for a.e. 7 in (#1, t,), one obtains the following

_ ¢) + pc

N _ @) + pc
ps(t)) = S(1y)

>0, ps(l‘g) = St > 0.
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Therefore, the function pg, which is continuous, possesses a local maximum at a certain 7 in (¢, ;)
with ps(f) > 0, and a local minimum at a certain 7 > fin (t;,1,) with ps(f) < 0, such that pg is
decreasing on (7, 7). The adjoint variable pg is absolutely continuous over (11, f;), and u(z) is equal to 0
for almost any ¢ € (1, ;). Therefore, p; is left- and right-differentiable at 7 and 7. Therefore, we have
ps(F) 20> pg(f) and ps(I) < 0 < pg(*); from (5.4), one recovers pg (7) — p,(f) = ps(f) — pi(7) = 0.
Finally, we obtain the following :

H(f) = —ps(DyyI(D) > 0 > H(D) = —ps (DyI(D).

Recall that the Hamiltonian along an optimal solution is piecewise constant, i.e., there exist numbers

H,, H, such that
Hb 1< Tw
H() =
Hy,, t>T..

Iff<T.ort> T, then one should have H(f) = H(f), which is a contradiction. If 7 < T, < 7, then one
has
Hy =H(T,)=H({) <0< H({) = HT}) = Hy;

however, one has H(T) = —,S (T)I(T) < 0 from the transversality conditions (5.5) and Proposition 3,
which ensures that u vanishes over [#; + K/ui, T and thus a contradiction with H(T) = H, > 0.

Therefore, we have shown that ¢ cannot be negative on a neighborhood of 7,.. Hence, either ¢
remains positive on a neighborhood of T, or its sign changes at 7.. In the first case, the control has
the form (2.11), so one has 7 + (K — K.)/u = t5 = T. and item (ii) holds. In the second case, we
cannot have pg(T.) — p/(T.) < 0, because then ¢ would be negative on a neighborhood of 7,.. Hence,
we necessarily have ps(T.) — p;(T.) > 0. The function ¢ has thus a jump at 7 in the following way :

¢(T) = ¢(T;) = (ps(Te) = pr(T)S (THT (B = Br);

>0

consequently, we get that

1. if B, > B1, then ¢(T,) < 0 < ¢(T}), which implies that one has necessarily £ = T;

2. if B, < By, then ¢(T7) > 0 > ¢(T), which implies that one has necessarily ;' + (K — K.)/u = T,
which proves item (ii). Both (i) and (ii) hold, hence the control u* fulfills Property A. O

Remark 3. Proposition 4 shows the optimality of a control that has one or two intervention intervals.
In the first case, this interval may start at any time. In the second case, the first intervention must end
exactly at time T., or the second intervention must start exactly at time T, or both (but this latter case
may be viewed as a single intervention period). However, when there are two separated interventions,
there must be a commutation at T..

Now, based on our preceding analysis, we aim to characterize the optimal solutions for Problem Ry
in an infinite horizon. Formally, we consider the limit of the optimal solutions of Problem £s when
T — +o0, as a candidate for the optimal solution of Problem Rg. This is established by the following
convergence result.
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Proposition 5. Consider a positive initial condition and an increasing sequence {T,},en that tends to
+00 when n — +oo. Let {u}},en be a family of optimal controls for Problem Ps with a finite horizon
T,.. Then, up to a sub-sequence, the sequence {u*},c converges in L' when n — +oo to some function
uy, € U of the form (5.2) that satisfies Property A for a.e. t, and is an optimal solution of Problem Rs
with variable 8 given in (5.1).

Furthermore, the optimal value of Problem Ry is the limit of the optimal value of Problem Pg in
finite horizon T, as n — +co.

Proof. Let us fix a positive initial condition (S, /y, Cy) and consider the system (2.2). The proof is
done in three steps.

Step 1. We show that there exists a number 7 > T, independent of n, such that for Problem Pg
in horizon T, there exists an optimal control which is null for ¢ > T. To do so, consider the system
(2.2) with 8 = 8;. From the Theorem of compactness of the solutions of controlled dynamical systems
(see e.g., [19, Th. 23.2]), the attainable set A(T,) at time T, with controls u(-) in U]y r,; such that
()|l < Co, is compact. From any state (S, 1., C.) in A(T,), the optimal solution over the time
interval [T, T] (with T > T.) is exactly given by the optimal solution of the auxiliary Problem $g with
constant 8 = 3, over [T,, T]. Consider the following exit time function :

(S e, 1) = inflr > Te; S < Su),  (Se, L) €0 := (R, \ {0))?,

where S, = v/B,, and (S (+), I(-)) denotes the solution of (1.1) with (S(T,), I(T.)) = (S.,1.), 8 = 3>, and
the null control. From the analysis of Section 2, we know that an optimal solution for Problem $g with
a large enough time horizon consists of taking u(t) = O for a ¢ larger than #,(S ., 1.) + C./u (for some
optimal state (S, I, C.) at intermediate time 7). From classical results on the Bellman equation for
minimal time with a controllable target (see e.g., [20, Chap. 4, Sec. 1]), the function ¢, is continuous
on O, and one can then define the following number :

T:= max t,(Sc, 1)+ C./ii < +c0.
(Seide,Co)eAT,)

Therefore, for T, > T, an optimal solution u(-) for Problem Ps is null on (T, T,,], and its restriction to

[0, T] realizes the maximum of the map

¥, () e U 0,8, I(T)),

where U is the set of controls in L'([0, 7], U) such that ||ull; < Co, and ®,(S,]) is defined as the
solution S (T, of (1.1) with (S(T), I(T)) = (S, ), 8 = 8, and null control.

Step 2. We establish a I'-convergence result for the family of functions {¥,},cn. For any n € N,
Y, is continuous on U because, on the one hand, from the continuous dependency of the solutions
with respect to the control, the map i(-) € U — (S(T), I(T)) is continuous (see e.g. [17, Th. 3.2.1]);
on the other hand, the function ®@,, is continuous with respect to the initial condition (S, 7). For any
increasing sequence of (large enough) numbers 7, that tends to +oo, {—W¥,},cv is an increasing family
of continuous functions on /. Therefore, it I'-converges to its pointwise limit —¥,, (see [18, Prop
5.4]). From this, we know that any converging sub-sequence of minimizers of {—¥,},cy converges in
L' to a minimizer of —¥...
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Step 3. We show that a converging sub-sequence exists and has the form (5.2) that satisfies Prop-
erty A. For simplicity, let us assume 8; < 3, (the converse case is exactly the same, up to the definition
of U, and U, below). Denote § = K/ and define the following subsets :

Uy = i € U; 4() = @l 1100), e € [T, T - 61},
U, := {ﬁ € U; () = iy, aar() + Wiz, 7.45-a1(),
(t1,d) € [0, T1 X [0,06], i +d < TJ;

which are relatively compact in ¥/. From Propositions 3 and 4, we know that for any  large enough,
there exists i} in U, U U, which maximizes ¥, over U, and whose extension uy on U by O for ¢ > T
is optimal for the problem with horizon 7,. As U, U, is relatively compact, we deduce that there
exists a sub-sequence of {it) },«v that converges to some i1}, € U, U U,. Moreover, the I'-convergence
ensures that one has W (&%) = lim,_, ;. ¥,(@}). Recall that for each control u in U, the corresponding
solution S (T,) is non-increasing with respect to n. Therefore, the optimal value P,,(ii;) of Problem Pg
with time horizon T, is an upper bound of Problem Ry in infinite horizon. As ¥, is the map that gives
S (+00) for controls in U, we conclude that the extension u*, of ii* on U by 0 for t > T is necessarily
optimal for problem Rs (since it is admissible for Problem Rg). Moreover, it possesses the form (5.2)
and satisfies Property A. Finally, the optimal value W, (i) converges to W (it},), which is the optimal
value for Problem Ry. O

Remark 4. Note that we have only shown that any optimal control for Problem Ps in horizon T < oo
is of the form (5.2) and satisfies Property A (Proposition 4). Proposition 5 shows that there exists a
control of this form that is optimal for Problem P in horizon T = +oo, and that this control is also an
optimal control for Problem Rs. For all we know, there could be other optimal controls for Problems
Ps (with T = +00) and Rg which are not of this form.

Remark 5. We have not directly tackled Problem Ry in infinite horizon, because of the lack of transver-
sality conditions. Instead, we have considered the finite horizon Problem Pg, for which we have ex-
ploited the transversality conditions and characterized the structure of optimal solutions, which allows
us to pass at the limit for Problem Rs thanks to Proposition 5. This legitimizes us to approach Problem
Rs by Problem Pg with a large enough T, giving credit to the numerical simulations.

Remark 6. Consider the framework of Proposition 5. Let us make some final observations.
o [fthere is a single intervention, this occurs in one of the following situations:
(i) K. =0, meaning that the entire budget is used before T,;

(ii) K. = K, meaning that the entire budget is used after T.; or

(iii) K. € (0,K) and the equality t7 + (K — K.)/i = t; = T, holds, meaning that the single
intervention takes place over a time interval that contains T..

In all these cases, the optimal control of Problem Rs keeps the simple form (2.11). From the
inclusion (4.1) (which remains valid in the case of a piecewise constant 3), one can see that this
optimal control of the form (2.11) remains admissible for Problem Qg. Thus, Problems Rs and Qg
share the same solution.
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o If K. € (0,K) and the two interventions are disjoint (i.e., tf + (K — K.)/ui # t;), then the optimal
control has the form (5.2). In this case, one can see that this control is not admissible for Prob-
lem Qg (when considering the length 6 = K/u). Therefore, Problems Rs and Qs do not share the
same solution. More precisely, the value of the cost function in Problem Ry is strictly larger than
that in Problem Q.

In the following Section, we illustrate all possible structures of the optimal control of Problem P
that may occur.

6. Numerical illustrations

In this section, we provide a couple of examples* that illustrate the structure of the optimal control
derived in both cases: constant and piecewise constant transmission rate 3, as stated in Propositions 1,
2, 3, 4. We solve both optimal control problems using the Julia package OptimalControl. jl (we
refer to [21] for more details). The numerical resolution involves reformulating the optimal control
problem as a finite-dimensional optimization problem (also referred to as the direct method), which is
then solved using the IPOPT solver with a relative precision tolerance set to 1078, We emphasize that
we fix a finite time horizon T > 0 (large enough) and numerically solve Problem #s (not Problem Ry).

In what follows, we implicitly assume that the time unit is the day, and thus do not mention the
units of the budget and various dates (Accordingly, the quantities 7, 7., K below are expressed in days,
while 3,y are measured in days™!).

6.1. Case of constant 3

In this subsection, we numerically solve the optimal control problem in a finite horizon (Problem
Py ) for the dynamics (2.2) under the constraint C(7") > 0 and u(¢) € [0, &], with iz < 1. The transmission
rate § is constant in time. We present two examples to illustrate the optimal strategy described in
Propositions 1 and 2. In both cases, we use the same set of parameters:

T |y | SO | 10) |
300 [ 0.2 [ 0.999 | 0.001 |

In a first example, we consider a transmission rate § = 0.6, a control bound # = 1, and a budget
K = 28. This latter means that a complete stop of the transmission is possible (as depicted in Figure 1).
One can observe that, in this particular case, the intervention time t* ~ 17.81 satisfies S(t*) = S, and
the state variable S remains constant throughout the intervention (as highlighted in Proposition 2).

In a second example, we consider a larger transmission rate 8 = 0.9, a weaker control bound z = 0.5,
and a smaller budget K = 10. Having # < 1 means that (only) a partial stop of the transmission is
possible (as depicted in Figure 2a). Moreover, the intervention time * = 8.50 realizes the maximum
of the mapping ¢, — log S (z.) — log S (¢, + ) as predicted in Proposition 2 (Figure 2b).

*The scripts for reproducing the numerical experiments are available at: https://anasxbouali.github.io/SIRcontrol.jl/.
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Figure 1. Numerical results for 8 = 0.6, = 1, K = 28.

6.2. Case of piecewise constant 3

In this subsection, we solve again the optimal control problem in finite horizon (Problem #y) for the
dynamics (2.2) under the constraint C(7') > 0 and u(¢) € [0, i], with & < 1, but here with a parameter
[ that is time varying of the form (5.1). We present four numerical examples to illustrate the optimal
strategy described in Propositions 3 and 4. We emphasize that the same set of parameters is used for
all examples, namely:

T |T.| v | K| a|S©O| 10) |
700 | 50 | 0.15 | 35| 0.8 | 0.999 | 0.001 |

To use the numerical toolbox, it is necessary to provide a smooth dynamics. Since 3 is discontinuous
at T., we will use an augmentation procedure (see [22, 23]), which consists in parameterizing the state
and control variables on the two intervals [0, 7T.] and [T, 7] on a common time interval [0, 1], while
ensuring the continuity of the state variables. The new parameterization is as follows :

(S1(5), 11(s), C1(5)) = (S, 1, O)sTo),
(S2(5), Ir(5),Ca(s)) = (S, LONS(T —T.) + T.), s €[0,1].
ui(s) = u(sTe), ua(s) = u(s(T = T,) +T),

Hence, the (augmented) control system is given by

S1 = -T.(1-u)BiS:1y,

I = T -u)BiSil —yh),

Cl = —T.uy,

. s €[0,1]. (6.1)
Sy = (T =Tl —up)BrS-1,

L = (T-T)A=-u)BaSr6 - yh),

C, = —(T-Touy,
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(b) Optimal intervention time ¢*.

Figure 2. Numerical Results for 8 = 0.9, #u = 0.5, K = 10.

Furthermore, the initial conditions write as follows
$1(0) =S80, 6L0) =1, Ci(0) =K,
and to ensure continuity of the state variables, we impose the two-boundaries constraints:
$2(0) = 8:1(1), LO)=15L(1), C0)=Ci(D),

the terminal condition being
Ci(1)=0, Cy(1)=0.
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Thus, this procedure allows to reduce Problem Pg (with piecewise constant 5) to an equivalent optimal
control problem with smooth dynamics (given above) that writes

sup  S»(1)
() u2 (DU

with u;(s), up(s) € [0, u] for a.e. s € [0, 1]. Finally, to recover the original state variables (S, /, C) and
the control function u on [0, T'], we use the inverse change of variables:

(Slall’cl)(TLc)’ t€[0,T.],
S@®, 1), CQ) =

(S2, 1, C)(5=7), €T T,

ul(TLy)9 re [05 Tc]a
u(t) = .
ur(7=5), telT,TI.

Our goal is to showcase various situations that may arise by changing the values of 8, and 5,. We
begin with the first two examples, which illustrate cases where 5; > 3, (with one and two intervention
intervals in the optimal solution). In a first example, we consider 8(¢) = 0.4 for ¢t € [0, T,.) and 5(¢) = 0.2
fort € [T, T] (as depicted in Figure 3). This example highlights that, even when the transmission rate
decreases, it may be optimal to split the intervention into two phases: one within the interval [0, 7]
and the other over [T, T]. More precisely, the first phase takes place over the interval [7}, ¢} + K;K”]
with £ ~ 19.7 and K. ~ 10.76. Notice that ¢} + % = T. thanks to Proposition 4. The second phase

occurs over [£), £ + K7] where 5 = 55.6 > T, (which is consistent with Proposition 3).

1.00 \
0.75 e e I
0.50

_________________ .
0.25 + — ]

u

0.00 ‘ ‘

0 20 40 T. 60 80 100 120

Time t

Figure 3. Numerical results for for 8 that changes from 0.4 to 0.2.
In a second example, we consider 8(¢) = 0.7 for ¢ € [0, T,.) and 5(¢) = 0.4 for t € [T., T] (as depicted
in Figure 4). This example illustrates that, when the transmission rate decreases, it may be optimal to

have a single intervention interval that contains 7. (which can be seen as two interventions over [0, 7]
and [7,, T] ; this is still consistent with Propositions 3 and 4). More precisely, the intervention takes
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Figure 4. Numerical results for 8 that changes from 0.7 to 0.4.

place over the interval [, 7 + K;K"], with 17 =~ 11.6, K. ~ 4.28, and 1] + % = T.. The second phase
occurs over [£), 5 + %], where #; = T, (which is consistent with Proposition 3 and 4).

In contrast to the previous examples, the remaining examples vary T, illustrating cases where
B1 < B, and the optimal solution includes either one or two intervention intervals. In the third example,
we consider S(f) = 0.4 fort € [0,T,) and 5(t) = 0.8 for ¢t € [T, T] (as depicted in Figure 5). This
example highlights that, when the transmission rate increases, it may be optimal to split the intervention
into two phases: one within the interval [0, 7] and the other over [T, T']. More precisely, the first phase
takes place over the interval [}, 1} + %] with 7 ~ 32 and K. = 29.08. The second phase occurs
over [, £ + %], where #; = T, (which is consistent with Proposition 3 and 4).

1.00
—_—
— |

0.75 u

' - _Sh

0.50

0.25

0.00 ‘ ‘ ‘

0 20 40 T. 60 80 100 120

Time t

Figure 5. Numerical results for 8 that changes from 0.4 to 0.8.

In the fourth example, we consider S(tr) = 0.2 for r € [0,7,) and 5(t) = 0.8 for ¢t € [T.,T] (as
depicted in Figure 6). This example highlights that, when the transmission rate increases, it may be
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optimal to have a single intervention over [T, T']. More precisely, this intervention takes place over the
interval [£3, £} + %] with ' = 58.1 > T (which is consistent with Proposition 3 and 4 with K. = K).

1.00

0.75

0.50 ¢

0.25 1

0.00 ;
0 80 100 120

Time t

Figure 6. Numerical results for for 8 that changes from 0.2 to 0.8.

7. Conclusion

In this work, we studied the problem of minimizing the final size of an epidemic obeying SIR model
by a lockdown policy with a constraint on the lockdown duration (Problem Qg). We first considered
the case where the transmission rate is constant in time. In order to understand whether there is a
benefit in splitting the intervention, we considered a more general problem by introducing a bound on
the measure of the support of u (Problem Rg). The main difficulty, namely the infinite horizon, has
been circumvented by considering a finite horizon problem (Problem Ps) where we introduced an L'
budget constraint, thereby finding the structure of the optimal controls with the Maximum Principle,
and applying a limiting procedure to obtain optimal solutions to Problem #g with an infinite horizon.
We found that the optimal control is unique and consists in an “all or nothing’ strategy on a single time
interval. These three problems are in fact equivalent, since the optimal solution of the most general
(Problem %y) is admissible for the least one (Problem Q).

In an attempt to generalize this result, we considered a second case where the transmission rate
jumps at a known time from a known value to another. We found that optimal strategies are still "all or
nothing’, but may be spread over two distinct time intervals. Then, roblems Qg and Ry are no longer
equivalent in this context.

Future works could investigate more complex situations when f is piecewise constant with more
than one change, or when g is periodic.

e If B has several jumps w.r.t a time partition 0 < T! < --- < TN, the Hybrid Maximum Principle
still applies on each interval where S is constant. In that case, one may expect at most one
intervention per interval, leading to at most N + 1 interventions in total. The main challenge is
that the argument used in the single-jump case (Property A) relies on comparing two constant
values of the Hamiltonian over [0, 7,) and [T,, T], together with the transversality conditions.
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With multiple jumps, the Hamiltonian takes on several constant values on more than two intervals,
which cannot be easily tackled in the same way.

e For a periodic S, the times of jumps are not bounded, while the approach we deployed in this
paper is based on an approximation with a finite horizon, which took into consideration that g
does nochange after a (large) finite time. Therefore, this technique needs to be revisited for the
periodic case.

e However, one can try to find a bound on the number of interventions independent of N, possibly
depending on the data K, v, ||8||c,--- . If such a bound is found, one can look for controls in the
compact set of bang-bang controls that satisfy ||u||;1 < K, which have a number of interventions
fewer than the said bound. This would allow us to consider problems in which N — oo, thus
allowing to consider the periodic 8 case, or to pass to the limit and consider time-continuous 3 by
a density argument.
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