MBE, 21(2): 2671-2690.
% DOI: 10.3934/mbe.2024118

AIMS Received: 29 October 2023

EE Revised: 27 December 2023

Accepted: 04 January 2024
http://www.aimspress.com/journal/mbe Published: 22 January 2024

Research article

MDKLoss: Medicine domain knowledge loss for skin lesion recognition

Li Zhang'**, Xiangling Xiao*, Ju Wen'?* and Huihui Li**

! The Second School of Clinical Medicine, Southern Medical University, Guangzhou 510515, China

2 Department of Dermatology, Guangdong Second Provincial General Hospital, Guangzhou 510317,
China

3 Department of Dermatology, Ningbo No. 6 Hospital, Ningbo 315040, China

* School of Computer Science, Guangdong Polytechnic Normal University, Guangzhou 510665,
China

* Correspondence: Email: wenju3139@163.com, lihh@gpnu.edu.cn.

Abstract: Methods based on deep learning have shown good advantages in skin lesion recognition.
However, the diversity of lesion shapes and the influence of noise disturbances such as hair, bubbles,
and markers leads to large intra-class differences and small inter-class similarities, which existing meth-
ods have not yet effectively resolved. In addition, most existing methods enhance the performance of
skin lesion recognition by improving deep learning models without considering the guidance of med-
ical knowledge of skin lesions. In this paper, we innovatively construct feature associations between
different lesions using medical knowledge, and design a medical domain knowledge loss function
(MDKLoss) based on these associations. By expanding the gap between samples of various lesion
categories, MDKLoss enhances the capacity of deep learning models to differentiate between different
lesions and consequently boosts classification performance. Extensive experiments on ISIC2018 and
ISIC2019 datasets show that the proposed method achieves a maximum of 91.6% and 87.6% accuracy.
Furthermore, compared with existing state-of-the-art loss functions, the proposed method demonstrates
its effectiveness, universality, and superiority.
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1. Introduction

Dermatology diagnosis is a crucial aspect of the medical field and remains an active area of research.
As computer technology advances, artificial intelligence has increasingly infiltrated the medical sec-
tor, with one of its most promising applications being computer-assisted diagnosis [1]. Traditional
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computer-assisted methods mainly depended on hand-crafted features such as color, texture, and clas-
sifiers to achieve better results [2, 3]. In this process, selecting the most suitable type of features and
descriptors is crucial, which usually requires the expertise of practitioners. However, due to the con-
straints of manually designed features, it can be challenging to fully characterize skin lesions with
intricate structures. The outcomes of traditional skin lesion recognition methods are often unsatis-
factory. In recent years, deep learning (DL) has been successfully applied in various fields [4-8],
becoming the core of mainstream tasks such as image classification [9-11], object detection [12, 13],
and image segmentation [14—16]. Compared with hand-crafted feature extraction, DL can achieve end-
to-end feature extraction, effectively reducing the heavy workload caused by the manual selection of
features. Therefore, researchers have proposed many methods for computer-assisted diagnosis based
on DL [17].
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Figure 1. Examples of skin lesion images. (a) Actinic keratosis (AK), (b) Melanoma (MEL),
(c) Dermatofibroma (DF).

Although these deep learning methods have effectively improved the recognition performance of
skin lesions, there is still ample room for improvement. This is attributed to inter-class similarity and
intra-class differences, the influence of markers, bubbles, and other factors, as well as the intricate
characteristics of lesion areas. For example, as shown in Figure 1, there are three dermoscopic images
selected from the ISIC 2019 dataset [18]. As we can see, Actinic keratosis (AK) (Figure 1(a)) shares
great similarity with malignant melanoma (MEL) (Figure 1(b)) in color and morphology. The periph-
ery of the Dermatofibroma (DF) (Figure 1(c)) shows a light brown color, as is the marginal color of
the MEL, which might affect classification performance. Moreover, as we can see from the pictures
in Figure 1, there will be hair, bubbles, marks, and other interference in the lesion area. This also
increases the difficulty of accurately identifying skin lesions.

In light of the aforementioned problems, researchers have put forward some pertinent solutions. For
instance, Tang et al. [19] proposed a GP-CNN model, which improved the classification performance
of skin lesions by combining global and local feature information. He et al. [20] proposed a deep
metric attention learning CNN (DeMAL-CNN) to address issues in skin lesion recognition. Golnoori
et al. [21] proposed a metaheuristic algorithm-based hyper-parameters optimization to increase skin
lesion recognition performance. Selen [22] proposed a swin transformer model based on end-to-end
mapping without prior knowledge to ensure efficient learning in the classification of skin lesions. Wei
et al. [23] proposed a skin lesion recognition network based on dual attention-assisted learning, which
is able to focus on lesion area features with reduced irrelevant artifacts and is able to further refine the
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meaningful local pattern features contained in the lesion area. Wang et al. [24] proposed a novel loss
function to enhance inter-class discriminative features and designed an independent module to focus on
minimizing the intra-class distance. Moreover, to solve an image classification problem of engineering
interest, Versaci et al. [25] proposed a classification procedure based on fuzzy similarity computations
in order to create classes of images that are very close to each other.

These works have solved some problems relatively well in the recognition of skin lesions. How-
ever, these methods extracted features for classification from the input images without considering the
application of medical knowledge of the skin disease itself. Therefore, in order to improve the perfor-
mance of the feature extraction while further improving the accuracy of the classification network, this
paper uses medical domain knowledge to guide DL models. The main contributions of this paper are
as follows:

e We have innovatively proposed to integrate medical knowledge of skin lesions into deep learning
(DL) models. By incorporating medical domain knowledge, deep learning models can learn more
distinguishing features, which is conducive to more accurate recognition of skin lesions.

e Using the different color and shape characteristics of various skin lesions, we proposed a medical
domain knowledge loss function (MDKLoss). By utilizing MDKLoss, we can further magnify
the differences among various lesions, enhancing their distinguishability and aiding DL models
in accurately identifying skin lesions.

e The proposed method is independent and can combine different DL models to improve the perfor-
mance of skin lesion recognition. Experimental validation on two standard datasets has demon-
strated the effectiveness of using different backbones, and a comparative analysis with other re-
lated methods shows that our method is superior.

The rest of the article is organized as below. The Section 2 reviews the related work. The proposed
method is introduced in Section 3. Section 4 provides extensive experimental results and analyses, and
the conclusion is given in Section 5.

2. Related work

2.1. Skin lesion recognition based on deep learning

The successful application of DL in the medical field brings more accurate and valuable reference
information for doctors in clinical diagnoses. Intelligent and rapid screening greatly improves the
diagnosis efficiency of doctors, which helps patients to receive the best time for diagnosis and treat-
ment. Therefore, many DL methods for skin lesion recognition have been proposed. Zhuang et al. [26]
proposed a cost-sensitive multi-classifier active fusion framework (CS-AF) to reduce the cost (e.g.,
money, time, or even life) of misclassifying more severe skin lesions as benign or less severe. Con-
sidering the relevant and complementary information of the two modalities, Wang et al. [27] proposed
the anti-modal fusion attention mechanism (AMFAM), which can reduce intra-reader and inter-reader
variability and improve diagnostic accuracy. Deng et al. [28] proposed a hierarchical representation
learning method which is based on efficient structural pseudoinverse learning. Zhou et al. [29] proposed
a semi-supervised framework which integrates four loss functions to reduce the large human effort in-
volved in labeling data and then improve the performance of classification. Wan et al. [30] integrated
semantic information at different levels and scales and designed an MSLLANet which consisted of three
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long attention networks. At the same time, a deep data augmentation strategy was used to improve the
generalization ability of the model. Kingsley et al. [31] designed a skin lesion diagnosis model named
the OSSAE-BPNN model for automated skin lesion detection and classification. To overcome the data
imbalance and insufficient data of deep learning networks problems on the training sets, Tsai et al. [32]
proposed a method that utilizes multi-model ensemble with generated levels-of-detail images.

2.2. Loss functions

During the training of deep learning models, the loss function serves as a vital guide in directing
the learning process. In order to achieve better results, researchers design a series of loss functions
according to different learning tasks, including cross-entropy loss [33], commonly used in classification
tasks, hinge loss [34], and focal loss [35], commonly used in target detection tasks. However, according
to the uniqueness of different datasets, many researchers have designed different loss functions to better
fit the DL models to achieve more accurate results. Yue et al. [36] introduced a multi-center skin lesion
classification scheme by designing an adaptive weighted balance loss function. In order to achieve
better segmentation effect and automatically pay more attention to difficult to segment boundaries
(e.g., blurred boundary) to obtain more refined object boundaries, Du et al. [37] proposed a boundary
sensitive loss function with the position constraint. Chaitanya et al. [38] proposed a local contrast
loss to obtain semantic label information to learn good pixel-level features useful for segmentation.
Although these methods can provide better results for their own work and have minimal impact on
computational complexity, there is still plenty of room for improvement. Most loss functions not only
fail to effectively address the issue of inter-class similarity and intra-class difference, but also exhibit
certain limitations in specific domains.

Therefore, in this work, using the characteristic relationship in colors and patterns among skin le-
sions, we designed a loss to complete skin lesion recognition according to medical domain knowledge.
This information mainly focus on the high similarity of color, texture, and morphology of different le-
sions and deal with the problem of intra-class difference and inter-class similarity through the strategy
of optimizing the DL. model.

3. The proposed method

In this section, we detail the skin lesion recognition method which integrates medical domain
knowledge. The goal of our method is to train DL networks under the guidance of knowledge in
the medical field that can effectively improve performance for skin lesion recognition. Moreover, we
apply the proposed method to various models which have good performance on skin lesion recognition
to prove the effectiveness and universality of our method. The following paragraphs will provide an
overview of the framework and optimization strategy that will be discussed in detail.

3.1. Architecture overview

In our study, we developed a strategy that leverages established deep learning architectures and
integrates medical knowledge to construct a classifier for skin lesions. We first constructed a deep
neural network model and used three established architectures, ResNet-18 [39], EfficientNetV2-S [40],
and ConvNeXt-T [41], which are usually used for image classification tasks. The basic architecture
and details of the solution we built are shown in Figure 2. First, input a mini-batch of skin lesion
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images. Second, a deep neural network model (such as ResNet-18, EfficientNetV2-S, ConvNeXt-T) is
selected as the feature extractor for feature extraction. Then, output from a fully connected (FC) layer
and conduct the parameter optimization which used the Cross-Entropy (CE) loss and the MDKLoss
between samples. Finally, output the results of classification. The proposed MDKLoss enables the
training of DL models in an end-to-end manner, without a significant increase in computational effort.
Therefore, this method is worth popularizing and applying to computer-assisted diagnosis systems for
skin lesions.
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Figure 2. Architecture of integration of medical knowledge for skin lesion recognition.

3.2. Medical domain knowledge loss

To optimize DL models, the proposed MDKLoss is used in the skin lesion recognition network.
Inspired by the study of Wu et al. [42], we believe that domain knowledge provided by experts can
be used as reliable prior knowledge to assist feature extraction directly. Therefore, it is reasonable
to use and integrate medical knowledge into the DL model, which will be helpful for improving the
recognition performance of skin lesions.

According to the similarity of different categories of skin lesions in color, texture, morphology,
and other representations, we constructed the relationship information between different categories of
samples, and designed the MDKLoss. To our knowledge, this is the first time medical knowledge
of the relationships between skin lesions in a skin lesion recognition study has been applied. As the
Reference [43], which describes the characteristics of different lesions under dermatoscopy, allows us
to summarize the typical description of lesions, as shown in Table 1.
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Table 1. Statements related to skin lesions [43].

Type of lesion Description Examples
multiple colors (black, red, - B
Melanoma (MEL) blue, gray, dark brown, light
brown, and white); Irregu-
lar Streaks (Radial Streaming

and Pseudopods)
. blue-gray (sometimes g
Basal cell carcinoma (BCC) brown); leaf-like ~ struc- = &

tures  (sometimes mimic k

streaks seen in MEL); pseu-

dopods or brown aggregated

globules

dark brown, light brown, or
Melanocytic nevus (NV) black; visible network pattern

white-to-yellow surface
Actinic keratosis (AK) scale; fine, wavy vessels b
(straight or coiled) sur- : s
rounding the hair follicles;
a  background erythema
sparing the hair follicles and
resembling a  pink-to-red
pseudonetwork
hairpin blood vessels with a
Benign keratosis (BKL) white halo; milia-like cysts;
network-like structures
manifest different structures [
Dermatofibroma (DF) and patterns (some of which |
can simulate MEL)
red/maroon lacunae and black
Vascular lesion (VASC) lacunae; often exhibits a blue
veil, erythema and/or ulcera-
tion
typically reveals a central |
Squamous cell carcinoma (SCC) mass of keratin and ulcer-

ation surrounded by hairpin
vessels, linear-irregular ves-
sels and targetoid hair folli-
cles
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Following the semantic representation of skin lesions and doctors’ analysis method, we can sum-
marize the characteristics of the lesions in two aspects: the description of color and the description
of pattern, as shown in Table 2. It is not uncommon to observe that various skin lesions may exhibit
similar colors or patterns. This partly affects the correct discrimination to their categories. On the
other hand, it also illustrates the same characteristic relationship between the different categories. For
example, MEL has multiple colors such as black, red, brown, and so on, which looks like AK, DF, and
SCC. In terms of pattern, MEL exhibits different structures and patterns, some of which can mimic
DF. When there are similar colors or patterns, it can be easy to misclassify them. Based on this intu-
ition, it can be concluded from Table 2 that MEL, AK, and DF are easily confused due to their similar
feature representations. Consequently, we designed a novel medical domain knowledge loss strategy.
By learning the information between samples in each mini-batch, the DL model recognizes the rela-
tionship between different categories and the same category. Under the guidance of the MDKLoss,
the DL model can expand the distance among the samples of different lesion categories and make
the samples of the same lesion category more clustered. The MDKLoss is conceptually similar to the
triplet loss function [44], but there are differences in their meaning. The triplet loss function is centered
around the anchor sample, positive sample, and negative sample, which are all generated by the same
model. Through the model, the anchor sample and positive sample can cluster and move away from
the negative sample. Therefore, our study achieves the MDKLoss by improving the triplet loss.

Table 2. Description of the skin lesions.

Type of lesion Colors Patterns

black dark brown light brown gray blue yellow white red dots clods circles radial other
MEL v o v v v v v v/ v v
BCC J/ v S Y Y
NV V4 V4 Y, y
AK v v VAV, v
BKL v ¥ Y
DF v 4 v v v v
VASC ¥ v
SCC v o/ v v  / v v V4

In the DL model, the input skin lesion image x is mapped end-to-end to a multi-dimensional Eu-
clidean space f(x), with the primary objective of optimizing the final feature representation. For each
sample x;, three different features will be obtained through the DL model by the MDKLoss, which is
recorded as f(x;), f(x}), and f(xj’), respectively. f(x7) represents the central characteristics between
same categories, while f (xf) represents the central characteristics of the different category. In the pro-
cess of guiding the DL model, the purpose is to make the feature f(x;) closer to f(x!), and as far away
as possible from the f (xf). The specific equation is as follows:

PG = FONIE + @ < I(F(x) — FEIS 3.1)
1
f) = @m;:sﬂxo (3.2)
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fah=— > fx) (3.3)
>x,e3y‘--d
n(y) = [{xilx; € B,y; == yl| (3.4)
The MDKLoss is defined as
Luok = 3 G = FGIE = D I — FEDI; + al. (3.5)
yi#d

where ||.|| represents the Euclidean distance, B = {x;} stands for a mini-batch of training samples, y;
corresponds to the category of skin lesions, and [], is used to represent the loss value. If the value
within the middle parentheses is greater than 0, then the loss value will be represented by this value.
However, if the value within the brackets is less than O, then the loss value will be 0. « is used as a
margin to increase the distances between anchor picture pair and negative picture pair. And it represents
the minimum interval of feature distances between x; and xf’ , as well as the feature distances between
x; and x;.

To more clearly show the optimized effect of the MDKIloss which was proposed according to the se-
mantic representation of skin lesions, we present an example, as shown in Figure 3. The d, symbolizes
the distance between samples of the same category, and d, represents the distance between samples
of different categories. By utilizing the MDKLoss to further magnify the differences among various
lesions, DL models can enhance their distinguishability. Without the guidance of the MDKLoss, the
information obtained by the DL. model cannot accurately make a correct judgment for skin lesions. It
is difficult for professional doctors to discriminate, because they visually showed a high similarity of
intra-class and low differences of inter-class. After further guiding by the MDKIloss, the DL model
can bring the lesion samples of the same category as close as possible and the samples of different
categories as far as possible according to the optimization goal. Therefore, under the guidance of the
MDKULoss, the model can more accurately identify and classify the skin lesions.

-

\t\" / :;

Domain Knowledge
dy

N

Figure 3. Example of the MDKLoss for DL model.

Finally, given that skin lesion recognition is a multi-classification problem involving images, the
cross-entropy loss function (L¢g) [33] is typically incorporated into the classification model.
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t

Lcg = —l Yic log(pic) (3.6)
N Z Z
j 1

Pic = pQilxi) (3.7)

where ¢ is the number of categories, and p;. stands for the probability which the label of x; is y;. The
loss function of the entire DL model is a combination of the cross-entropy loss and the MDKLoss,
which can be expressed as

L = Lcg + Lypk (3.8)

Furthermore, in addition to the cross-entropy loss, there are numerous other loss functions that can
be combined with the MDKLoss using various combination rules.

4. Experiment

4.1. Datasets description

In this study, we utilize two publicly available skin lesion recognition datasets, namely ISIC 2018
and ISIC 2019, to thoroughly compare the efficacy of our method with that of other existing methods.

e ISIC2018 is comprised of 10,208 labeled dermoscopic images, originating from the HAM 10000
dataset [45]. Each image in the dataset has a resolution of 600 x 450 pixels and encompasses
seven different types of skin lesions. These images were collected using various dermatoscopes
from multiple institutions.

e ISIC2019 is available for training across eight different lesion types, which has 25,331 dermo-
scopic images. The images in the dataset were sourced from both the HAM10000 [45] and
BCN20000 [46] datasets.

4.2. Evaluation metrics

To evaluate and compare performance among state-of-the-art methods, we opted for widely rec-
ognized assessment metrics, such as accuracy, precision, recall, and F1-Score. In these metrics, true
positives (TP) refer to instances where the model correctly predicted a positive outcome, while true
negatives (TN) signify cases where the model accurately identified a negative outcome. False positive
(FP) is a negative case predicted by the model as a positive class. False negative (FN) is a positive case
predicted by the model as a negative class. Therefore, there are a total of four evaluation metrics in this
study. For the final evaluation, we employed five-fold cross-validation and computed the mean value of
each evaluation metric across the five trials as the results for all experiments. Generally speaking, the
higher the value of the above indicators in a superior classification method, the better the classification
effect is, and the maximum value is 1.

e Accuracy is the most commonly used indicator in the evaluation of image classification methods.
In our work, we applied the accuracy to provide feedback on the classification results of each skin
lesion. Formally, accuracy is defined as

TP+TN

Accuracy = “4.1)
TP+ FP+FN+TN
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e Precision, which describes the closeness of the measurements to each other, is a measure of
statistical variability. Formally, precision is defined as

TP
Precision = ———— “4.2)
TP+ FP

e Recall represents the proportion of actual positives that are correctly detected as such. Formally,

recall is defined as
TP

Recall = ———— 4.3)
TP+ FN

e F1-score is a harmonic mean considering both the precision and the recall. Formally, the F1-score

is defined as

2 X Precision X Recall
Fl = — “4.4)
Precision + Recall

4.3. Implementation details

The method in this paper is implemented in the backend of PyTorch. All experimental results are
obtained on a workstation equipped with a Nvidia GeForce RTX 3090 GPU card. We select three
classical DL models as the feature extractor, including ResNet-18, EfficientNetV2-S, and ConvNeXt-
T. These chosen deep learning models are initialized with weights that have been pre-trained on the
ImageNet dataset [47]. All images are resized to 224 x 224. The SGD (stochastic gradient descent)
optimizer is utilized with a learning rate of 0.001, and the momentum is 0.9. Additionally, the weight-
decay parameter is set to 0.0001 in the optimizer. All DL models are trained for a total of 60 epochs
and the mini-batch size is 64.

4.4. Result analysis

In this section, we compare the MDKLoss with CE loss, focal loss, and CB¢g loss [48] for skin le-
sion recognition of ISIC2018 and ISIC2019 datasets. The CE loss is the classical loss function without
parameter. Focal loss is a popular technique in the image domain that addresses model performance is-
sues stemming from data imbalance. CB¢g loss which introduced a weight factor, is a popular strategy
for addressing the class-imbalance. Tables 3 and 4 present the experimental results of our method on
two skin lesion image datasets, ISIC2018 and ISIC2019, respectively. The highest value is highlighted
in bold of each evaluation metric for convenience.
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Table 3. Comparison of the classification performance of ISIC 2018 dataset.

Models Loss Function Accuracy  Precision  Recall ~ Fl-score
ResNet-18 CE Loss 0.883 0.853 0.738 0.785
ResNet-18 Focal Loss 0.887 0.831 0.748 0.784
ResNet-18 CBcr Loss 0.887 0.831 0.735 0.780
ResNet-18 CE+MDKLoss (Ours) 0.895 0.869 0.758 0.793
EfficientNetV2-S CE Loss 0.899 0.812 0.797 0.804
EfficientNetV2-S Focal Loss 0.903 0.825 0.812 0.815
EfficientNetV2-S CBcr Loss 0.896 0.802 0.685 0.729
EfficientNetV2-S CE+MDKLoss (Ours) 0.907 0.835 0.809 0.821
ConvNeXt-T CE Loss 0.901 0.812 0.797 0.804
ConvNeXt-T Focal Loss 0.909 0.866 0.836 0.845
ConvNeXt-T CBcr Loss 0.910 0.867 0.806 0.839
ConvNeXt-T CE+MDKLoss (Ours) 0.916 0.875 0.841 0.856
Table 4. Comparison of the classification performance of ISIC 2019 dataset.
Models Loss Function Accuracy Precision Recall F1-score
ResNet-18 CE Loss 0.836 0.756 0.720 0.739
ResNet-18 Focal Loss 0.827 0.756 0.710 0.731
ResNet-18 CBcf Loss 0.841 0.755 0.721 0.738
ResNet-18 CE+MDKLoss (Ours) 0.842 0.770 0.722 0.744
EfficientNetV2-S CE Loss 0.859 0.762 0.714 0.735
EfficientNetV2-S Focal Loss 0.856 0.780 0.711 0.750
EfficientNetV2-S CBcf Loss 0.861 0.780 0.709 0.757
EfficientNetV2-S CE+MDKLoss (Ours) 0.873 0.791 0.724 0.757
ConvNeXt-T CE Loss 0.861 0.791 0.758 0.772
ConvNeXt-T Focal Loss 0.858 0.815 0.774 0.792
ConvNeXt-T CBcf Loss 0.856 0.788 0.757 0.771
ConvNeXt-T CE+MDKLoss (Ours) 0.876 0.821 0.785 0.799

4.4.1. Results on ISIC2018

As we can see from Table 3, the MDKLoss (ours) method is superior to other loss functions that
were compared. For example, the proposed method achieved 91.6% accuracy with ConvNeXt-T on
the ISIC-2018 dataset, while the existing techniques which used ResNet-18, EfficientNetV2-S, and
ConvNeXt-T achieved nearly 90% accuracy. Moreover, in the precision, recall, and F1-Score evalua-
tion metrics, the MDKLoss achieved 87.5%, 84.1%, and 85.6% with ConvNeXt-T, respectively, which
achieved better performance than others. The results also show that our proposed loss strategy is more
suitable and universal for skin lesion recognition with different DL models. The proposed method
achieves better performance because the MDKLoss is able to integrate medical domain knowledge to
increase the distance between different lesions.

To facilitate a more intuitive analysis, we present a graphical representation of various models’
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performance on the ISIC-2018 dataset using four evaluation metrics in Figure 4. Clearly, the MDKLoss
has more obvious advantages, especially in the accuracy of the classification. This demonstrates that
our method can more effectively guide and optimize the performance of DL models for identifying

skin lesions.

0.
W Accuracy
M Precision

0. W Recall
M F1-Score

0.65

& S S S &
(f’\? 0\\9 éf)\? cf’\P

Figure 4. Graphical representation of various models on ISIC2018 dataset.
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4.4.2. Results on ISIC 2019

To further verify the generalization ability of the MDKLoss (ours) method, we performed experi-
ments with the same setup on the ISIC2019 dataset, and the results are tabulated in Table 4 and Figure 5.
The results of the experiments clearly indicate that our approach is highly effective. The MDKLoss
can improve the performance of any DL model, resulting in a maximum accuracy of 87.6%. As shown
in Figure 5, we have separately compared the impact of the MDKLoss on different DL models. Our
observations further confirm the effectiveness of this method.
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Figure 5. Graphical representation of various models on the ISIC2019 dataset.

4.4.3. Performance analysis

The receiver operating characteristic (ROC) curve is a commonly used tool in medical statistics for
comparing the effectiveness of different diagnostic methods for diseases. Therefore, we also present the
ROC curve for analysis in Figure 6. Our method achieved an excellent ROC of 0.95 on the ISIC2018
dataset, and a superior ROC of 0.91 on the ISIC2019 dataset. However, due to the low proportion of
DF categories in both datasets, the DF categories have a poor performance in the ROC results. Despite
this, the overall average ROC results can still be above 0.9, which further validates the effectiveness of
the MDKLoss (ours) method.
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Figure 6. ROC analysis of CE+MDXKULoss (ours).
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Figure 7. Confusion matrix of the DL. model (ConvNeXt-T) with our method.

In addition, we also used the confusion matrix of the DL model (take ConvNeXt-T for example) on
the ISIC2018 and 2019 datasets for analysis, as shown in Figure 7. It can be observed from Figure 7(c)
that an accuracy of above 70% can be achieved for each category. This is because the MDKLoss
(ours) utilizes the medicine knowledge of skin lesions to enlarge the distance of different skin lesions
as much as possible, while reducing the distance of the same lesion category. Therefore, the DL model
can classify these skin lesions more accurately and achieve better results. For instance, in Figure 7(a),
the DL model can only identify AK which achieved 73.68% accuracy and we can observe that the
probability of AK being mis-classified as MEL is as high as 5.26%. When we added the MDKLoss,
the accuracy rate of AK recognition was increased to 75.76%, and the probability of mis-classifying
MEL was reduced to 3.03%. Similarly, we also found that the error rate between DF and AK was
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reduced, which also verified that our method could be able to alleviate the problems raised in Figure 1.
This indicates that using MDKLoss to assist the classification of skin lesions has practical significance
and value, and thus it is a worthy reference for doctors.

4.5. Visualization analysis

To gain a deeper understanding of the impact of the MDKLoss, we selected some skin lesion im-
ages for visualization to prove the effectiveness of our method. As depicted in Figure 8, the first row
displays the true labels, while the second row showcases the predicted labels provided by the base-
line model. The third row represents the predictions made by the model incorporating the MDKLoss.
From the results, we can see that the misclassification of these three categories appears without the
MDKULoss. The inclusion of this guidance function enables the correction of misclassified categories,
demonstrating that the MDKLoss possesses the capability to rectify mixed categories. In the visualiza-
tion results, when the MDKLoss is not added, the model does identify AK as DF or DF as MEL. When
the MDKLoss was added for training, the model was able to correctly recognize the skin lesions. This
illustrates the effectiveness of MDKLoss.

CE Loss: DF | CE Loss: AK| CE Loss: MEL | CE Loss: AK [ CE Loss: AK | CE Loss:
CE+MDK Loss: AK|CE+MDK Loss: AK [ CE+MDK Loss: DF |CE+MDK Loss: DF [CE+MDK Loss: MEL|CE+MDK Loss: MEL|

Figure 8. Visualization of the results with and without the MDKLoss.

Meanwhile, we visualize the attention maps of the ConvNeXt-T model with MDKLoss in Figure 9.
These attention maps are used to locate meaningful sub-regions in the input image. The observation
reveals that the MDKLoss-based model is highly resilient to hair or air bubble interference, allowing
it to concentrate on the lesion site for accurate classification. Notably, this model exhibits enhanced
learning and training capabilities when guided by the MDKLoss, which aligns with the description
of skin lesions. Take Figure 9(b) for example. The attention maps of the ConvNeXt-T model focus
entirely on the entire region of the DF lesion. The “Circles” attributes of the DF can be clearly resolved
which was summarized in Table 2. Therefore, the visualization results further illustrate the significant
role of MDKLoss and are able to make the model more interpretable.
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P

(a) AK (b) DF (c) MEL

Figure 9. The activation result of the attention maps with the MDKLoss.

5. Conclusions

The manual inspection of skin lesions has been a difficult task for doctors and healthcare profes-
sionals. Nevertheless, the emergence of computer-aided medical diagnosis has greatly facilitated the
progress of intelligent medicine. In this study, we utilized a deep learning model to classify various
types of skin lesions on the ISIC2018 and ISIC2019 datasets. By developing a novel training model loss
strategy based on medical domain knowledge, we were able to distinguish between different classes
of skin lesions with similar characteristics more effectively, which contributed to the recognition of
skin lesions. Furthermore, our research can be applied to other skin lesion datasets, and we believe it
will achieve better results. Additionally, reliable and effective deep learning methods that incorporate
medical domain knowledge are deserving of promotion and application. However, it is undeniable that
the extreme imbalance of datasets also has a significant impact on the performance of deep learning
models. Therefore, in future work, we will continue to explore more advanced deep learning meth-
ods to improve the performance of the models and provide more efficient and cost-effective diagnostic
algorithms for areas with limited medical resources to reduce the burden on healthcare systems.
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