
MBE, 20(5): 9385–9409. 
DOI: 10.3934/mbe.2023412 
Received: 04 December 2022 
Revised: 09 February 2023 
Accepted: 23 February 2023 
Published: 17 March 2023 

http://www.aimspress.com/journal/MBE 
 

Research article 

Image quality assessment based on the perceived structural similarity 

index of an image 

Juncai Yao1,2,†,*, Jing Shen1,† and Congying Yao1 

1 School of Computer Engineering, Nanjing Institute of Technology, Nanjing 211167, China 
2 School of Information and Communication Engineering, Xi’an Jiaotong University, Xi’an 710049, 

China 

† The authors contributed equally to this work. 

* Correspondence: Email: yaojcnj@njit.edu.cn. 

Abstract: Image quality assessment (IQA) has a very important role and wide applications in image 
acquisition, storage, transmission and processing. In designing IQA models, human visual system 
(HVS) characteristics introduced play an important role in improving their performances. In this paper, 
combining image distortion characteristics with HVS characteristics, based on the structure similarity 
index (SSIM) model, a novel IQA model based on the perceived structure similarity index (PSIM) of 
image is proposed. In the method, first, a perception model for HVS perceiving real images is proposed, 
combining the contrast sensitivity, frequency sensitivity, luminance nonlinearity and masking 
characteristics of HVS; then, in order to simulate HVS perceiving real image, the real images are 
processed with the proposed perception model, to eliminate their visual redundancy, thus, the perceived 
images are obtained; finally, based on the idea and modeling method of SSIM, combining with the 
features of perceived image, a novel IQA model, namely PSIM, is proposed. Further, in order to 
illustrate the performance of PSIM, 5335 distorted images with 41 distortion types in four image 
databases (TID2013, CSIQ, LIVE and CID) are used to simulate from three aspects: overall IQA of 
each database, IQA for each distortion type of images, and IQA for special distortion types of images. 
Further, according to the comprehensive benefit of precision, generalization performance and complexity, 
their IQA results are compared with those of 12 existing IQA models. The experimental results show 
that the accuracy (PLCC) of PSIM is 9.91% higher than that of SSIM in four databases, on average; and 
its performance is better than that of 12 existing IQA models. Synthesizing experimental results and 
theoretical analysis, it is showed that the proposed PSIM model is an effective and excellent IQA model. 
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1. Introduction 

With the rapid development of information, communication and artificial intelligence technology, 
image technologies have been widely applied. And in order to achieve their own purposes, people often 
process images in various ways using these image technologies. However, in the process of image 
acquisition, storage, transmission, processing and reproduction, image distortion and quality 
degradation are inevitable, due to the imperfections of imaging system, processing method, 
transmission conditions and storage equipment. Thus, image damage directly affects user’s subjective 
perception effect, use value and quality of service [1,2]. Hence, it is urgent to propose an effective and 
practical image quality assessment (IQA) method to measure quality of distorted images, so as to 
control image quality in the process of image processing, in order to better serve image processing, 
algorithm optimization, network control transmission, and so on [3]. However, so far, in IQA, although 
more achievements have been made and more IQA methods and models have been proposed, their 
application is still far from meeting the current growing requirements, due to the gap between the 
objective IQA scores and subjective perception results, to a certain extent [4,5]. Hence, it is very 
necessary to propose an effective and convenient IQA metric that is consistent with the subjective HVS 
perception as much as possible. 

In recent years, much work has been done on IQA, and many models have been proposed. Among 
them, the typical ones are MSE (mean squared error), PSNR (peak signal to noise ratio), VSNR (visual 
single to noise ratio) [6], SSIM (structural similarity index) [7], FSIMc (feature similarity index) [8], 
GMSD (gradient magnitude similarity deviation) [9] and VSI (visual loyalty induced index) [10], etc. 
However, considering the comprehensive benefits of accuracy, generalization and computational 
complexity of these existing IQA models, SSIM proposed by Wang et al. [7] is generally recognized, 
and its comprehensive performance is better than that of other existing models. However, the accuracy 
of SSIM is still not high. Therefore, Wang et al. improved SSIM in 2011, and proposed a IQA model 
called as IWSSIM (SSIM based on information content weighting) [11]. However, the calculation of 
IWSSIM is complex, and cannot be applied in practice. So, in 2018, an improved SSIM model, namely 
CSF+SSIM, is proposed in reference [12]. In CSF+SSIM, the improved parts mainly include two 
aspects: the brightness in image is processed by perception nonlinear model of human visual system 
(HVS) characteristics, and the processed brightness is weighted by HVS contrast sensitivity (CS) 
threshold. However, this model does not consider eliminating the visual redundancy of image and does 
not improve form of SSIM. Recently, some IQA models have been proposed based on HVS 
characteristics. In 2022, aiming at the screen content images, by capturing distortions in the horizontal 
and vertical structures of image, and combining with the characteristic of HVS’s trend to analyze a 
scene in a multi-scale fashion, a IQA model called as WS-HV [13] is proposed, which adopts wavelet 
transformation. However, its average accuracy PLCC (Pearson linear correlation coefficient) value in 
LIVE [14], TID2013 [15], and CSIQ [16] image databases can only reach 0.7454. In reference [17], 
based on the human judgment process, a IQA framework comprising three abstract perception layers 
(A3L) is proposed. Its IQA accuracy PLCC values in three databases [14−16] can get to 0.9640, 0.8820 
and 0.8713, respectively. However, A3L [17] is relatively complex because it needs to deal with many 



9387 

Mathematical Biosciences and Engineering  Volume 20, Issue 5, 9385–9409. 

parameters in 3 layers. In reference [18], unifying structure and texture similarity, a full-reference IQA 
model with explicit tolerance to texture resampling is developed, called as deep image structure and 
texture similarity (DISTS) index. Their results show that DISTS [18] have a good applications in IQA 
on noised, blur, super-resolution, and compressed images, but is insensitive to mild local and global 
geometric distortions of images. In recent years, by combining machine learning and neural network, 
many IQA models have been proposed. In 2018, by means of introducing multiple pseudo reference 
images (MPRIs) by further degrading the distorted image in several ways and to certain degrees, and 
then comparing the similarities between the distorted image and the MPRIs, a bind MPRIs-based 
(BMPRI) [19] IQA measure is proposed. Their results show that BMPRI [19] are comparable for IQA 
of four mainstream natural scene image and screen content image, but its IQA generalization 
performance for different distortion type is poor. In 2022, a visual compensation restoration network 
(VCRNet)-based NR-IQA method is proposed [20], which uses a non-adversarial model to efficiently 
handle the distorted image restoration task. VCRNet [20] consists of a visual restoration network and 
a quality estimation network. It has a high accuracy, however, it is also very complex. In 2023, By 
systematically studying the interactions between channel-wise and spatial-wise attention, an adaptive 
spatial and channel attention merging transformer (ASCAM-Former) [21] is then proposed for IQA. 
ASCAM-Former [21] can yield accurate prediction on both authentically and synthetically distorted 
image quality datasets. However, zero-padding is employed to handle images with various resolutions, 
but it might result in sparse valid features when image resolution is too small. Therefore, in recent 
years, much work has been done on SSIM, and many improvement methods have been proposed. 
However, their comprehensive benefits are still unsatisfactory. Analyzing SSIM and these existing 
models, SSIM has some defects or deficiencies, which are mainly shown as follows: 

1) For images with some distortion types, IQA effect of SSIM is poor. The IQA results in LIVE [14], 
TID2013 [15] and CSIQ [16] databases show that SSIM has a poor IQA effect on some types of 
distortion images, such as contract change (CC) and change of color saturation (CCS) in TID2013 
database. Their IQA accuracy is low, whose PLCC values between the subjective IQA results and 
objective IQA scores are only 0.6067 and 0.4345, and SROCC (Spearman rank order correlation 
coefficient) values are only 0.3775 and 0.4141 [15]. 

2) De-visual redundancy is not fully considered in SSIM. SSIM is mainly based on the feature 
that HVS adapts well to the structural information in images, while it does not pay much attention to 
their visual redundancy [7,22]. Thus, there is a certain threshold for HVS perceiving image distortion. 
When the distortion of images is lower than the distortion perception threshold, HVS cannot detect 
that image has been distorted [22,23], and the subjective IQA scores MOS (mean opinion score) are 
basically unchanged. However, for SSIM, as long as image is distorted, the IQA scores using SSIM 
must change. These cause inconsistency between the subjective IQA results and objective IQA scores. 

3) HVS perception characteristics is not combined insufficiently in SSIM. SSIM mainly evaluates 
the difference between two images from perspective of image structure. HVS characteristics combined 
in SSIM namely is image structure perception characteristics. So, the existing issues are as follows: (i) 
Except HVS structural cognitive characteristics, there are still many other HVS characteristics, such 
as the CS, masking, frequency sensitivity characteristics, etc. They can also be used in IQA [24]. (ii) 
IQA using SSIM is to aim at real image. However, real image is quite different from image perceived 
by HVS. In order to achieve higher consistency between the subjective and objective IQA results, it is 
necessary to eliminate the influence of real image on IQA accuracy. Hence, it is necessary to further 
introduce other HVS characteristics expect structural similarity, so as to improve the IQA accuracy. 
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4) The generalization performance of IQA model is often poor. From the IQA results of SSIM in 
LIVE [14], CSIQ [15] and TID2013 [16] databases, the IQA accuracy (PLCC and SROCC) can 
reach 0.9449 and 0.9479 in LIVE; while they are only 0.7895 and 0.7417 in TID2013, which show 
that the generalization performance of SSIM is poor. 

5) The complexity of the IQA model is difficult to be solved effectively when designing IQA 
model. This is especially so when an IQA model is designed by combining with HVS characteristics, 
and it would be very complex because of the large amount of calculations [25]. However, it can greatly 
improve IQA accuracy for combining HVS characteristics and its mathematical model. Therefore, 
building IQA model combining with HVS characteristics has also been more studied, and many IQA 
models have been proposed too, such as VSNR, FSIMc, and VSI. Hence, the current difficulty focuses 
on how to combine HVS characteristics, while to make IQA model uncomplicated. Today, common 
solutions are as follows: First, the features causing distortion in image are extracted and analyzed, and 
then IQA model is designed according to HVS characteristics and weighting factors. Although the 
evaluation effect of these IQA methods is significant, it is highly targeted in terms of HVS 
characteristics. Moreover, to improve IQA accuracy, more image distortion features need to be 
extracted, which brought much calculations in IQA [26,27]. 

Based on the above analysis, comprehensively considering the accuracy, complexity and 
generalization performance of IQA model, combining with the CS, luminance perception and masking 
effect of HVS characteristics, based on the ideas of designing SSIM model, a novel IQA model based 
on the perceived structural similarity index (PSIM) is proposed. It will provide a theoretical and 
technical basis for IQA technology and application. 

2. SSIM and HVS model 

At present, SSIM has been used widely in IQA. Generally, the final receiver of the image is human. 
Hence, the performance goal of IQA model is to conform with HVS perception. Therefore, in the 
current IQA research, combining with HVS characteristics and its models is seen as an effective means 
to improve accuracy of IQA model. Hence, in this paper, based on SSIM, an IQA model by combining 
it with HVS characteristics is built. 

2.1. SSIM model 

SSIM is an index to measure similarity of two images. It is declared that image structure is an 
attribute that is independent of luminance and contrast, and can reflect object information in the image 
scene. In SSIM, the combination of luminance, contrast and structure is used as the visual information 
of image. Namely, the average value is expressed as the estimation of luminance, the standard deviation 
is expressed as the estimation of contrast, and covariance is used to measure the structural similarity. 
For two images (x and y, i.e., source image and distorted image), SSIM is calculated as Eq (1) [7]. 

 SSIM(𝑥, 𝑦) = (ଶఓೣఓ೤ା௖భ)(ଶఋೣ೤ା௖మ)(ఓమೣାఓ೤మା௖భ)(ఋమೣାఋ೤మା௖మ), (1) 

where μx and μy are the average values of image x and y, respectively. 𝛿௫ଶ and 𝛿௬ଶ are the variance of 
x and y, and δxy is the covariance of x and y. c1 = (k1L)2, c2 = (k2L)2; here, L is the dynamic range of 
pixel luminance; k1 = 0.01, k2 = 0.03; c1 and c2 are constants, whose range is between 0~1. When two 



9389 

Mathematical Biosciences and Engineering  Volume 20, Issue 5, 9385–9409. 

images are exactly the same, the value of SSIM is 1, and when it has no relationship, it is 0. 

2.2. Contrast sensitivity characteristics model of HVS 

The contrast sensitivity characteristics is one of four space characteristics of HVS. At present, its 
mathematical model is often described mainly by the contrast sensitivity function (CSF), which reflects 
mainly the functional relationship between the HVS sensitivity to targets and the angular frequencies 
of targets. Hence, CSF can better reflect the CS and frequency sensitivity characteristics of HVS 
detecting targets. Because CSF can be applied widely, much research about CSF has been carried out, 
and many CSF models have been proposed [28−30]. Considering the computational complexity of 
applying CSF in the IQA algorithm and the effectiveness of CSF model reflecting HVS characteristics, 
the luminance CSF (i.e., CSFL) proposed by Barten et al. [29] and the chromaticity CSF (i.e., CSFrg 
and CSFby) proposed by Nadenau et al. [30] are used in the proposed algorithm, and they are as shown 
in Eqs (2)–(4). 

1) CSF model of HVS perceiving luminance 

 𝐶𝑆𝐹௅(𝑓ఏ) = 𝑎 ⋅ 𝑓ఏ ⋅ 𝑒𝑥𝑝( − 𝑏 ⋅ 𝑓ఏ)[1 + 𝑐 ⋅ 𝑒𝑥𝑝( 𝑏 ⋅ 𝑓ఏ)]଴.ହ, (2) 

here, a = 540∙(1 + 0.7/L)-0.2∙{1 + 12[ w ∙ (1 + 𝑓ఏ/3)2]-1}, b = 0.3∙(1 + 100/L)0.15, c = 0.06, 
where, 𝑓ఏ is the angular frequency, 𝑤 is the spatial viewing angle and L is the average luminance of 
detected target [29]. 

2) CSF models of HVS perceiving opposite colors 
CSF model of HVS perceiving the red-green opposite colors is written as CSFrg, which is as follows: 

 𝐶𝑆𝐹rg(𝑓ఏ) = 𝑎 ⋅ 𝑒𝑥𝑝௕(௙ഇ)೎          𝑎 = 1, 𝑏 = −0.152, 𝑐 = 0.893, (3) 

CSF model of HVS perceiving the blue-yellow opposite colors is written as CSFby, which is as follows:  

 𝐶𝑆𝐹by(𝑓ఏ) = 𝑎 ⋅ 𝑒𝑥𝑝௕(௙ഇ)೎           𝑎 = 1, 𝑏 = −0.2041, 𝑐 = 0.9, (4) 

where CSFrg and CSFby, respectively, represent chroma CS threshold of HVS perceiving red-green and 
blue-yellow opposite color targets [30]. 

The trend of HVS perceiving intensity change from small to large is a about exponential curve 
change form. The above brightness and chroma HVS models mainly adopt the exponential form under 
linear modulation, which can better reflect the HVS characteristics. 

3. IQA method and its model 

At present, SSIM is applied widely by using structural similarity to evaluate the quality of the 
image. However, its accuracy is often not high, and its generalization performance for partial distortion 
types is poor. Analyzing the reason, from the characteristics of SSIM itself, the main is that SSIM uses 
three features, namely luminance, contrast and similar structure, to evaluate image quality. This is a 
very good idea, though these features are features of real images and there are great differences 
between real images and images perceived by HVS. Hence, the performance of SSIM is slightly poor. 
For example, the luminance perceived by HVS is nonlinear, while luminance in real image is linear; 
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and SSIM uses the standard deviation of real images to describe contrast of image; however, there is a 
special contrast definition and some visual models in the study of HVS characteristics, which can better 
reflect contrast perception of HVS. Further, the most direct reason is that the real images generally 
have more redundancy; therefore, the consistency between the subjective IQA results and the objective 
IQA scores is often not high, and their accuracy PLCC often do not exceed 0.8 [15]. HVS is a natural 
high-quality filter, which can better eliminate the visual redundancy of real image when perceiving. In 
subjective IQA, the object of evaluation is the perceived image; however, in objective IQA using IQA 
models, the object of evaluation is the real image. Hence, three features selected in SSIM need to be 
improved in combination with HVS characteristics. Based on these ideas, combining with HVS 
characteristics and SSIM method, a novel IQA model based on the structure similarity of perceived 
image is proposed in this paper, which is called as PSIM, namely the perceived structural similarity 
index of the image. 

3.1. Method of applying CSF model to IQA 

At present, in the research of IQA combining with HVS characteristics and their models, HVS 
masking characteristic is often used. However, it mainly reflects a visual masking effect, and there is 
no specific corresponding HVS characteristic model. Moreover, there are few studies and reports about 
the real application of HVS characteristics and their models in IQA. The reason is that there is still a 
difficult problem, that is, it is how to relate HVS model with image features to effectively apply HVS 
model to IQA. Hence, the following methods are proposed to solve this problem. 

In order to relate image features with CSF model, the image is first required to be processed to 
obtain image features with the sparse representation. Currently, the main method of sparse representation 
is image spatio-temporal transformation, and discrete cosine transform (DCT) is the most commonly 
used transformation method. After image is transformed by DCT, the spectrogram in the transform 
domain is an energy redistribution image composed with the various frequencies and energy intensities. 
The frequency is generally called as the spatial frequency (f), which is defined as the number of 
periodic light and dark fringes per unit length. The frequency in CSF model is called as the angular 
frequency (written as fθ), which is defined as the period’s number of the periodic light and dark fringes 
in the grating of stimulating human eye in the unit viewing angle, and is expressed as Eq (5) [28]. 

 𝑓ఏ = ேఏ, (5) 

where, θ is the observation viewing angle, N is the number of periods number of periodic light and 
dark stripes in the range θ. 

Based on the above description of two frequencies (f and fθ), in IQA combining with CSF, the 
specific calculation method of the relationship between the two frequencies is illustrated as follows. 

After image is transformed by DCT, the spectral coordinates (fx, fy) of any point on the 
spectrogram is the spatial frequency of that point. By experiments, it is found that, for any point in the 
frequency domain, inverse DCT transform (IDCT) is displayed as a vertical or horizontal or both 
interlaced fringe grating, the period’s number of periodic fringes is (fx2 + fy2)1/2, and the fringes cover 
the whole spatial image whose size is the same with the original spectrogram. The schematic diagram 
of experimental results to reflect the relationship between DCT and IDCT is shown Figure 1. These 
results show that when HVS perceiving image, HVS perceiving each point on image is essentially to 
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perceive its fringe grating with the corresponding frequency, and the perception results of the whole 
image is the synthetic effect of fringe gratings represented by all perceived points. Based on these 
explanations, the viewing angle corresponding to the size range of observation target is calculated and 
substituted into Eq (5). The relationship between two frequencies can be described by Eq (6). 

 𝑓ఏ = ேఏ = ට௙ೣమା௙೤మ
ଶ×ೈ×(మ.ఱరು)ವ ×భఴబഏ , (6) 

where, D is observation distance, generally, it is 50 cm. P is pixel density of image, generally, it is 72. 
W is pixel number in the range of observation image. According to the size of sub-block of image, the 
range of each observation image includes 64 pixels. Considering the case of diagonal side of sub-block, 
the range of frequency fθ can be taken as 0.546–6.16cpd (cycles per degree). 

              

(a) two points saved in DCT domain          (b) the stripes obtained by IDCT 

Figure 1. Schematic diagram to reflect the relationship between DCT and IDCT of image. 

Based on the above description, combining with Eqs (2)–(4) and (6), the contrast detection 
threshold and sensitivity threshold of HVS perceiving luminance and chroma of any point in image 
can be obtained when HVS perceives image, which can better realize the application of CSF in IQA. 

3.2. IQA method and model 

The IQA results using mathematical models that usually need to conform to the subjective 
perception of HVS. The perception of HVS detecting image mainly comes from the stimulation of 
luminance, chroma and contrast. Hence, HVS judging the image quality mainly depends on the 
measurement of the luminance, chroma and contrast information of perceived image [28,29]. Based 
on this explanation, the basic idea of the proposed IQA method is as follows: 

First, the image is handled with the color space transformation, and is processed using the HVS 
nonlinear characteristic model of luminance and chroma intensity perception to obtain the results of 
the perceived luminance and chroma of images.  

Then, the spatiotemporal transformation is carried out for the image, and according to the 
frequency relationship mentioned above, combining with the CSF model of HVS, the contrast 
detection threshold of each point on the image is calculated. The perceived image is then filtered using 
these thresholds, so as to remove the visual redundancy of the image.  

Then, according to these calculated thresholds, the CS value of each point is obtained, and the 

（5,5）   （5,7）
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sensitivity is used as the weight factor of each point after filtering, and they are weighted.  
After that, the weighted information is transformed by the inverse spatiotemporal transformation 

and inverse color space transformation to obtain the perceived image from simulating HVS. 
Finally, based on the modeling idea of SSIM, the original image is replaced by the perceived 

image; and the three features, namely, the luminance, contrast and structure in the perceived image, 
are used as image features. They are substituted into the SSIM model to calculate the image quality 
scores. Thus, the calculated scores are taken as the IQA results.  

The scheme flow for building IQA model is shown in Figure 2, and the specific description is 
as follows: 

0.5

( ) exp( )
                [1 exp( )]

LCSF f a f b f
c b f

θ θ θ

θ

= ⋅ ⋅ − ⋅ ⋅

+ ⋅ ⋅

( )
rg     ( ) exp

1,  0.152,  0.893

cb fCSF f a
a b c

θ
θ = ⋅

= = − =

( )
by   ( ) exp

1,  0.2041,  0.9

cb fCSF f a
a b c

θ
θ = ⋅

= = − =

Dividing into subblock and processing them with HVS 
brightnessperception model

L rg rg by byP = log I ,    P = log I ,    P = log IL L rg byk k k⋅ ⋅ ⋅

Luminance 
perception

Red-green 
perception

Blue-yellow 
perception

DCT DCTDCT

Calculating contrast and HVS detection threshold, 
and filter processing

Luminance CS 
calculation

Red-green CS 
calculation

Blue-yellow CS 
calculation

Sensitivity 
weighting 

Sensitivity 
weighting 

Sensitivity 
weighting 

IDCT 

color mixing principle and color space  
transformation

IDCT IDCT 

L rg byP P P P(I I I )
YCC RGBTRGB sum

−
= ， ，

Perceived image by simulating HVS

Perceived 
luminance

Perceived 
contrast

Perceived 
image structure 

similarity

Features extraction

SSIM IQA method

PSIM Model

IQA scores

pr pd pr pd

pr pd pr pd

1 2
pr pd 2 2 2 2

1 2

(2 )(2 )
PSIM( , )=

( )( )
RGB RGB RGB RGB

RGB RGB RGB RGB

c c
RGB RGB

c c
μ μ δ

μ μ δ δ
+ +

+ + + +

 

Figure 2. The flow chart of the proposed IQA method. 

In SSIM model, the mean of luminance is used as the estimation of luminance, the standard 
deviation is used to quantify the contrast, and the covariance is used to measure the degree of structural 
similarity. Based on the above ideas and flow charts, the main idea of building IQA model in this paper 
is: taking the luminance of the perceived images as the luminance feature in SSIM calculation formula, 
taking the standard deviation of the image processed by CSF model as the contrast in SSIM model, 
and the structural similarity is measured by the covariance of the image processed by the HVS 
perception model. The specific construction methods and steps are as follows: 

1) RGB image is transformed with a color space conversion formula (Eq (7)), to obtain the YCrCb 
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color space image. Thus, three-component images, namely luminance (L), red-green (rg: red-green), 
and blue-yellow (by: blue-yellow), are obtained.  Y=0.257 × R+0.504 × G+0.098 × B+16  

 𝐶௕=-0.148 × R-0.291 × G+0.439 × B+128 (7) 𝐶௥=0.439 × R -0.368 × G-0.071 × B+128  

Here, in order to be consistent with the color space HVS characteristics model to reduce the 
computational complexity of the proposed IQA model, in color space conversion, it is selected to 
transform into the YCrCb color space. 

Then, three-components images are, respectively, divided into the subblocks with 8pixels×8 
pixels. After that, the nonlinear characteristic function of the HVS perceived intensity (I) (Eq (8)) is 
used to process each pixel value on each sub block to obtain subjective perception results (written as 
PL, Prg, Pby, respectively) of HVS perceiving the luminance and chroma intensity of image. 

 𝑃௅ = 𝑘௅ ⋅ 𝑙𝑜𝑔 I௅ , Prg = 𝑘௥௚ ⋅ 𝑙𝑜𝑔 Irg , Pby = 𝑘௕௬ ⋅ 𝑙𝑜𝑔 Iby, (8) 

where, kL, krg, kby all are parameters. For convenience of the IQA model calculation, their values are 
all 1. 

2) When HVS perceives the target, the HVS target detection and obtaining its information is based 
on the spatial contrast of target, and involves the frequency sensitivity and contrast sensitivity 
characteristics of HVS. Combining this with visual masking characteristics, HVS sensitivity is based 
on the contrast of the target, that is, when the contrast of the target information is less than the HVS 
contrast threshold, HVS cannot detect differences among targets; when it is greater than HVS contrast 
threshold, it is conducive for HVS to detect and can distinguish targets [30,31]. Based on these analyses, 
the calculation method of the perceived image is as follows: First, contrast detection threshold is used 
to filter the perceived results of image luminance and chroma. Then, contrast sensitivity values are 
taken as the weight factors of the filtered results above, and they are weighted. So, the sum of the 
weighted results is used as the perceived image of HVS perceiving the real image, whose method is 
detailed as follows: 

i) Each sub block of the subjective perceived value P of the luminance and chroma of image is 
transformed with DCT, and frequency shift is carried out to make the central spectrum be zero. Then, 
the spatial frequency of each point on each spectrum is calculated. 

ii) According to the relationship between the spatial frequency and angular frequency of the image 
mentioned above (i.e., Eq (6)), the angular frequency of each point in the transformation domain of the 
sub block is calculated, and is subsituted into the luminance and chroma CSF models (i.e., Eqs (2)–(4)). 
Thus, the contrast detection threshold (written as CT-L, CT-rg, and CT-by) of each point on the sub block 
is calculated. Then, using these contrast detection thresholds, the image is filtered (written as “Fil” in 
the following formula) to eliminate image visual redundancy. 

iii) Meanwhile, based on the calculated contrast detection thresholds, the CS values of each point 
on the three-components images, namely, CSFL, CSFrg and CSFby, are calculated and normalized. They 
are then used as the weight factor of each point on the sub block after being filtered, and are weighted. 
The weighted results are transformed by IDCT to obtain the sub block of HVS perceiving image in 
YCrCb color space. The calculation is shown in Eq (9). 
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𝐼௉L_block=IDCTሼ𝐶𝑆𝐹௅ ⋅ DCT[𝐹𝑖𝑙(𝑃௅)]ሽ  

 𝐼௉rg_block=IDCT൛𝐶𝑆𝐹௥௚ ⋅ DCT[𝐹𝑖𝑙(𝑃௥௚)]ൟ (9) 

𝐼௉by_block=IDCT൛𝐶𝑆𝐹௕௬ ⋅ DCT[𝐹𝑖𝑙(𝑃௕௬)]ൟ  

iv) All perceived sub blocks are sorted and synthesized to obtain the three-components images 

(written as I୔ై, I୔౨ౝ, I୔ౘ౯) of HVS perceiving in YCrCb color space. They are then transformed into 

the RGB color space. Then, the HVS perceived image in RGB color space is obtained, which is 
recorded as RGBp. The calculation is shown in Eq (10). 

 𝑅𝐺𝐵௉ = 𝑠𝑢𝑚(𝐼௉ಽ, 𝐼௉rg, 𝐼௉by)்ೊ಴಴షೃಸಳ, (10) 

where, when the perceived image is transformed into RGB color space from YCrCb color space, the 
relations between Y, Cr, Cb and R, G, B, including their parameters, all follow the color mixing 
principle and their transformation formulas, which are shown in Eq (11). R=1.164 × (Y-16)+1.596 × (𝐶௥-128)  G=1.164 × (Y-16)-0.392 × (𝐶௕-128)-0.813 × (𝐶௥-128) (11) B=1.164 × (Y-16)+2.017 × (𝐶௕-128) 

3) Using the above methods, the reference image and the distorted image are processed, 
respectively, to obtain their perceived images, which are, respectively, recorded as RGBpr and RGBpd. 
Based on the idea of SSIM, the luminance, contrast and structural similarity of the perceived images 
(RGBpr and RGBpd) are used to replace the corresponding three features of the real image required in 
SSIM, so as to simulate HVS to evaluate the quality of distorted image. That is, in SSIM model (Eq 
(1)), the x and y are replaced by RGBpr and RGBpd, respectively, and the calculated value is used as the 
IQA score of the distorted image. This IQA method is called as the perceived structural similarity index 
(PSIM) of the image, whose calculation is as shown in Eq (12). 

 PSIM൫𝑅𝐺𝐵pr, 𝑅𝐺𝐵pd൯ = ቀଶఓೃಸಳprఓೃಸಳpdା௖భቁቀଶఋೃಸಳprೃಸಳpdା௖మቁ൬ఓೃಸಳprమ ାఓೃಸಳpdమ ା௖భ൰൬ఋೃಸಳprమ ାఋೃಸಳpdమ ା௖మ൰, (12) 
4. Experiment and result analyses 

To test the proposed PSIM model, the images in LIVE [14], TID2013 [15] and CSIQ [16] 
databases are used for simulation. Three open source databases provide 84 (25, 30 and 29, 
corresponding to three databases) reference images and 4645 (3000, 866 and 779, corresponding to 
three databases) distorted images, and include 35 distortion types. In order to better illustrate the 
performance of the proposed PSIM model, experiments are carried out in the following three ways: 1) 
overall IQA: that is to evaluate all distorted images in each database, in order to illustrate the overall 
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IQA effect of the model; 2) IQA of each type of distortion: that is that the images of each distortion 
type in the database is carried out IQA simulation, and the IQA effect of PSIM on each distortion type 
is studied to explore its generalization performance for distortion types; 3) quality assessment of the 
images distorted by CC and CCS: for the images distorted from contrast change and change of color 
saturation, SSIM evaluation effect is poor; while PSIM is used to evaluate them to illustrate the 
improvement effect. 

1) Overall IQA of all images in each of three databases 
The specific methods are as follows: i) First, PSIM is used to evaluate all images in three 

databases, and the objective IQA scores are obtained. The IQA results of each database are taken as a 
whole to analyze separately overall IQA effect of each database. Then, when combining this with the 
subjective IQA scores (MOS or DMOS (Differential MOS)) [14−16] in three open source databases, 
the scatter plots between the subjective and objective IQA scores are obtained, and the consistency 
parameters between them are calculated. ii) At the same time, SSIM, MSSIM [7] and FSIMc models 
are used to evaluate all images in each of the three databases, and the scatter plots and four consistency 
parameters are also obtained. iii) Finally, based on the scatter plots and four consistency parameters, 
IQA effects of several IQA models are compared, which are shown in Figure 3. Here, at present, the 
IQA models with better improvement effect aiming at SSIM mainly include MSSIM and FSIMc. 
Although the two IQA models are relatively complex, their accuracy has been improved. In order to 
better illustrate the advantages of the proposed model, their simulation results are compared with the 
ones of PSIM. 

In addition, the consistency parameters between the subjective and objective IQA scores mainly 
include PLCC, SROCC, RMSE (root mean squared error), and OR (outlier ratio) [32,33]. Among them, 
the calculation of OR is shown in Eq (13), where Nimg is the number of distorted images to be evaluated, 
MOSP is the predicted IQA scores obtained by fitting with the logic function of 5 parameters. It’s fitting 
curve is in Figure 3. 

 OR= ଵேimg
∑ ฬMOS೛(௜)ିMOS(௜)

MOS೛(௜) ฬேimg௜ୀଵ  (13) 

By comparing the experimental results of SSIM, MSSIM and FSIMc models with that of the 
proposed PSIM model in Figure 3, it can be obtained that: i) analyzing from the dispersion degree of 
dots in the scatter plots and correlation parameter values, for the overall IQA effect of each database 
in the three databases, PSIM is better than SSIM, MSSIM and FSIMc, namely, the accuracy of PSIM 
is higher than that of the three IQA models, and the dispersion degree of the dots in the scatter plots is 
lower than that of three IQA models. ii) MSSIM, FSIMc and PSIM are all the improved IQA models 
based on SSIM. Compared with SSIM, using weighting, the accuracy of the PLCC value of PSIM is 
improved, on average, by 10.6074% in three databases. Compared with MSSIM and FSIMc, in the 
accuracy PLCC value, PSIM is higher by 5.5812% and 2.2097% than the two IQA models. These 
results indicate that the proposed PSIM model has the highest accuracy in the current improvement 
effect based on SSIM. At the same time, it also shows that the introduction of CSF and perceptual 
image has a good effect on the improvement of SSIM, and can more truly and effectively reflect and 
measure image quality. 

In order to better illustrate accuracy of PSIM, another 9 existing IQA models, namely VSNR [6], 
GMSD [9], VSI [10], PSNRHVS [14], A3L [17], DISTS [18], BMPRI [19], VCRNet [20] and 
ASCAM [21], are used to evaluate all images in three databases. Based on PLCC and SROCC 
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parameters, their results are compared with the above experiment results of PSIM. The comparisons are 
shown in Table 1. 

 

Figure 3. Comparing the accuracy of PSIM with ones of SSIM, MSSIM and FSIMc, based 
on the IQA results of all images in TID2013, CSIQ and LIVE databases. 

Table 1. Performance comparison between PSIM and 9 existing IQA models based on 
PLCC and SROCC parameters of IQA results in three databases (the top three results are 
shown in bold). 

Databases TID2013(3000) CSIQ (866) LIVE (779) Weighting 
Parameters PLCC SROCC PLCC SROCC PLCC SROCC PLCC SROCC

IQA models 

VSNR [6] 0.7406 0.7197 0.8129 0.8268 0.9231 0.9274 0.7847 0.7745 
GMSD [9] 0.8590 0.8044 0.9471 0.9498 0.9603 0.9603 0.8924 0.8577 

VSI [10] 0.9000 0.8965 0.9279 0.9422 0.9482 0.9524 0.9133 0.9144 
PSNRHVS [14] 0.7209 0.7061 0.8238 0.8303 0.9182 0.9234 0.7732 0.7657 

A3L [17] 0.8713 0.8553 — — 0.9640 0.9667 0.8904 0.8783 

DISTS [18] 0.8550 0.8300 0.9280 0.9290 0.9540 0.9540 0.8852 0.8693 

BMPRI [19] 0.9466 0.9287 0.9339 0.9085 0.9329 0.9310 0.9419 0.9253 
VCRNet [20] 0.8750 0.8460 0.9550 0.9520 0.9740 0.9730 0.9065 0.8871 

ASCAM [21] 0.7460 0.7350 — — 0.8800 0.8720 0.7736 0.7632 

PSIM 0.8952 0.8825 0.9362 0.9417 0.9722 0.9756 0.9158 0.9091 
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By comparing and analyzing the data in Table 1, we can conclude the following: From both the 
overall IQA in each of three databases and the weighted IQA results of three databases, when it comes 
to accuracy, the proposed PSIM model is significantly better than PSNRHVS, VSNR and ASCAM, 
and is close to GMSD, VSI, A3L, DISTS and VCRNet, though being slightly better than them, and is 
slightly worse than BMPRI. In addition, the accuracy of PSIM is significantly higher than that of the 
WS-HV [13] model proposed recently. 

By analyzing comprehensively the results in Table 1 and Figure 3, and further comparing PSIM 
with 12 existing IQA models, it can be obtained that, in the IQA of each of three databases, the  PLCC 
accuracies of PSIM are all over 0.89, with a small fluctuation. Its IQA accuracy and stability are better 
than the above 11 IQA models, except for BMPRI, and the weighted PLCC of three databases is larger 
than that of 11 existing IQA models. These results show that PSIM has both high accuracy and good 
generalization performance.  

The reasons are analyzed as follows: BMPRI, VCRNet and ASCAM are IQA models based on 
the neural networks (IQA-NN), and the other 10 IQA methods (including PSIM) are modeled using 
the mathematical methods. From their modeling processes and experimental results, the accuracy of 
IQA-NN is related to the training data. When training and testing IQA models, if the data is from the 
same database, their IQA accuracy is often higher, such as the results of BMPRI [19] and VCRNet [20]. 
However, if different databases are used for training and testing, their IQA accuracy will be 
significantly reduced, such as the results of ASCAM [21]. It shows that the generalization performance 
of IQA-NN is often not high. The modeling process of SSIM, FSIM, MSSIM, VSNR, GMSD, VSI, 
PSNRHVS, A3L, DISTS is often not so strong related to the fitting data. Compared with three IQA-
NN models, although the highest accuracy of 10 IQA models (including PSIM) using the mathematical 
methods is lower than them, their accuracy fluctuation of 10 IQA models is small, and their stability 
is better, which present better generalization performance. In addition, PSIM is based on SSIM, and 
combines HVS characteristics well. Hence, the accuracy of PSIM is improved well, and higher than 
the above existing 11 IQA models. 

2) IQA for all distortion types in three databases 
The proposed PSIM model is used to separately evaluate each type of distorted images of all 

distortion types (35 types in total) in the three databases, the objective IQA scores of each type of distorted 
images are predicted. By combining these with the subjective IQA scores (MOS or DMOS) [14−16] 
provided in the three open source databases, the consistency parameter between the subjective and 
objective IQA scores of each type of distorted images are calculated and the scatter plot is obtained. 
These results are shown in Figures 4–6. 

At the same time, based on the correlation parameter PLCC values, the results are compared with 
the experimental results of the above seven common IQA models. The comparison results are shown 
in Figures 7–9. 

In combination with Figures 4–6, and analyzing Figures7–9, it can be obtained that, for 35 
distortion types in three databases, PSIM shows good IQA effect for each type of distorted images. i) 
Among 35 types, for PSIM, its minimum IQA accuracy PLCC can reach 0.6949 and the maximum 
value can reach 0.9896. While for seven existing models, the differences between their maximum and 
minimum IQA accuracy PLCC is more than 0.5. The fluctuation of their IQA accuracy is significantly 
greater than that of PSIM, which indicates that PSIM has better IQA generalization performance. ii) 
For each distortion type, IQA accuracy of PSIM can reach the highest or second highest among eight 
methods, which indicates that PSIM has high accuracy and good generalization performance. iii) 
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PLCC accuracy values of PSIM are basically all higher than that of PSNRHVS, SSIM and MSSIM, 
and is higher than that of FSIMc in 21 types of distorted images. These results show that combination 
of CSF model and perceptual image in IQA can effectively improve IQA performance of SSIM. 

 

Figure 4. The IQA results of using PSIM to evaluate images from each of 24 distortion 
types in TID2013 database. 

 

 

Figure 5. The IQA results of using PSIM to evaluate images from each of 6 distortion 
types in CSIQ database. 
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Figure 6. The IQA results of using PSIM to evaluate images from each of 5 distortion 
types in the LIVE database. 

 

Figure 7. Performance comparison between PSIM and 7 existing models based on PLCC 
of IQA results of 24 types of distorted images in TID2013 databases. 
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Figure 8. Performance comparison between PSIM and 7 existing models based on PLCC 
of IQA results of 6 types of distorted images in CSIQ databases. 

 

Figure 9. Performance comparison between PSIM and 7 existing models based on PLCC 
of IQA results of 5 types of distorted images in LIVE databases. 

3) IQA of images distorted by CC and CCS 
To better illustrate the improvement effect of PSIM on SSIM, two types of distorted images, 

namely contrast change (CC, in total 241 images in two databases [15,16]) and change of color 
saturation (CCS, 125 images in TID2013 [15]) distorted images, are selected to be tested, because the 
accuracy of SSIM for them is the lowest in evaluating the quality of all distortion types of images in 
TID2013 and CSIQ. They are also evaluated by PSIM. Thus, in combination with the subjective IQA 
scores [15,16] in the open source databases, four correlation parameters values are calculated. At the 
same time, SSIM is used to evaluate the 366 distorted images, and the IQA results are compared with 
the IQA results of PSIM, whose comparison and analysis results are shown in Figures 10 and 11 and 
Table 2. 

From the results in Figures 10 and 11 and Table 2, we can conclude the following: i) For the CC 
distorted images in two databases, compared with SSIM, the weighted IQA accuracy PLCC value of 
PSIM is increased by 21.6069%, which indicates that PSIM has a great improvement in accuracy and 
generalization performance. ii) For the CCS distorted images in TID2013, the IQA accuracy PLCC 
value of PSIM is 59.7839% higher than that of SSIM, which shows that for the CCS distortion, it is 
very obvious to use the idea in this paper to improve the IQA effect of SSIM. iii) After weighting three 
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groups of data in the two databases, the IQA accuracy PLCC value of PSIM is improved by 30.9089% 
compared with SSIM. The above comparison and analysis show that the proposed model is very 
effective in improving SSIM, and greatly improves the accuracy and generalization performance. 

 

Figure 10. Performance comparison between SSIM and PSIM based on the IQA results of 
CC distorted images in the CSIQ database. 

 

Figure 11. Performance comparison between SSIM and PSIM based on the IQA results of 
the CC and CCS distorted images in the TID2013 database. 
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Table 2. Performance comparison between PSIM and SSIM based on the four parameters 
of IQA results of CC and CCS distorted images. 

Images 125 CC distorted 
images in TID2013 

125 CCS distorted 
images in TID2013 

116 CC distorted 
images in CSIQ 

Weighting 

IQA models SSIM [7] PSIM SSIM [7] PSIM SSIM [7] PSIM SSIM [7] PSIM 

Parameters 

PLCC 0.6076 0.7974 0.4349 0.6949 0.8000 0.9098 0.6096 0.7980
SROCC 0.3775 0.6460 0.4141 0.7180 0.8039 0.9141 0.5251 0.7555
RMSE 0.9635 0.7321 0.6654 0.5314 0.1010 0.0707 —— —— 

OR 0.1484 0.1136 0.1257 0.0977 0.3103 0.2332 —— —— 

Further, in order to better illustrate the advantages of PSIM, other six existing IQA models are 
used to evaluate the CC distorted images in the two databases, and their objective IQA scores are 
obtained, and then four correlation parameters are calculated. Based on the four parameters, the 
performances of PSIM are compared with that of the six existing models, and the results are shown in 
Table 3. 

By comparing and analyzing the results in Table 3, the following conclusions can be drawn: I) 
For the CC distorted images in TID2013 database, the IQA accuracy of PSIM is better than that of six 
existing IQA models. Ii) When evaluating the CC distorted images in CSIQ database, the IQA accuracy 
of PSIM is significantly better than PSNRHVS and VSNR, and close to four models, namely MSSIM, 
GMSD, VSI and FSIMc. However, when evaluating the CC distorted images in TID2013 database, the 
IQA accuracy of four models is significantly lower than that of PSIM. Two results indicate that the 
generalization performance of PSIM is better than the four models. Iii) In terms of the weighting IQA 
accuracy of the two databases, PSIM is higher than the six models. Comprehensively analyzing the 
above IQA results of evaluating CC, CCS distorted images and weighted IQA results, based on the 
comprehensive benefits of accuracy and generalization performance, it shows that the performance of 
PSIM is better than the six existing IQA models. 

Table 3. Performance comparison between the 6 existing models and PSIM based on the 
IQA results of the CC distorted images in TID2013 and CSIQ databases. 

Images 125 CC distorted images in 
TID2013 

116 CC distorted images in CSIQ Weighting 

Parameters PLCC SROCC RMSE OR PLCC SROCC RMSE OR PLCC SROCC

IQA 
models 

PSNRHVS [14] 0.5575 0.4428 1.0120 0.1738 0.8847 0.8713 0.0785 0.2645 0.7150 0.6490
VSNR [6] 0.4257 0.3514 1.0977 0.1844 0.8688 0.8801 0.0834 0.2858 0.6390 0.6059

MSSIM [7] 0.7512 0.4684 0.8007 0.1179 0.9281 0.9528 0.0628 0.2313 0.8363 0.7016

FSIMc [8] 0.7481 0.4680 0.8050 0.1184 0.8828 0.9351 0.0792 0.2664 0.8129 0.6928

VSI [10] 0.7474 0.4754 0.8059 0.1200 0.8687 0.9505 0.0834 0.2897 0.8058 0.7041

GMSD [9] 0.7107 0.3235 0.8534 0.1359 0.9284 0.9086 0.0626 0.2301 0.8155 0.6051

PSIM 0.7974 0.6460 0.7321 0.1136 0.9098 0.9141 0.0707 0.2332 0.8515 0.7814
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5. Discussion 

1) IQA model generalization performance 
In order to better verify the proposed PSIM model, another image database with obvious image 

feature difference from the above three databases need to be used to test it to discuss its performance. 
The images in CID database [34] are significantly different from those in CSIQ, TID2013 and LIVE 
databases, including image contents, scenes, resolution, and distortion types. Using them as the test 
object can verify the performance of PSIM. PSIM is used to evaluate images in CID database; and four 
performance parameters, namely PLCC, SROCC, RMSE and OR, are calculated based on MOS in the 
CID database. Further, five existing typical IQA models, namely SSIM [7], FSIMc [8], GMSD [9], 
VSI [10] and MAD (most apparent damage algorithm) [35] are used to evaluate them, and their results 
are compared with the results of PSIM. The comparison is shown in Figure 12. 

By comparing and analyzing the results in Figure 12, we can conclude the following: i) The IQA 
accuracy of the proposed PSIM model in CID database is the best in six IQA methods, and the effect 
of its four performance parameters is the best. ii) Although image features in CID database are 
significantly different from those in the three databases above, the IQA accuracy (PLCC and SROCC) 
of PSIM in CID database can still reach more than 0.81; iii) Compared with SSIM and FSIMc, the 
precision of PSIM has increased by 3.66% and 13.29%, in terms of PLCC values. Combined with the 
IQA results of the above three databases, the precision of PSIM has increased by 9.91%, on average, 
compared with that of SSIM in the four databases. The analysis results show that PSIM not only has a 
high accuracy, but also has a good generalization performance. At the same time, it shows that it has a 
better improvement effect compared with SSIM. 

 

Figure 12. Comparing the performance of PSIM with those of five existing IQA models 
based on the IQA results in the CID database. 
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In order to further analyze model performance and discuss the reasons for their advantages and 
shortcomings, the above IQA experiments and results in four databases using 8 existing IQA models 
and PSIM are compared and comprehensively analyzed. The main reasons for obtaining the above 
IQA model performance are as follows:  

At present, internationally, many IQA metrics have been proposed, including mainly PSNR, 
PSNRHVS, SSIM, MSSIM, FSIMc, VSNR, VSI, GMSD and MAD. However, the IQA metrics 
recognized internationally are fewer. Among these models, currently, PSNR and SSIM (MSSIM) are 
the most widely applied. Accuracy of SSIM is higher than that of PSNR. However, PSNR is simpler 
than SSIM, so it is applied more widely. However, in general, their accuracies are not high. Because 
they are both very simple, however, much work has recently been done to improve them . PSNRHVS 
and FSIMc are two of the improved models. However, PSNRHVS has a poor generalization 
performance for different types of distortion, and they are much complex. For GMSD, it has partially 
been accepted internationally, currently, because of its good performance, and is intended for gray 
images. Namely, when evaluating color image, converting color images into gray images is necessary. 
As it is well known, HVS is more sensitive to luminance than to color. Therefore, performance of 
GMSD would be greatly reduced in practice. VSNR is a metric for quantifying the visual fidelity of 
natural images based on the near-threshold and suprathreshold properties of HVS. Due to combining 
with HVS characteristics and a two-stage approach computational process, VSNR is much complex 
and its accuracy is low. Hence, its current application is very limited. Using VSI to evaluate image 
quality is mainly to aim at the distortion of image saliency features. Experimental results in some 
frequently-used image databases show that it has poor generalization performance for some distortion 
types of images, including CC and CCS. For MAD, it is considered that HVS adopts a dual strategy to 
determine image quality. That is, for images with serious distortion, HVS will choose to ignore 
distortion and find image content to obtain perception; for slightly distorted images, HVS focuses on 
finding distortion parts to obtain perception. MAD mainly use the feature of local brightness, contrast 
masking, and changes in local statistics of spatial frequency components. The idea of designing MAD 
is much beneficial to improve performance, but it also leads to more complex calculation. Hence, its 
application lower.  

In this paper, the CS characteristics of HVS and nonlinear characteristics of luminance perception 
are integrated in improving the SSIM model. Because the luminance perceived by HVS is different 
from real luminance, and the perceived degradation of luminance is different from that of real changing 
of luminance, the image perceived by HVS is different from real image and the perceived image 
distortion is different from true distortion. Hence, in PSIM, it is first combined with HVS 
characteristics, a model that HVS perceives real image is proposed. This model is then used to simulate 
HVS to perceive real images, in order to eliminate visual redundancy of real image. Then, the perceived 
images are evaluated, and the evaluated scores are the objective qualities of real images. Hence, the 
IQA results obtained by PSIM are more consistent with HVS perception. Thus, in combining with 
HVS characteristics to build an IQA model, the calculation of PSIM is not much, so its computational 
complexity is not high. Hence, compared with the above 8 existing IQA models, PSIM has better 
comprehensive performance. 

2) IQA model complexity 
In IQA, model complexity is very important and greatly affects the application of the IQA model. 

Hence, the complexity of PSIM needs to be analyzed and compared with the complexity of the 11 
existing models above, namely VSNR [6], SSIM [7], MSSIM [7], FSIMc [8], GMSD [9], VSI [10], 
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WS-HV [13], PSNRHVS [14], BMPRI [19], VCRNet [20] and ASCAM [21]. In studying the 
complexity of the IQA model, the calculation running time of evaluating image quality by model is 
generally used to measure its complexity [36,37]. Hence, matlab2018a programming is used to realize 
PSIM and 11 IQA models, and 200 images are selected respectively from each of three databases to 
be evaluated using them. Then, the complexity of the model is quantitatively described by the average 
calculation running time of evaluating every images. Here, the experimental environment is: notebook 
with 64 bit operating system, and its processor is Intel (R) core (TM) i7-8550u CPU @ 1.8 GHz, 1.99 
GHz. For images with different sizes, their IQA calculation running time is equivalent to the running 
time of evaluating images that are weighted to 512 pixels × 384 pixels [37,38]. The result is shown in 
Figure 13. 

 

Figure 13. Average operation time of evaluating every image using PSIM and 11 existing models. 

By comparing and analyzing the calculation running time of IQA model in Figure 13 and the 
model accuracy in Tables 1–3, we can conclude the following: i) The complexity of PSIM is lower 
than that of PSNRHVS, BMPRI, VCRNet, ASCAM, VSNR, FSIMc, VSI and MSSIM, and close to 
that of WS-HV. Its IQA accuracy in three databases is obviously higher than that of PSNRHVS, VSNR, 
WS-HV and ASCAM, slightly higher than that of MSSIM, and close to IQA accuracy of VSI, FSIMc, 
BMPRI and VCRNet. ii) For SSIM and GMSD, PSIM is greater than them in complexity. However, 
in terms of accuracy, for both the overall IQA of all images in each of three databases and the IQA of 
each distortion type of images, accuracy of SSIM is significantly lower than that of PSIM. For GMSD, 
its accuracy is high in three databases, but it shows great instability in the generalization performance 
of IQA of different distortion types of images. When evaluating quality of CCS distorted images, its 
accuracy can only reach 0.1516, but in evaluating quality of SSR (sparse sampling and reconstruction) 
distorted images, its accuracy can reach 0.9838. Furthermore, the accuracy of PSIM, compared with 
them, whether the overall IQA of all images in each database or the individual IQA of each distortion 
type of images, shows a good stability and high accuracy. Considering the accuracy, complexity and 
generalization performance, IQA effect of PSIM is better than that of the above 11 models.  

The main reason is that SSIM is the simplest IQA model in the existing IQA models except PSNR. 
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Using this feature, PSIM adds CSF model and perceptual image model to build IQA model based on 
the idea of SSIM. Hence, compared with SSIM, the complexity of PSIM is increased, but the accuracy 
has been significantly improved. 

At present, when building the IQA model, its complexity is very important and needs careful 
consideration due to its practical application. In the paper, HVS characteristics and their mathematical 
models are introduced to build PSIM IQA models, although its accuracy is improved, it increases the 
computational complexity of the model, too. PSIM can reach the better level of the above 11 models 
in terms of complexity, but it is still more complex than PSNR that is currently widely used. Hence, 
further optimization is needed in the future to make it simpler, and ensure that accuracy will not decline. 

6. Conclusions 

Aiming at the problem of low IQA accuracy when using SSIM to evaluate images distorted by 
CC and CCS in TID2013 and CSIQ databases, based on the idea of SSIM, combining with the image 
contrast distortion features and CS characteristics of HVS, an IQA model based on SSIM (namely 
PSIM) is designed in this paper. The methods of PSIM are as follows: First, combined with the HVS 
characteristics and its model, a perception model of HVS perceiving real images is proposed. Then, 
the perception model is used to simulate HVS to perceive the real image, to eliminate the visual 
redundancy of the real image and the perceived image is obtained. Finally, based on the idea and form 
of the SSIM model, combining with perceived image features, a novel IQA model, namely PSIM, is 
built. Moreover, to illustrate the performance of the proposed IQA model, 5335 distorted images in 
four databases (TID2013, CSIQ, LIVE and CID) are used for simulation. The IQA effect of each 
distortion type of images of 41 distortion types in four databases and the overall IQA effect of all 
images in each database are analyzed, and compared them with that of 12 existing IQA models. The 
results show that in comparison with SSIM and MSSIM, the IQA scores of PSIM is more consistent 
with the subjective IQA scores, and the accuracy of the model has been significantly improved. In 
terms of the comprehensive benefits of accuracy, generalization performance and complexity, PSIM is 
better than the 12 existing models. The comprehensive results show that PSIM is an effective and 
excellent IQA model. 
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