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Abstract: Breast cancer occurs in the epithelial tissue of the gland, so the accuracy of gland 
segmentation is crucial to the physician’s diagnosis. An innovative technique for breast mammography 
image gland segmentation is put forth in this paper. In the first step, the algorithm designed the gland 
segmentation evaluation function. Then a new mutation strategy is established, and the adaptive 
controlled variables are used to balance the ability of improved differential evolution (IDE) in terms 
of investigation and convergence. To evaluate its performance, The proposed method is validated on a 
number of benchmark breast images, including four types of glands from the Quanzhou First Hospital, 
Fujian, China. Furthermore, the proposed algorithm is been systematically compared to five state-of-
the-art algorithms. From the average MSSIM and boxplot, the evidence suggests that the mutation 
strategy may be effective in searching the topography of the segmented gland problem. The experiment 
results demonstrated that the proposed method has the best gland segmentation results compared to 
other algorithms. 

Keywords: gland segmentation; breast mammography; IDE algorithm; fuzzy entropy 
 

1. Introduction 

As reported by the Global Cancer Report [1], one in four women worldwide with new cancers is 
breast cancer, which is now the most prevalent cancer-related death in more than 100 countries. Breast 



4897 

Mathematical Biosciences and Engineering  Volume 20, Issue 3, 4896–4911. 

gland segmentation is one of the most important works in tumor detection. Breast image such as 
mammography, ultrasound, Magnetic Resonance (MR) and Computed Tomography (CT) are widely 
used in breast lesion detection [2]. Mammography images clearly show the layers of the breast and tiny 
calcifications and calcification clusters of less than 0.1 mm. The mammography inspection system has 
the characteristics of clear imaging, convenient, quick inspection operation, and small radiation [3]. 
Breast cancer development is significantly influenced by breast density and breast gland segmentation 
in digital mammogram is also reported for the purpose of diagnosis. In principle, Mammography 
images contain glandular area, which is critical for breast cancer prediction and tumor extraction. There 
have been many methods developed for image segmentation thus far [4,5]. 

These methods can be divided into four groups: region growing, pixel classification, threshold 
segmentation and model construction. The region expanding technique reduces merging between 
neighboring or overlapping structures by adjusting the original object boundaries using grayscale and 
gradient information, Petrick designed a segmentation of the breast mammary based on improved 
region growing techniques [6]. Otsu proposed a very popular image segmentation method to separate 
background and objects by maximizing the variance between classes based on Euclidean distance [7]. 
Tran and Wagner [8] proposed the fuzzy entropy clustering algorithm, and Bezdek et al. proposed the fuzzy 
C-means algorithm and the Snake model [9] can extract the target contours. Mario and Francesco [10] 
presented a new fuzzy edge detector based on both fuzzy divergence (thought and proved to be a 
distance) and fuzzy entropy minimization for the thresholding sub-step in gray-scale images. In their 
work, they test the proposed procedure after their fuzzification by a suitable adaptive S-shaped fuzzy 
membership function. 

Building models for image segmentation is mainly based on convolutional neural networks 
(CNN). Mu et al. [11] proposed the PGPLP model, which is a computationally efficient full 
convolutional (FCN) network for COVID-19 CT image segmentation. However, it is difficult to detect 
small areas of infection in CT images with poor contrast. He et al. [12] developed a novel evolvable 
adversarial framework based on generating adversarial network (GAN) for COVID-19 infection 
segmentation. Experiments show that the method can improve the stability of segmentation, but 
focusing on the model hyperparameter adjustment appears to make the method complicated. Those 
method require enhancement and more intelligent AI architectures. However, typical deep learning is 
a fully deterministic model that is greatly influenced by the uncertainty of the data. Then, in addition 
to the points mentioned above, there is a huge limitation in the nature of the CNN approach, which is 
that when the image is input to the network at the initial stage, the model can only understand the input 
image using local information because the convolution kernel of the CNN is not too large, which 
inevitably has some blinders on, thus affecting the distinguishability of the features extracted by the 
encoder at the end. These are important reasons why we have not chosen to refer to CNN for our work. 

A new method for gland segmentation of breast mammography images is proposed in this paper. 
Compared to previous work [11–16], our algorithm is chosen for gland segmentation because of two 
main advantages, 1) overcoming the two main limitations of optimization fuzzy entropy algorithms, 
which are the susceptibility to irregular edges and the premature convergence, and 2) faster 
convergence process and excellent solution. There are three aspects innovation for our proposed 
IDEFE algorithm. To address the premature convergence and slipping into local optimum entropy 
issues, the following technical contributions are proposed: 

 the DE/current-to-K-best/1 is proposed in mutation operator, which can be achieved through 
the incorporation of best solution information in the evolutionary search; 
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 the parameter of adaptation F and CR are generated using Cauchy and normal distributions, 
with the goal of balancing global exploration and local exploitation during evolution; 

 the application innovations use DE algorithms to optimize fitness, which can get the optimize 
threshold to segment breast glands. 

Figure 1 shows the optimization of the evolutionary algorithm for glandular. As can be seen from 
Figure 1, the segmentation results become more and more accurate as the evolutionary algorithm is 
iterated. Therefore, the proposed method can solve the two main problems mentioned above at the 
same time. Experiments are conducted using 18 glandular mammography images from the Quanzhou 
First Hospital and the obtained results were compared with the recent swarm intelligent optimal 
segmentation method. 

 

Figure 1. Evolutionary algorithm to optimize the segmentation process; G1: 0, G2: 5, G3: 
10, G4: 20, G5: 30, G6: 50, G7: 100. 

The remainder of this paper is structured as follows. The background information and related 
algorithms on which this work is based are presented in Section 2. Section 3 introduces the proposed 
method, an improved differential evolution based on fuzzy entropy (IDEFE) algorithm. Section 4 
evaluates and compares the proposed method’s performance to a set of algorithms from the literature. 
Finally, Section 5 brings the paper to a conclusion. 

2. Related works 

Fuzzy mathematical methods have a wide range of applications, including data mining [17,18], 
decision support and medical diagnosis, where the fuzzy principle can be applied to image processing. 
Since images usually exhibit uncertainty and noise interference problems, traditional segmentation 
methods often fail to achieve ideal segmentation results, which adversely affects the subsequent target 
recognition. In order to solve the problem of ambiguity and uncertainty of image pixel attribution, 
some scholars have introduced fuzzy mathematical methods. The fuzzy C-mean clustering [8] method 
has obvious advantages in the field of image segmentation, such as fast convergence and simple 
operation, and has received wide attention, but it is still sensitive to the influence of noise, and the 
segmentation accuracy still needs further improvement. The fuzzy entropy principle that our work is 
based on is described below. 

2.1. Fuzzy entropy principle based on probability partition 

In the literature [19], fuzzy entropy has been proposed, dependent on the parameters for how 
the membership performs. In our work, the three-level thresholding parameters represented a 
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random combination and to develop effective fitness functions that will result in high-quality 
image segmentation. 

Let D = {(i, j): i = 0, 1, …, R-1; j = 0, 1, …, C-1}, H = {0, 1, …, I-1}, where R, C, I∈N+, the 
gray levels I of the size of the paper’s image is 256. The gray breast mammography image defines a 
matrix I = {D→H}. Let I (x, y) represent the gray level value for the pixel (x, y) in the image: 

      HyxIDyxkyxIDk  ,,,,
                       (1) 

where k = 0, 1, …, I-1, let n୩ denotes the number of pixels in D୩. Then, the proportion of the gray 
level value k is defined as follows: 

CR

n
h k

k 


                                    (2) 

where 0 ൑ h୩ ൑ 1,Thus, the histogram of the image h = {h0, h1, …, hl-1} and h = 1. The following 
conclusions can be easily formed: 
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Π ൌ  ሼD଴, Dଵ, … , D୪ିଵሽ  is a probability partition of D with a probabilistic distribution is p୩ ൌ

 PሺD୩ሻ  ൌ  h୩ . The two thresholds can form the three-level segmentation image, Name the two 
segmentation thresholds tଵ and tଶ. Then they divide the image into three gray level, represent bright 
levels, medium levels and dark levels. A fuzzy set is an extension of a classical set in which elements 
can partially belong to a set, such as w ൌ ሼx, μ୵ሺxሻሽ , where 0 ൏ μ୵ሺxሻ ൏ 1 is denoted the 
membership function. Let three gray leve D୩ take the three sets of two thresholds separately: D୩ ൏

tଵ, tଵ ൏ D୩< tଶ, and D୩ ൐ tଶ. A constraint is pୢ|୩ + p୫|୩ + pୠ|୩ =1 (k = 0, 1, …, 255). Then we 

can get that: 
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Definition 2.3. Let Dୢ, D୫ and Dୠ be the dark, medium and bright value of fuzzy entropy, Then the 
total fuzzy entropy Ft is respectively denoted as following: 
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2.2. Differential evolution 

Differential evolution is a population based on real number coding regarded as a global search 
strategy, originally introduced by Price and Storn [20]. In the evolution, the initially population enters 
the iteration process through variation, crossover and selection until the stopping condition is satisfied. 
Each individual in the population represents a candidate solution of the objective function f(x), which 
evaluates its quality by calculating the adaptive function and records the optimal individual. 

The population is initialized as follows: the dimension of feasible solution space B, the population 

size NP, and 𝑥ீ    represents the G generation population. Each individual 𝑥௜,௝
ீ    is made up of B 

dimensional parameters: 
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where is 𝑥௜,௝
ீ  randomly chosen within the rangeሾ𝑥௅, 𝑥௎ ሿ,  𝑥௅  and  𝑥௎  represent the lower bound and 

upper bound. 
At this stage, the parent population 𝑥௜

ீ  produce variant individual 𝑣௜
ீ by mutation strategies, 

F　[0,1]. The indices 𝑟ଵ, 𝑟ଶ, 𝑟ଷ should be mutually exclusive and are generated randomly once every 
mutant vector within the range of [1, NP]. The commonly used mutation operator can be formulated 
as follows: 

  𝑣௜
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Cross operation’s main function is to generate the trail vector 𝑢௜ from the target vector 𝑥௜ and 
the mutated vector 𝑣௜. The crossover operation of the DE algorithm, which uses a binomial cross 
scheme, can be written as follows: 
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where jrand is a random integer between 1 and B, representing the arbitrary dimension between the 
mutation vector and the target vector. The crossover control parameter is CR, and randj is a uniformly 
distributed random number between 0 and 1. In addition, in order to improve the DE’s search 
capabilities, Wang [21] suggested using an orthogonal crossover operation as opposed to the more 



4901 

Mathematical Biosciences and Engineering  Volume 20, Issue 3, 4896–4911. 

common binomial or exponential. A rotationally invariant crossover (like the one described by Wang 
et al. [22]) will more successfully follow the function landscape and will produce better trial vectors, 
according to Guo and Yang [23]. 

The survival of the fittest model is primarily used in the selection operation. The offspring are 
always superior to or equal to their parents. The population accepts the trail vector 𝑢௜  if and only if 
its fitness value is greater than the fitness value of the target vector 𝑥௜. Otherwise, 𝑥௜ is still in the 
following generation: 

 

   


 



overwise,

,1

G
i

G
i

G
i

G
iG

i
x

xfufifu
x

     (11) 

where f(x) is the objective function. 

3. Algorithm model 

3.1. DE parameter Adaptation 

DE/rand/1 is widely used in DE mutation strategy and developed for DE in the literature. 
However, [24] indicates that a set of candidate strategies have local mutation and global mutation 
perhaps has some benefits over DE/rand/1. Also, the authors of [25] proposed a multi population with 
three mutations. Gland segmentation is converted into a real solving problem. A fast and dependable 
convergence performance of greedy strategies is required for the problem. In this paper, a new mutation 
operator called DE/current-to-K-best is proposed. A mutation strategy DE/current-to-K-best/1 is 
Formulated as following manner: 

  v୧
ୋ ൌ x୧

ୋ ൅ F୧ ∙ ൫xୠୣୱ୲
ୋ,୏ െ x୧

ୋ൯ ൅ ൫x୰భ
ୋ െ x୰మ

ୋ ൯       (12) 

where xୠୣୱ୲
ୋ,୏  is consistently selected as one of the top K solutions in the current K(0,1] solutions. 

3.2. DE parameter Adaptation 

The value of F is a fixed value and cannot be used to solve all global optimization functions in 
the conventional DE strategy. The scaling factor F mostly utilizes the Cauchy inverse cumulative 
distribution in our work. Let Fi,j be the individual’s crossover probability for each dimension. Fi,j is 
written as follows: 

 
 1.0,,, jjiji FmCauchyF 

       (13) 

where Fm is the scaling factor for the current individual and the positioning parameter of the Cauchy 
inverse cumulative distribution. The initial Fm is 0.5, and the scale parameter 0.1. Denote SF,j as the 
successful crossover parental scaling factor, Fmj is written as follows: 

 
   jFFjj SmeancFmcF ,1m 

       (14) 
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where c is a positive constant ranging from 0 to 1 and meanF(.) is the Lehmer mean operation is 
as follow: 
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Cross probabilities CR determine the likelihood of the target individual to inherit a gene from the 

variant individual v୧
ୋ. CR uses a normal distribution, and 𝐶𝑅௜,௝ represents the crossing probability of 

each individual dimension in the proposed algorithm. Denote SCR,j as the successful crossover parental 

crossover probability, 𝐶𝑅௜,௝ is written as follows: 

 
 1.0,,, jjiji CRmrandnCR 

      (16) 

where CRm is the average of the individual crossover probability, the initial value 0.5, and the standard 
deviation 0.1, CRm is expressed as follows: 

 
   jCRCRj SmeancCRmCR ,j c1m 

      (17) 

where meanCR(.) is usual arithmetic mean operation. 

3.3. Fitness function 

The three gray levels have six parameters for gland segmentation, 𝑥௜  ൌ
 ሼ𝑥௜,ଵ, 𝑥௜,ଶ, 𝑥௜,ଷ, 𝑥௜,ସ, 𝑥௜,ହ, 𝑥௜,଺ሽ; After decoding xi to segment breast gland, the value of the fitness function 

f(xi). The f(xi) is calculated by evaluating 𝐹௧   according to Eq (7). As DE algorithm is essentially 

designed to solve positive minimization problems, by constructing our fitness function as 𝐹௧:The three 

membership functions are shown in Figure 2, and give the membership functions detail information. 

 

Figure 2. Plots of fuzzy membership functions with their six support points. 

where 𝑥௜  ൌ  ሼ𝑥௜,ଵ, 𝑥௜,ଶ, 𝑥௜,ଷ, 𝑥௜,ସ, 𝑥௜,ହ, 𝑥௜,଺ሽ  satisfy the following condition,  0 ൏ 𝑥௜,ଵ ൏  𝑥௜,ଶ ൏  𝑥௜,ଷ ൏
𝑥௜,ସ ൏ 𝑥௜,ହ ൏ 𝑥௜,଺ ൏ 255 The optimal parameter xi that the minimum value of the total fuzzy entropy 
and the minimum value of fitness function. Then the most appropriate combination of thresholds, by 



4903 

Mathematical Biosciences and Engineering  Volume 20, Issue 3, 4896–4911. 

which the image is segmented into three classes, can be computed as following: 

  𝜇ௗሺ𝑡ଵሻ ൌ 𝜇௠ሺ𝑡ଵሻ ൌ 0.5      (18) 

Based on membership functions detail information in Figure 2, the optimal thresholds {𝑡ଵ, 𝑡ଶ} can 
be given below: 

1) If ,1 ,3 ,2 ,3( ) / 2i i i ix x x x   , then 1 ,1 ,3 ,1 ,2 ,1( ) ( ) / 2i i i i it x x x x x     ; 

2) If ,1 ,2 ,1 ,3( ) / 2i i i ix x x x   , then 1 ,3 ,3 ,1 ,3 ,2( ) ( ) / 2i i i i it x x x x x     ; 

3) If ,4 ,6 ,5 ,6( ) / 2i i i ix x x x   , then 2 ,4 ,6 ,4 ,5 ,4( ) ( ) / 2i i i i it x x x x x     ; 

4) If ,4 ,5 ,4 ,6( ) / 2i i i ix x x x   , then 2 ,6 ,6 ,4 ,6 ,5( ) ( ) / 2i i i i it x x x x x     ; 

3.4. Improved differential evolutionary optimization fuzzy entropy 

 

Figure 3. The framework of IDE algorithm optimizes the fuzzy entropy for the segmentation gland. 

Figure 3 shows that the framework of IDEFE how to segment breast gland in mammography 
image. First, module ① initialize parameters as initial evolutionary individuals for calculate the 
fitness in ②; Then, in the optimization stage, the IDE combines ③ the ④ and to optimal parameter 
in module ⑤; Until not satisfy the condition; Finally, the segmentation result ⑦ is determined by 
the module ⑥, which can be compared with doctor manual result ⑧. According to the fuzzy entropy 
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criterion, the breast image is divided into black (air), gray (soft tissue) and white (breast gland). A large 
fuzzy entropy indicates that the set is fuzzy. However, gland segmentation requires an overall 
determined fuzzy set and small uncertain edges. Thus, the fitness function requires a minimum value, 
in order to segment significant gland area. 

As the framework of the Figure 3, a new segmentation algorithm, called IDEFE, is proposed. The 

IDEFE algorithm is described in Algorithm in detail. As discussed in the abstract, the optimization 

fuzzy entropy gland segmentation with edge blurring and premature convergence is a complex problem. 

The optimal solution cannot be obtained quickly by the global search method, resulting in unclear edge 

segmentation. In our work, on the one hand, DE/current-to-K-best/1 is semi-local strategy, which 

cannot blindly search the global optimal solution. On the other hand, the parameter adaptation 

automatically updates the control parameters to appropriate values and avoids a user’s prior knowledge 

of the relationship between the parameter settings and the characteristics of optimization problems. It 

clearly shows that the improved points can provide global optimum solution and fast convergence. As 

such, a new optimization algorithm, called IDE, is proposed. The DE/current-to-K-best/1 operator and 

adaptation parameter are denoted by • , where fitness value according to Eq (7); the scale factor Fm 

according to Eqs (13)–(15); the crossover factor CRm according to Eqs (16) and (17); the mutation 

vector 𝑣௜ according to Eq (12); the trail vector 𝑢௜ according to Eq (10); the optimal solution 𝑥௜ for 

the next generation according to Eq (11), the optimal thresholds according to Eq (18); The details of 

this algorithm arespecified as follows. 

Algorithm: IDEFE 
Initialization: Set fes = 1; Initialize all parameters for the DE algorithm; 
 three gray levels have six parameters 𝑥௜ ൌ ሼ𝑥௜

ଵ, 𝑥௜
ଶ, 𝑥௜

ଷ, 𝑥௜
ସ, 𝑥௜

ହ, 𝑥௜
଺ሽ; 

 Calculate fitness value; 
Results: The optimal fitness value fbest and optimal thresholds ሼ𝑡ଵ, 𝑡ଶሽ;
Repeat 
 Calculate fitness value; 

if fes > 1 
 update the scale factor Fm; 
 update the crossover factor CRm; 
 Calculate the mutation vector 𝑣௜; 
 Calculate the trail vector 𝑢௜; 
  Select the optimal solution 𝑥௜ for the next generation; 
  Reserved the optimal parameter ൛𝑆𝐹௃, 𝑆𝐶𝑅௃ൟ; 
 Determine the optimal thresholds. 
 Reserved the fitness value fbest and optimal thresholdsሼ𝑡ଵ, 𝑡ଶሽ, fes = fes +1; 
Until the evolution not satisfy the iteration condition;

4. Experiment results and discussion 

4.1. Breast mammography images 

The breast mammography image and corresponding label are acquired from Quanzhou First 
Hospital, Fujian, China [26]. The BIRADS classifies the breast into four categories, proposed by the 
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American Radiation Association [27]. The fat mammary glands accounts for less than 25%, the few 
accounts for 25–50%, the multi-type accounts for 51–75%, and the extremely accounts for more than 75%. 
The corresponding type of breast mammogram images have corresponding serial numbers, such as 
133953_RCC_fat, 310679_LCC_few. Where the leading number represents the image number, RCC 
is denoted as right craniocaudal, and LCC is left craniocaudal. As in Figure 7(a) there are right breast 
images and left breast images. Since the serial number is too long, renamed #1~#18, respectively. As 
mentioned above, Figure 4 experimental data set and label distribution show 4 cases of fat glands, 4 
cases of few glands, 6 cases of multiple glands and 4 cases of extremely glands. 

 

Figure 4 . Experimental data set and label distribution. 

4.2. Image qualitative evaluation 

Based on the computer field, the image quality assessment of Structural Similarity is proposed by 
Wang and Bovik [19]. The SSIM measurement system’s similarity measurement can be divided into 
three comparison modules: brightness, contrast, and structure. The single comparable measurement 
function ssim(x, y) is constructed by combining the three comparison modules: 

  
  2

22
1

22

21 22
),(

CC

CC
yxssim

yxyx

yxyx









                                            (19) 

where x represents the brightness comparison function of the label image. Thus, the result image is
y . C1 and C2 are fixed numbers. Then, the MSSIM index is used as the estimated quality evaluation 

of the entire image, which can be expressed as: 

   
M N

aa yxssim
MN

yxmssim
1 1

,
1

,
                                                (20) 

where xa and ya are the locations of the local SSIM index in the map, and M and N are the number of 
local windows. 

The doctor manually regarded as a comparison label, which can be used for comparing with the 
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result image. Then, Figure 5 shows the mssim of algorithms 100 times independent tested on 18 breast 
images. Form the Figure 5A1, each test result of IDEFE is more uniform than other algorithms. 

 

Figure 5. The 100 times mssim of IDEFE, DEFE, FireflyFE, BatFE, ABCFE, and PSOFE 
independent tested on 18 breast images. A1: IDEFE, A2: DEFE, A3: FireflyFE, A4: BatFE, 
A5: ABCFE, A6: PSOFE. 
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b1                                       b2 

 
 

b3                                       b4 

 
b5                                       b6 

Figure 6. Boxplot the MSSIM of IDEFE, DEFE, FireflyFE, BatFE, ABCFE, and PSOFE 
with 100 times independent tested on 6 breast images. 

In order to get the distribution of MSSIM in detail, Figure 6 shows the MSSIM of differential 
algorithms 100 times independent tested on 6 breast images by the boxplot. From the (b4) in Figure 5, 
the median MSSIM value of IDEFE is not better than DEFE. Whereas, DEFE has outliers 12, 7 and 7 
in the (b4) which represent poor solution robustness. The MSSIM result of FireflyFE, BatFE and 
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ABCFE fluctuate over a range of 0.05 in the (b1), (b4), the MSSIM result of DEFE and PSOFE vary 
widely in the (b3), (b6). Noted that the distance of between the maximum MSSIM and the minimum 
in Figure 6, the overall robustness performance of IDEFE is superior to all comparative algorithms. 
From the mean MSSIM and the boxplot, evidences have shown that mutation strategy may be efficient 
in searching landscapes of segmentation gland problems. 

4.3. Results and discussion 

 

(a)                  (b)                  (c)                  (d)                  (e)                  (f)                  (g)                (h) 

Figure 7. The median MSSIM segmentation result of IDEFE, DEFE, FireflyFE, BatFE, 
ABCFE, and PSOFE with 100 times independent tested on #3, #9, #11, #13 and #16 
multiple type, #10 and #14 extremely dense. (a) raw data, (b) ground truth, (c) IDEFE, (d) 
DEFE, (e) FireflyFE, (f) BatFE, (g) ABCFE, (h) PSOFE. 
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Figure 7 #3, #9, #11, #13 and #16 show the median MSSIM results of the segmentation result of 
few gland images with 100 times tested by different algorithms. The ground truth of which are the 
results of manual segmentation by experts from the Fujian Provincial Medical Association Breast 
Disease Branch and verified with the assistance of experts from Quanzhou First Hospital. Although 
DEFE outperforms MPEDE on image #9 and #16, MPEDE is capable of finding the optimal solutions 
for these three images #3, #11 and #13. Since the gland brightness and background of #9 and #16 are 
not much different, the excessive solution of the fuzzy entropy is to divide part of the dark gland into 
the background area. From the #10 and #14 in Figure 7, DEFE, FireflyFE, BatFE, ABCFE, and PSOFE 
are not able to produce a better segmentation result than IDEFE on any of the extremely dense images. 

Additionally, the solution-searching process is guided by the mutation strategy DE/current-to-K-
best/1, which may result in a situation where the solution is a global optimum of the criterion. The 
adaptation parameters inherit the parameters of the better parent solution, which can ensure the 
robustness of the proposed algorithm. This problem can be solved in the future by using a multi-
objective optimization approach to capitalize on the strengths of other criteria. At present, there are 
some image processing algorithms that combine fuzzy theory and deep learning, but they are rarely 
used in the field of image segmentation, and these algorithms still have many problems to be studied 
and solved. For this reason, in our future work, we will study in depth the description of image data 
uncertainty during image segmentation, the improvement of fuzzy algorithms, and the combination of 
CNN in deep learning with fuzzy theory related algorithms. That is, the concept of fuzzy learning 
is introduced in deep learning to overcome the shortcomings of fixed representation and achieve 
the improvement of segmentation accuracy. Convolutional units can be used to extract 
discriminative features at different scales, thus providing comprehensive information for pixel-
level image segmentation. 

5. Conclusions 

For the segmentation of breast gland mammography images, a new double threshold method 
called IDEFE is presented in this paper. It combines the benefits of an improved DE algorithm with 
fuzzy entropy segmentation. Superior segmentation outcomes have been achieved in part by partially 
overcoming the two main limitations of optimization fuzzy entropy algorithms, which are the 
susceptibility to irregular edges and the premature convergence. The IDEFE algorithm and five 
comparison algorithms have been tested on 18 real breast gland mammography images. The 
experimental results demonstrate that the proposed algorithm outperforms five existing state-of-the-
art techniques described in the literature. Especially, on the one hand, the proposed algorithm 
demonstrates greater compactness and has fewer artifacts than others on the computer image 
segmentation indicator; on the other hand, the medical segmentation indicator also demonstrates the 
superiority of the IDEFE algorithm in comparison to the competitors. 
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