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Abstract: In this paper, a new generalization of the one parameter Rayleigh distribution called the
Power Rayleigh (PRD) was employed to model the life of the tested units in the step-stress accelerated
life test. Under progressive Type-I interval censored data, the cumulative exposure distribution was
considered to formulate the life model, assuming the scale parameter of PRD has the inverse power
function at each stress level. Point estimates of the model parameters were obtained via the maximum
likelihood estimation method, while interval estimates were obtained using the asymptotic normality of
the derived estimators and the bootstrap resampling method. An extensive simulation study of k = 4
levels of stress in different combinations of the life test under different progressive censoring schemes
was conducted to investigate the performance of the obtained point and interval estimates. Simulation
results indicated that point estimates of the model parameters are closest to their initial true values and
have relatively small mean squared errors. Accordingly, the interval estimates have small lengths and
their coverage probabilities are almost convergent to the 95% significance level. Based on the Fisher
information matrix, the D-optimality and the A-optimality criteria are implemented to determine the
optimal design of the life test by obtaining the optimum inspection times and optimum stress levels that
improve the estimation procedures and give more efficient estimates of the model parameters. Finally,
the developed inferential procedures were also applied to a real dataset.

Keywords: Power Rayleigh distribution; step-stress accelerated life test; progressive Type-I interval
censored data; D-optimality criterion; A-optimality criterion

1. Introduction

To estimate the reliability of highly reliable products under the normally used conditions, the tested
units have a long time for failure, and only few failure times are available to make inference about their
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life model. To overcome this problem, the life testing experiment is conducted using the accelerated
life tests (ALTs). This can be done by exposing the tested units to successively higher levels of stress
including the effect of temperature, pressure, and voltage. Practically, this procedure will provide the
requested lifetime’s data within a faster acceptable time and with relatively low costs.

In reliability frame works, two types of ALTs are mainly considered: The simple accelerated life
test (SALT) by exposing the tested units to only one single change in stress level or exposing the
tested units to more than one higher level of stress with the step-stress accelerated life test (SSALT).
Using the ordinary Type-I and Type-II censored data, SALT and SSALT are devoted to estimate the
parameters of many life models. Point and interval estimation are obtained for the exponential lifetime
model by Balakrishnan and Han [1], Balakrishnan and Han [2] and Haghighi [3]. Lu and Rudy [4],
McSorley et al. [5] and Komori [6] have considered inference in the Weibull life model. Chung and
Bai [7] have explored SSALT for the log-normal distribution. Related researches are conducted also by
Ebrahem and Al-Masri [8] and Bleed and Hasan [9] for the Logistic distribution, Saxena et al. [10] for
the Rayleigh distribution and Ahmadi et al. [11] for the generalized half-normal distribution.

When it is difficult to observe the exact lifetimes by continuous monitoring of the tested units using
Type-I and Type-II censoring schemes, one feasible way to conduct the life test is by the intermittent
inspection of the tested units in pre-determined time intervals. In this case, the only available data are the
numbers of failed units within these intervals. In addition, if for some constraints the life testing experiment
requests removing some units during the life test before the final termination point, then we will have what
is called the progressively Type-I interval-censored data (PT-ICD). The PT-ICD consists of the numbers
of failed and the numbers of the removed units within the inspection intervals. This procedure will
decrease the cost and reduce the efforts requested for conducting the life testing experiment.

Based on SSALT conducted under PT-ICD, many studies are focused on either estimation of the model
parameters or in determining the optimum the life test plans. Wu et al. [12] explored the SSALT for the
Exponential life model. Planning of the SSALTs are also considered in [13] for the log-normal distribution,
in [14] for the Weibull distribution and in [15] for the Burr type XII distribution. Optimum designs of
SSALTs are also implemented in [16] for Pareto distribution, in [17] for the Weibull Poisson distribution
and in [18] for the Weibull distribution.

As it has a growing interest in many engineering and medical applications, inference in SSALT under
different censoring schemes has become a main topic in research. Examples of such research explorations
include Budhiraja and Pradhan [19] for estimation of the cost model parameters and Bayesian optimum
life testing plans analyzed by Roy and Pradhan [20]. Wang [21] addressed the group effects in the data
analysis of SSALT with random removals. EL-Sagheer and Khder [22] have also considered estimation in
a k-stage partially SSALT when the life model is the generalized Pareto distribution. Parameter estimation
in partially SSALT under different types of censored data was also justified by Kamal [23].

Based on a variety of progressive censored data, inferences of SSALT are also conducted in other
lifetime models by Zhuang et al. [24], Alotaibi et al. [25], Bai et al. [26], Almarashi [27], Nassar and
Elshahhat [28] and Alam et al. [29].

The power Rayleigh distribution (PRD), introduced by Bhat and Ahmad [30], is a new extension of
the standard Rayleigh distribution. To date, only a few researchers have considered this distribution for
modeling survival and reliability data. To utilize this distribution in a broader range of engineering and
medical applications as a lifetime model, we assume that the SSALT is conducted under PT-ICD when
the life model is the PRD. This paper aims to make inferences about the parameters of the derived model.
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To increase the efficiency of the estimation procedures, we also approach finding both the optimum
inspection times and the optimum stress levels. Unlike most of the previous studies that concentrate in
equidistant inspection intervals, this work considers an arbitrary selection of time cut points.

The rest of this paper is organized as follows: The model and the test procedures are introduced
in the next section. The maximum likelihood estimators (MLEs) of the derived model parameters are
obtained in Section 3. The Fisher information matrix is obtained in Section 4. Asymptotic and bootstrap
confidence intervals of the model parameters are obtained in Section 5. An extensive simulation study
is conducted in Section 6 to evaluate the performance of the obtained estimates. Two optimality criteria
are employed in Section 7 to obtain both the optimum inspection times and the optimum stress levels.
The estimation procedures are investigated in a real dataset in Section 8. Finally, Section 9 explores the
general conclusions of this work.

2. Model and Test Procedures

2.1. Power Rayleigh distribution

Using the power transformation method, Bhat and Ahmad [30] have derived a new generalization
of the one parameter Rayleigh distribution called the PRD with probability density (PDF), cumulative
distribution function (CDF) and reliability functions given respectively by

f (x; θ, β) =
β

θ2
x2β−1e

−x2β

2θ2 ; x > 0, θ, β > 0 (2.1)

F (x; θ, β) = 1 − e
−x2β

2θ2 ; x > 0, θ, β > 0 (2.2)

R (x; θ, β) = e
−x2β

2θ2 ; x > 0, θ, β > 0 (2.3)

The hazard rate function (HRF) of the PRD is given by

h (x; θ, β) =
β

θ2
x2β−1; x > 0, θ, β > 0 (2.4)

which is constant when the shape parameter is β = 0.5, increasing if β < 0.5 and decreasing if β > 0.5.

This flexibility in the hazard function indicated that PRD can be effectively used in place of the
traditional Weibull, Gamma, log-normal, and other distributions to model life data.

Additionally, PRD can be used as a general case of the standard Rayleigh distribution, which is
employed in modeling the lifetimes of resisters, transformers, and capacitors (see Ateeq et al. [31] and
Kundu and Raqab [32]). The PDF and the HRF of the PRD with different combinations of (θ, β) are
presented in Figure 1.
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Figure 1. The PDF and the HRF of the PRD with different combinations of (θ, β).

Recent inference of the PRD in the analysis of survival data is explored by Tolba et al. [33] and
Migdadi et al. [34].

2.2. Assumptions

Consider the life-testing experiment in which n units are placed in a k-level SSALT based on
progressively Type-I interval censored data. The units are run at stress level S 1 until the time τ1, and
within the interval (0, τ1] the number n1 of failed units and the number r1 of the removed units are
recorded. Now, starting at the time τ1, the remaining (n − n1 − r1) survival units are subject to a higher
level of stress S 2 and run until the time τ2, at which point the number n2 of failed units and the number
r2 of the removed units within the interval (τ1, τ2] are recorded and so on. The model assumptions are
described in the following constraints:

1. There are successively k levels of higher stresses S 1 < S 2 < . . . < S k and k − 1 predetermined
inspection times: τ1 < τ2 < . . . < τk−1 < τk = ∞, where the normal used stress is assumed to be
S 0 = 0.

2. The termination test time is the point τk−1 at which the remaining tested units are either failed or
removed from the test. This implies the inspection intervals are: (0, τ1] , (τ1, τ2] , . . . , (τk−1,∞].

3. The probabilities of the removed units r j, π j, j = 1, 2, . . . , k − 1 are randomly determined by the
experimenter with the constraint πk = 1.

4. The lifetimes of the n tested units are identically distributed according to the PRD indexed by the
scale parameter θ j, which has at the level stress S j, j = 1, 2, . . . , k the inverse power function given
by θ j = cS p

j , c > 0, where the parameter c is the constant of proportionality and the parameter
p > 0 is the power of the applied stress.

5. The shape parameter β of the PRD is assumed to be independent of the stress levels.

Figure 2 presents the k-Level SSAT based on PT-ICD.
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Figure 2. Schematic presentation of the the k-Level SSAT based on PT-ICD.

2.3. The cumulative exposure model

From the previous assumptions and since failures have occurred according to the cumulative exposure
model, this implies, as shown by Nelson [35], that the CDF of the lifetimes of the tested units is given by

F (t) =


F (t; θ1) , 0 < t ≤ τ1

F (t − τ1 + u1; θ2) , τ1 < t ≤ τ2
...

F (t − τk−1 + uk−1; θk) , τk−1 ≤ t < ∞,

(2.5)

where ui is the solution to the equation:

F
(
u j, θ j+1

)
= F(τ j + u j−1, θ j).

From Eq (2.2), the general solution of u j is given by:

u j = (
θ j+1

θ j
)

1
2β

(
τ j + u j−1

)
, j = 1, 2, . . . , k.

Now, substituting for θ j = cS p
j , j = 1, 2, . . . , k in Eq (2.5) implies

u j = (
S j+1

S j
)

p
β

(
τ j + u j−1

)
.

Therefore, The CDF and the PDF of the lifetimes of the tested units are given, respectively, by:

F (t) =


1 − e

− t2β

2c2S 2p
1 , 0 < t ≤ τ1

1 − e

−(t−τ j−1+
∑ j−1

i=1

( S j
S i

) p
β
τi)

2β

2c2S 2p
j , τ j−1 < t ≤ τ j, j = 2, . . . , k

(2.6)

f (t) =


2βt2β−1

c2S 2p
1

e
− t2β

2c2S 2p
1 , 0 < t ≤ τ1

β(t−τ j−1+
∑ j−1

i=1

(
S j
S i

) p
β
τi)2β−1)

c2S 2p
j

e

−(t−τ j−1+
∑ j−1

i=1

( S j
S i

) p
β
τi)

2β

2c2S 2p
j , τ j−1 < t < τ j.

(2.7)
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3. Maximum likelihood estimation

Based on PT-ICD and following Wu et al. [36] and Aly [37], the likelihood function for the
parameters (c, p, β) has the following form:

L(c, p, β) ∝
k∏

j=1

(
F(τ j) − F(τ j−1)

)n j
(
1 − F(τ j)

)r j
. (3.1)

Substituting for F(τ j), j = 1, 2, . . . , k, from equation (2.1), the likelihood function can be written as:

L(c, p, β) ∝ L1 (c, p, β) × L2 (c, p, β) ,

where:

L1 (c, p, β) = (1 − e
−
τ1

2β

2c2S 2p
1 )n1e

−
r1τ

2β
1

2c2S 2p
1

L2 (c, p, β) =
k∏

j=2

e
−(τ j−1−τ j−2+

∑ j−2
i=1

( S j
S i

) p
β
τi)

2β

2c2S 2p
j−1 e

−(τ j−τ j−1+
∑ j−1

i=1

( S j
S i

) p
β
τi)

2β

2c2S 2p
j


n j

e
−

r j(τ j−τ j−1+
∑ j−1

i=1

( S j
S i

) p
β
τi)

2β

2c2S 2p
j .

This implies that the log likelihood function is given by:

ln (L (c, p, β)) =

n1 ln (1 − e
−
τ1

2β

2c2S 2p
1 ) −

r1τ
2β
1

2c2S 2p
1

−

k∑
j=2

r j

(τ j − τ j−1+
∑ j−1

i=1

( S j

S i

) p
β
τi)2β

2c2S 2p
j

+

k∑
j=2

n j ln

e
−(τ j−1−τ j−2+

∑ j−2
i=1

( S j
S i

) p
β
τi)

2β

2c2S 2p
j−1 − e

−(τ j−τ j−1+
∑ j−1

i=1

( S j
S i

) p
β
τi)

2β

2c2S 2p
j


(3.2)

Set: Y1 =
τ

2β
1

2c2S 2p
1
,Y j =

(τ j−τ j−1+
∑ j−1

i=1

(
S j
S i

) p
β
τi)2β

2c2S p
j

, j = 1, . . . , k,

then, ln(L(c, p, β)) can be simplified as:

ln(L(c, p, β )) = n1 ln
(
1 − e−Y1

)
− r1Y1 −

k∑
j=2

r jY j +

k∑
j=2

n j ln(
(
e−Y j−1 − e−Y j

)
. (3.3)

Taking the first partial derivatives of Eq (3.3) with respect to c, p and β and then equating each to zero,
we have the following normal equations:
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∂ln(L(c, p, β))
∂c

=
−2
c

 n1Y1e−Y1

(1 − e−Y1)
− r1Y1 −

k∑
j=2

r jY j +

k∑
j=2

n j(Y je−Y j − Y j−1e−Y j−1)
e−Y j−1 − e−Y j

 = 0 (3.4)

∂ln(L(c, p, β))
∂p

= − 2p ln (S 1)
(
n1Y1e−Y1

1 − e−Y1
− r1Y1

)
+ 2

k∑
j=2

r j

(
Z j

h j
− ln(S j)

)
Y j+

2
k∑

j=2

n j

(Z j

h j
− ln (S j)

)
Y je−Y j −

(Z j−1

h j−1
− ln (S j−1)

)
Y j−1e

−Y j−1

e−Y j−1 − e−Y j
= 0

(3.5)

∂ln(L(c, p, β))
∂β

=2β ln (τ1)
(
n1Y1e−Y1

1 − e−Y1
− r1Y1

)
− 2

k∑
j=2

r j

(
ln(h j) −

pZ j

βh j

)
Y j+

2
k∑

j=2

n j(ln(h j) −
pZ j

βh j
)Y je−Y j − (ln (h j−1) − pZ j−1

βh j−1
)Y j−1e−Y j−1

eY j−1 − eY j
= 0,

(3.6)

where

h j =

τ j − τ j−1 +

j−1∑
i=1

(
S j

S i

) p
β

τi

 ,Z j =

j−1∑
i=1

ln
(
S j

S i

) (
S j

S i

) p
β

τi, j = 2, . . . , k.

The system of nonlinear Eqs (3.4)–(3.6) cannot be solved analytically. Therefore, the Newton-
Raphson numerical iteration method can be employed to approximate the MLEs of the unknown
parameters (c, p, β) denoted as (ĉ, p̂, β̂).

4. The Fisher information matrix

To quantify the information contained in the data obtained from a life test plan in the long run, the
Fisher information matrix is frequently used. The Fisher information matrix is defined by the negative
expectation of the second derivatives of the log-likelihood function as:

F = −E


∂2 ln(L(c,p,β))

∂c2
∂2 ln(L(c,p,β))
∂c∂p

∂2 ln(L(c,p,β))
∂c∂β

∂2 ln(L(c,p,β))
∂c∂p

∂2 ln(L(c,p,β))
∂p2

∂2 ln(L(c,p,β))
∂p∂β

∂2 ln(L(c,p,β))
∂c∂β

∂2 ln(L(c,p,β))
∂p∂β

∂2 ln(L(c,p,β))
∂β2

 . (4.1)

To find the elements of F , we have to find the expectations of n j, r j , j = 1, 2, . . . , k and the second
derivatives of the log-likelihood function.
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Based on the multinomial distribution, the numbers of failures are distributed as:

n j\n j−1, . . . , n1, r j−1, . . . , r1 ∼ Bin

n − j−1∑
i=1

(
n j − r j

)
, P∗j

 , j = 1, . . . , k,

where P∗j is the conditional probability of failure in the interval (τ j−1, τ j) given of survival at τ j−1

given by

P∗j = P
(
τ j−1 < T ≤ τ j\T > τ j−1

)
=

F
(
τ j

)
− F

(
τ j−1

)
1 − F

(
τ j−1

)
=

 1 − e
−
τ1

2β

2c2S 2p
1 , j = 1

W j−W j−1

1−W j−1
, j = 2, . . . , k

 ,

where W j = e

−(τ j−τ j−1+
∑ j−1

i=1

( S j
S i

) p
β
τi)

2β

2c2S 2p
j , j = 2, . . . , k.

This implies that the numbers of removals are distributed as:

r j\n j, . . . , n1, r j−1, . . . , r1 ∼ Bin

n − j∑
i=1

ni −

j−1∑
i=1

ri, π j

.
Therefore,

E (n1) = n(1 − e
−
τ1

2β

2c2S 2p
1 ) (4.2)

E (r1) = (n − E (n1))π1. (4.3)

By induction,

E
(
n j

)
=

n −
j−1∑
i=1

(E (ni) − E (ri))

 (1 −
W j

W j−1
), j = 2, . . . , k (4.4)

E
(
r j

)
=

n −
j∑

i=1

E (ni) −
j−1∑
i=1

E (ri)

 π j, j = 2, . . . , k. (4.5)

Since ln (L (c, p, β)) = ln (L1 (c, p, β)) + ln (L2 (c, p, β)), we set

U = −τ
2β
1

2c2S 2p
1

then ln (L1 (c, p, β)) = n1 ln
(
1 − eU

)
+ r1U.

This implies

∂2L1

∂c2 =
−n1

(1 − eU)2

{(
eU(1 − eU)

(
∂2U
∂c2 + (

∂U
∂c

)2
))
+

(
eU(
∂U
∂c

)2
)}
+ r1
∂2U
∂c2 . (4.6)

Hence, ∂
2L1
∂p2 , ∂

2L1
∂β2 are obtained by substituting p, β in place of c in equation (4.6). To find the second

derivatives of U with respect to (c, p, β), see Appendix 1, and to find the second derivatives of
ln (L2 (c, p, β)) with respect to c, p, β, set:

f j =

(
τ j − τ j−1 +

∑ j−1
i=1 ( S j

S i
)

p
β τi

)2β

−2c2S 2p
j

, j = 1, . . . , k, P j = e f j−1 − e f j , j = 2, . . . , k.
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This implies

L2 =

k∑
j=2

n j ln(P j) +
k∑

j=2

r j f j,

and therefore,
∂2L2

∂c2 =

k∑
j=2

n j

 ∂
2P j

∂c2 P j − (∂P j

∂c )2

P2
j

 + k∑
j=2

r j
∂2 f j

∂c2 (4.7)

∂2L2

∂c∂p
=

k∑
j=2

n j


∂2P j

∂c∂p P j − (∂P j

∂c )(∂P j

∂p )

P2
j

 + k∑
j=2

r j
∂2 f j

∂c∂p
, (4.8)

where ∂2L2
∂p2 , ∂

2L2
∂β2 can be obtained by substituting p, β in place of c in equation (4.7), respectively.

Also, ∂
2L2
∂c∂β ,

∂2L2
∂p∂β can also be obtained by replacing β in place of p and in place of c in equation (4.8),

respectively.
To find the second derivatives of P j, j = 2, . . . , k and f j, j = 1, . . . , k with respect to c, p and β, see

Appendix 2.
Now, substituting for E

(
n j

)
and E

(
r j

)
, j = 1, . . . , k from the Eqs (4.4)–(4.5) and the corresponding

second derivatives of the log-likelihood function from the Eqs (4.6)–(4.8) in Eq (4.1), we will have the
elements of the Fisher information matrix (F ).

5. Confidence Intervals

Another desired inference is to obtain interval estimates for the model parameters. In this section,
two methods are employed for constructing confidence intervals (CIs) for the parameters c, p and β.
The first method is based on the asymptotic normality of the MLEs, while the second method is based
on the bootstrap resampling technique.

5.1. Asymptotic confidence intervals

The estimated variance-covariance matrix V̂ for the parameters (c, p, β) is given by:

V̂ =


v̂11 v̂12 v̂13

v̂21 v̂22 v̂23

v̂31 v̂32 v̂33

 = (
F (ĉ, p̂, β̂)

)−1
,

where F (ĉ, p̂, β̂) is the Fisher information matrix given the estimated values of (ĉ, p̂, β̂). Consequently,
based on the large sample theory of the MLEs (see Lawless [38]) the approximate (asymptotic) 100(1 −
α)% confidence intervals (ACIs) for the parameters (c, p, β) are obtained respectively as:
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ĉ ± z α
2

√
v̂11, p̂ ± z α

2

√
v̂22, β̂ ± z α

2

√
v̂33,

where z α
2

is the (1−α)% quantile of the standard normal distribution and v̂11, v̂22 and v̂33 are the diagonal
elements of V̂ .

5.2. Bootstrap confidence interval

The bootstrap resampling technique is a common method to construct confidence intervals for the
unknown parameters and provides more efficient estimation than conventional asymptotic intervals for
relatively small sample sizes. For more details, refer to Hall [39] and Efron and Tibshirani [40]. Given
initial values of the parameters (c, p, β), initial stress levels, initial inspection times and a progressive
censoring scheme (PCs), the procedure to obtain interval estimates for the parameters (c, p, β) by this
method is described in the following steps:

Step 1: Compute (ĉ, p̂, β̂)

Step 2: Using (ĉ, p̂, β̂), generate a bootstrap resample from equation (2.6).

Step 3: Calculate the bootstrap estimates (ĉ1, p̂1, β̂1).

Step 4: Repeat steps two to three up to k times to obtain: ĉB
1 , ĉ

B
2 , . . . , ĉ

B
k , p̂

B
1 , p̂

B
2 , . . . , p̂

B
k , β̂

B
1 , β̂

B
2 , . . . , β̂

B
k .

Step 5: Rearrange the bootstrap estimates in ascending order to have 100(1−α)% percentile confidence
intervals for the parameters (c, p, β), respectively, as:(

cB
[k α2 ], cB

[k(1− α2 )]

)
,

(
pB
[k α2 ], pB

[k(1− α2 )]

)
,

(
βB

[k α2 ], β
B
[k(1− α2 )]

)
.

6. Simulation Study

This study aims to evaluate the performance of the obtained point and interval estimates of the model
parameters. For this purpose, a Monte Carlo simulation of 1000 repetitions is conducted for the SSALT
with k = 4 levels under PT-ICD assuming PRD is the underlying life model of the tested units. The
performance of the ML point estimates is measured in terms of their average absolute biases (ABs)
and their mean squared errors (MSEs), while the performance of interval estimates is measured in
terms of their average lengths (ALs) and their coverage probabilities (CPs). Different settings in the
simulation processes are considered as listed in Table 1. The simulation process is performed using
MATLAB9.7R2019 software code through the following steps:

Step 1: Generate a random sample of size n from the uniform distribution U(0, 1).

Step 2: Using the inverse-CDF method and the random sample generated in step one, generate a random
sample of size n from model (2.6) based on the true parameter values, initial stress values S j,
τ j, j = 1, 2, . . . , 4 and initial inspection times τ j, j = 1, 2, . . . , 4.

Step 3: Based on the indicated progressively censored scheme (PSC), compute the number of failures
n j and the number of removals r j, j = 1, 2, . . . , 4.

Step 4: Obtain the MLEs of the parameters (c, p, β).
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Step 5: Based on Step 4, obtain the Fisher information matrix.

Step 6: Obtain the 95% asymptotic confidence intervals.

Step 7: Repeat Steps (1–4) 1000 times to obtain the 95% bootstrap confidence intervals.

Step 8: Repeat Steps (1–7) 1000 times and compute ABs and MSEs of the MLEs for the parameters
(c, p, β), as well as ALs and CPs of the interval estimates.

Table 1. The indices used in the simulation study.

Sample size
(n)

Parameters
true values

Stress levels inspection times PSC

30 β= 1.2 S 1 = 0.3 τ1 = 0.4 PSC1:
(π1 = π2 = π3 = 0, π4 = 1)

50 c= (2, 2.5) S 2 = 0.5 τ2 = 1.0 PSC2:
(π1 = π2 = π3 = 0.05 , π4 = 1)

100 p= (0.3, 0.8) S 3 = 1.0 τ3 = 1.25 PSC3:
(π1 = π2 = π3 = 0.10, π4 = 1)

S 4 = 1.3 τ4 = 1.5

The ABs and the MSEs of the MLE point estimates are listed in Table 2 and the ALs and the CPs of
the 95% asymptotic and bootstrap interval estimates are listed in Tables 3–4.

From the simulation results listed in Tables 2–4, the following concluding remarks are clearly observed:

1. The obtained point estimates have satisfactory performance since they have relatively small ABs
and MSEs under the three PCs.

2. The ABs and the MSEs of the point estimates are uniformly decreasing with an increase in the
sample size and increasing with an increase in their indicated initial values.

3. The ABs and the MSEs of the point estimates are increasing as the number of removals is increasing.
This is expected because point estimates obtained under the conventional Type-II (PC1) censored
scheme have more information about the failure process than point estimates obtained under the
PC2 and PC3 (progressively censored schemes).

4. The ALs of the asymptotic and bootstrap 95% confidence intervals are also decreasing with an
increase in the sample size and increasing with an increase in their indicated initial values.

5. The bootstrap 95% confidence intervals have smaller ALs than their corresponding 95% asymptotic
confidence intervals. (The intuitive reason for this result is that the bootstrap technique can be
considered a modification of the ML method).

6. Generally, the CPs of the obtained interval estimates exceed the nominal 95% significance level, but
for interval estimates with extremely small ALs, their CPs are strictly less than the 95% significance
level because, mathematically, the conditional CPs of the interval estimates are decreasing with a
decrease in their ALs.
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Table 2. The ABs and the MSEs of point estimates under different PSCs.

Parameters c = 2 p = 0.3 β = 1.2
n PS C AB MSE AB MSE AB MSE

30 PS C1 0.2083 0.0433 0.0472 0.0023 0.1158 0.0138
PS C2 0.2456 0.0602 0.0658 0.0045 0.1502 0.0226
PS C3 0.2781 0.0775 0.0739 0.0057 0.1686 0.0287

50 PS C1 0.1964 0.0401 0.0392 0.0019 0.1005 0.0122
PS C2 0.2382 0.0587 0.0566 0.0035 0.1339 0.0207
PS C3 0.2543 0.0745 0.0605 0.0048 0.1456 0.0232

100 PS C1 0.1603 0.0367 0.0312 0.0011 0.0965 0.0108
PS C2 0.2022 0.0508 0.0517 0.0028 0.1288 0.0175
PS C3 0.2268 0.0572 0.0580 0.0035 0.1391 0.0206

c = 2 p = 0.8 β = 1.2
30 PS C1 0.2105 0.0462 0.0574 0.0039 0.1223 0.0143

PS C2 0.2472 0.0631 0.0763 0.0061 0.1576 0.0231
PS C3 0.2803 0.0804 0.0841 0.0073 0.1756 0.0292

50 PS C1 0.1987 0.0439 0.0494 0.0035 0.1078 0.0127
PS C2 0.2402 0.0616 0.0668 0.0051 0.1407 0.0212
PS C3 0.2564 0.0774 0.0707 0.0064 0.1525 0.0237

100 PS C1 0.1621 0.0396 0.0414 0.0027 0.1033 0.0113
PS C2 0.2046 0.0537 0.0619 0.0044 0.1351 0.0182
PS C3 0.2285 0.0601 0.0682 0.0051 0.1462 0.0211

c = 2.5 p = 0.3 β = 1.2
30 PS C1 0.2188 0.0494 0.0483 0.0032 0.1257 0.0218

PS C2 0.2561 0.0663 0.0669 0.0054 0.1594 0.0306
PS C3 0.2886 0.0836 0.0758 0.0066 0.1778 0.0367

50 PS C1 0.2069 0.0471 0.0403 0.0028 0.1097 0.0202
PS C2 0.2487 0.0648 0.0577 0.0044 0.1431 0.0287
PS C3 0.2648 0.0806 0.0616 0.0057 0.1548 0.0312

100 PS C1 0.1708 0.0428 0.0323 0.0023 0.1057 0.0188
PS C2 0.2127 0.0569 0.0528 0.0037 0.1381 0.0255
PS C3 0.2373 0.0633 0.0591 0.0044 0.1483 0.0286

c = 2.5 p = 0.8 β = 1.2
30 PS C1 0.3135 0.0515 0.0601 0.0051 0.1316 0.0252

PS C2 0.3502 0.0684 0.0796 0.0073 0.1669 0.0340
PS C3 0.3833 0.0857 0.0868 0.0085 0.1849 0.0401

50 PS C1 0.3017 0.0492 0.0521 0.0047 0.1171 0.0236
PS C2 0.3432 0.0669 0.0695 0.0063 0.1503 0.0321
PS C3 0.3594 0.0827 0.0734 0.0076 0.1618 0.0346

100 PS C1 0.2651 0.0449 0.0441 0.0039 0.1126 0.0222
PS C2 0.3076 0.0590 0.0646 0.0056 0.1444 0.0289
PS C3 0.3315 0.0654 0.0709 0.0063 0.1555 0.0320
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Table 3. The ALs and the CPs of the 95% asymptotic confidence intervals.

Parameters c = 2 p = 0.3 β = 1.2
n PS C AL CP AL CP AL CP

30 PS C1 0.8156 0.94 0.1875 0.93 0.4601 0.95
PS C2 0.9617 0.97 0.2622 0.96 0.5888 0.96
PS C3 1.0912 0.98 0.2951 0.97 0.6635 0.97

50 PS C1 0.7849 0.93 0.1704 0.93 0.4326 0.94
PS C2 0.9497 0.96 0.2313 0.95 0.5635 0.96
PS C3 1.0699 0.98 0.2708 0.97 0.5968 0.96

100 PS C1 0.7509 0.93 0.1296 0.92 0.4070 0.94
PS C2 0.8835 0.95 0.2068 0.94 0.5181 0.95
PS C3 0.9375 0.96 0.2313 0.95 0.5621 0.96

c = 2 p = 0.8 β = 1.2
30 PS C1 0.8425 0.95 0.2446 0.95 0.4670 0.96

PS C2 0.9846 0.97 0.3059 0.98 0.5936 0.97
PS C3 1.1115 0.98 0.3346 0.98 0.6674 0.98

50 PS C1 0.8213 0.94 0.2317 0.95 0.4401 0.96
PS C2 0.9729 0.97 0.2797 0.97 0.5687 0.97
PS C3 1.0905 0.98 0.3133 0.98 0.6013 0.97

100 PS C1 0.7800 0.93 0.2035 0.94 0.4152 0.96
PS C2 0.9083 0.96 0.2598 0.96 0.5269 0.97
PS C3 0.9616 0.97 0.2797 0.97 0.5673 0.97

c = 2.5 p = 0.3 β = 1.2
30 PS C1 0.8669 0.94 0.2217 0.94 0.5774 0.96

PS C2 1.0042 0.98 0.2880 0.97 0.6841 0.97
PS C3 1.1277 0.98 0.3184 0.98 0.7492 0.98

50 PS C1 0.8464 0.94 0.2074 0.94 0.5558 0.96
PS C2 0.9928 0.97 0.2600 0.96 0.6625 0.97
PS C3 1.1072 0.98 0.2959 0.97 0.6908 0.97

100 PS C1 0.8069 0.94 0.1879 0.93 0.5362 0.96
PS C2 0.9303 0.96 0.2384 0.95 0.6245 0.97
PS C3 0.9812 0.97 0.2601 0.96 0.6614 0.97

c = 2.5 p = 0.8 β = 1.2
30 PS C1 0.8883 0.95 0.2792 0.97 0.6214 0.97

PS C2 1.0237 0.98 0.3340 0.98 0.7216 0.98
PS C3 1.1459 0.98 0.3604 0.99 0.7836 0.99

50 PS C1 0.8683 0.95 0.2680 0.96 0.6014 0.97
PS C2 1.0125 0.98 0.3103 0.98 0.7012 0.98
PS C3 1.1257 0.99 0.3408 0.98 0.7279 0.98

100 PS C1 0.8295 0.94 0.2441 0.95 0.5833 0.96
PS C2 0.9508 0.96 0.2925 0.97 0.6654 0.97
PS C3 1.0012 0.98 0.3103 0.98 0.7001 0.97
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Table 4. The ALs and the CPs of the 95% bootstrap confidence intervals.

Parameters c = 2 p = 0.3 β = 1.2
n PS C AL CP AL CP AL CP

30 PS C1 0.8049 0.95 0.1766 0.93 0.4291 0.94
PS C2 0.9510 0.97 0.2513 0.96 0.5578 0.96
PS C3 1.0805 0.98 0.2842 0.97 0.6325 0.97

50 PS C1 0.7742 0.93 0.1595 0.92 0.4016 0.94
PS C2 0.9390 0.96 0.2204 0.94 0.5325 0.96
PS C3 1.0592 0.98 0.2599 0.96 0.5656 0.96

100 PS C1 0.7402 0.93 0.1184 0.88 0.3760 0.93
PS C2 0.8728 0.95 0.1959 0.93 0.4871 0.94
PS C3 0.9268 0.96 0.2204 0.94 0.5311 0.96

c = 2 p = 0.8 β = 1.2
30 PS C1 0.8317 0.95 0.2337 0.95 0.4355 0.94

PS C2 0.9738 0.97 0.2950 0.97 0.5621 0.96
PS C3 1.1007 0.98 0.3237 0.98 0.6359 0.97

50 PS C1 0.8105 0.94 0.2208 0.94 0.4086 0.93
PS C2 0.9621 0.97 0.2688 0.96 0.5372 0.96
PS C3 1.0797 0.98 0.3024 0.98 0.5698 0.96

100 PS C1 0.7692 0.93 0.1926 0.93 0.3837 0.92
PS C2 0.8975 0.95 0.2489 0.95 0.4954 0.95
PS C3 0.9502 0.96 0.2688 0.96 0.5358 0.96

c = 2.5 p = 0.3 β = 1.2
30 PS C1 0.8566 0.95 0.1137 0.88 0.5467 0.96

PS C2 0.9939 0.97 0.1805 0.93 0.6534 0.97
PS C3 1.1174 0.98 0.2104 0.94 0.7185 0.98

50 PS C1 0.8361 0.95 0.0994 0.85 0.5251 0.96
PS C2 0.9825 0.97 0.1520 0.97 0.6318 0.97
PS C3 1.0969 0.98 0.1879 0.93 0.6601 0.97

100 PS C1 0.7966 0.93 0.0799 0.89 0.5055 0.95
PS C2 0.9200 0.96 0.1304 0.85 0.5938 0.96
PS C3 0.9709 0.97 0.1527 0.87 0.6307 0.97

c = 2.5 p = 0.8 β = 1.2
30 PS C1 0.8778 0.95 0.2686 0.96 0.5908 0.96

PS C2 1.0132 0.98 0.3235 0.97 0.6910 0.97
PS C3 1.1354 0.98 0.3502 0.99 0.7535 0.98

50 PS C1 0.8578 0.95 0.2576 0.96 0.5702 0.96
PS C2 1.0020 0.98 0.2997 0.97 0.6706 0.96
PS C3 1.1152 0.98 0.3304 0.98 0.6973 0.97

100 PS C1 0.8196 0.94 0.2337 0.95 0.5527 0.95
PS C2 0.9403 0.96 0.2821 0.97 0.6341 0.97
PS C3 0.9905 0.97 0.2959 0.97 0.6675 0.97
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7. Optimum Inspection Times and Stress Levels

This section explores two criteria to determine the optimum inspection times and the optimum stress
levels that lead to the most precision in the estimation of the model parameters. Both criteria are based
on the Fisher information matrix since the determinant of the Fisher information matrix is proportional
to the reciprocal of the volume of the joint confidence region of the parameters (c, p, β). Therefore,
one way to minimize the asymptotic variances of

(
ĉ, p̂, β̂

)
is to maximize the determinant of the Fisher

information matrix with respect to τ = (τ1, τ2, . . . , τk)t and = (S 1, S 2, . . . , S k)t. In reliability contexts,
such a criterion is called the D-optimality criterion.

Given the proposed values of the progressively censored scheme π = (π1, π2, . . . , πk), and the initial
values of stress levels, applying this criterion yields the optimal values of τ = (τ1, τ2, . . . , τk)t as solutions to:

∂|F̂ |

∂τ
= 0, (7.1)

where |F̂ | is the determinant of the Fisher information matrix F computed at
(
ĉ, p̂, β̂

)
.

Consequently, after determining the optimum inspection times τ∗ = (τ1
∗, τ2

∗, . . . , τk
∗)t, the optimum

stress levels: S ∗ = (S 1
∗, S 2

∗, . . . , S k
∗)t are obtained simultaneously as the solutions of the equation:

∂|F̂ |

∂S
= 0. (7.2)

Another criterion, which is called the A-optimality criterion, is based on the trace of the Fisher
information matrix. Applying this criterion, the optimum inspection times are determined by maximizing
the sum of the diagonal elements of the Fisher information matrix with respect to τ = (τ1, τ2, . . . , τk)t

and S = (S 1, S 2, . . . , S k)t through solving the following two nonlinear equations:

∂(
∑k

i=1 F̂ii)
∂τ

= 0 (7.3)

∂(
∑k

i=1 F̂ii)
∂S

= 0. (7.4)

More details about the D-optimality and the A-optimality criteria are explored in Gouno et al. [41].
Figure 3 presents the optimum inspection times and optimum stress levels when the sample size n = 50
with different true values of the model parameters. Table 5 lists the ABs and the MSEs of the point
estimates when the true parameter values are (c = 2, p = 0.3, β = 1.2), obtained using the optimum
inspection times and optimum stress levels by applying the simulation process in the previous section
when the sample size n = 50.
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Figure 3. Optimum inspection times and stress levels at different values of c and p.

Mathematical Biosciences and Engineering Volume 20, Issue 12, 21407–21431.



21423

Table 5. The ABs and the MSEs of the point estimates obtained using the optimum inspection
times and stress levels when n = 50.

Parameters c = 2 p = 0.3 β = 1.2
Criterion PS C AB MSE AB MSE AB MSE
D-Optimality
A-Optimality

PS C1
0.1436
0.1572

0.0208
0.0249

0.0274
0.0309

0.0008
0.0012

0.0876
0.0963

0.0093
0.0102

D-Optimality
A-Optimality

PS C2
0.1876
0.2031

0.0352
0.0416

0.0465
0.0526

0.0017
0.0023

0.1185
0.1277

0.0104
0.0176

D-Optimality
A-Optimality

PS C3
0.2081
0.2264

0.0442
0.0518

0.0538
0.0589

0.0026
0.0038

0.1292
0.1387

0.0188
0.0219

From Figure 3 and the results in Table 5, it is clear that:

1. The optimum inspection times and optimum stress levels increase as the true values of the model
parameters increase.

2. The optimum inspection times obtained by PC1 are strictly greater than those obtained by PC2 and
PC3. This implies that removing some units during the life test will shorten the termination time
of the life testing experiment.

3. The optimum inspection times and optimum stress levels obtained by the D-optimality criterion
are greater than their corresponding values obtained by the A-optimality criterion.

4. It is noted that the ABs and the MSEs of the point estimates obtained using the optimum
inspection times and optimum stress levels by the D-optimality criterion are strictly lower than
their corresponding values obtained by the A-optimality criterion.

5. Additionally, the ABs and the MSEs of the point estimates obtained using the optimum inspection
times and optimum stress levels by both criteria are lower than their corresponding values in the
simulation study. This confirms that the optimum inspection times and optimum stress levels
significantly improve the point estimates of the model parameters.

8. Application to Real Life Data

In this section, the developed estimation procedures are applied to a real-life data. This dataset
consists of 66 observations representing the breaking stress of carbon fibers of 50 mm length (measured
in GPa), as reported in Al-Aqtash et al. [42] and reanalyzed by Bhat and Ahmad [30]. Assuming the
PRD modeling for this data, the MLEs of the parameters θ and β are θ̂ = 4.850, β̂ = 1.721 and the
asymptotic 95% confidence intervals for θ and β are (2.818, 6.883) and (1.396, 2.045), respectively. The
estimated value of Kolmogorov-Smirnov test statistics is (K-S) = 0.08 with a p-value = 0.768. This
confirms validity of the PRD to this dataset.
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Consider a SSALT with k = 5 levels of stress. This data is divided into 5 groups, each consisting
of 10 observations by the initial inspection times τ1 = 1.81, τ2 = 2.46, τ3 = 2.75, τ4 = 3, τ5 = 3.3, as it
observed in Table 6.

Table 6. The interval grouped presentation of the breaking stress data.

Groups
Group 1 0.39 0.85 1.08 1.25 1.47 1.57 1.61 1.61 1.69 1.80
Group 2 1.84 1.87 1.89 2.03 2.03 2.05 2.12 2.35 2.41 2.43
Group 3 2.48 2.50 2.53 2.55 2.55 2.56 2.59 2.67 2.73 2.74
Group 4 2.79 2.81 2.82 2.85 2.87 2.88 2.93 2.95 2.96 2.97
Group 5 3.09 3.11 3.11 3.15 3.15 3.19 3.22 3.22 3.27 3.28

Therefore, the termination time of the life test is τ5 = 3.3, thus we will have 16 units still working
and removed from the step stress test after the fifth stage.

Suppose the scale parameter of the PRD, θ j, j = 1, 2, . . . , 5 at each stress level has the inverse power
low given by θ j = θ j = cS p

j , c > 0. Setting the initial value of the first stress level (S 1 = 1), initial values
of S j, j = 2, 3, ..., 5 are indicated such that:

S ( j+1)

S j
=
θ( j+1)

θ j
, j = 2, 3, 4, 5.

This gives: S 2 = 1.9197, S 3 = 2.6985, S 4 = 3.2406, S 5 = 5.9292.

Using the progressively censored schemes:

PSC1: (π1 = π2 = π3 = 0.10, π4 = 1)

PSC2: (π1 = π2 = π3 = 0.20, π4 = 1).

Employing the D-Optimality and the A-Optimality criteria, MLEs of the model parameters and 95%
asymptotic and bootstrap CIs with optimum inspection times and optimum stress levels are listed in
Table 7.
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Table 7. Estimation results of the breaking stress data.

parameters
Optimum
inspection

times

Optimum
stress
levels

ĉ p̂ β̂

PC1

D-optimality MLE 0.180 1.514 1.712 τ∗1=1.79 s∗1=0.98
Asymptotic CI (0.144,0.231) (1.227,2.116) (1.365,2.051) τ∗2=2.44 s∗2=2.65
Bootstrap CI (0.151,0.236) (1.309,2.097) (1.385,1.997) τ∗3=2.75 s∗3=2.89

τ∗4=2.98 s∗4=3.16
τ∗5=3.27 s∗5=5.74

A-optimality MLE 0.168 1.503 1.709 τ∗1=1.72 s∗1=0.94
Asymptotic CI (0.143,0.238) (1.206,2.172) (1.355,2.11) τ∗2=2.41 s∗2=2.61
Bootstrap CI (0.146,0.244) (1.291,2.176) (1.377,2.062) τ∗3=2.73 s∗3=2.78

τ∗4=2.91 s∗4=3.08
τ∗5=3.19 s∗5=5.64

PC2

D-optimality MLE 0.176 1.509 1.707 τ∗1=1.70 s∗1=0.96
Asymptotic CI (0.140,0.241) (1.176,2.208) (1.306,2.102) τ∗2=2.35 s∗2=2.49
Bootstrap CI (0.141,0.253) (1.275,2.188) (1.342,2.092) τ∗3=2.68 s∗3=2.73

τ∗4=2.85 s∗4=3.96
τ∗5=3.18 s∗5=5.17

A-optimality MLE 0.166 1.497 1.688 τ∗1=1.63 s∗1=0.93
Asymptotic CI (0.137,0.249) (1.165,2.211) (1.292,2.114) τ∗2=2.27 s∗2=2.44
Bootstrap CI (0.136,0.242) (1.282,2.157) (1.337,2.102) τ∗3=2.66 s∗3=2.68

τ∗4=2.80 s∗4=3.87
τ∗5=3.14 s∗5=5.08

From the above table, it is clearly observed that the obtained estimates are closest to their proposed
initial values, agreed with the simulation results, and gave efficient estimates for the model parameters.

9. Conclusions

This paper dealt with the k-level SSALT using PT-ICD as an extension of the traditional Rayleigh
distribution. The PRD was considered to model the lifetimes of the tested units. The cumulative
exposure distribution is considered to construct the lifetime model, assuming that the scale parameter of
the PRD has the inverse power function of the stress level. Point estimates of the formulated model
were obtained via the MLE approach. Additionally, interval estimates of the model parameters were
obtained using the approximated variance-covariance matrix and the bootstrap resampling method.

To evaluate the performance of the obtained estimates, a simulation study of different combinations
of life testing experiments was conducted under three PCs. The results of this study indicate that all
obtained estimates have good characteristics and are efficient for estimating the model parameters.
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In order to increase the accuracy of the obtained estimates, the test procedures were improved
by obtaining the optimum inspection times and the optimum stress levels using the derived Fisher
information matrix with two optimality criteria: The D-optimality criterion and the A-optimality
criterion. The concluding results confirmed that the optimum inspection times and the optimum stress
levels increase the efficiency of the obtained estimates with priority to the D-optimality criterion.

The developed estimation procedures also investigated in a real stress data. In this investigation,
concluding results confirmed that the obtained estimates are closest to their initial practical setting and
gave an efficient estimation for the model parameters.

In this work, the obtained results also indicate that both point and interval estimates obtained under
the ordinary Type-II PC1 censoring scheme are more accurate than their corresponding values obtained
under the PC2 and PC3 progressive censoring schemes. One explanation for this result is that, under
PC1, there will be no removed survival units in the inspected intervals except for the last one. However,
when employing PC2 and PC3 progressive censoring schemes, the life testing experiment will terminate
in a reasonable time. Therefore, the experimenters have to quantify the test plans based on the intended
objectives and available conditions of the life testing experiment.

As a new extension of the standard Rayleigh distribution, concluding results confirmed that PRD can
be effectively used in the step stress-accelerated life tests for more analysis of reliability and survival data.
Future research may extend this work, taking into account other estimating methods and acceptance
sampling plans.
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Appendix

1. Appendix 1

To find the second derivatives of L1(c, p, β) with respect to the parameters c, p, and β, set:

U =
−τ

2β
1

2c2S 2p
1

then
∂2U
∂c2 =

−3τ2β
1

c4S 2p
1

∂2U
∂c∂β

=
2β ln(τ1)τ2β

1

c3S 2p
1

∂2U
∂c∂p

=
−2p ln(S 1)τ2β

1

c3S 2p
1

∂2U
∂β2 =

− ln(τ1)τ2β
1

c2S 2p
1

(2β2 ln(τ1) + 1)

∂2U
∂p2 =

ln(S 1)τ2β
1

c2S 2p
1

(
1 − 2p2 ln(S 1)

)
∂2U
∂p∂β

=
2βp ln(τ1) ln(S 1)τ2β

1

c2S 2p
1

2. Appendix 2

To find the second derivatives of L2(c, p, β) with respect to the parameters c, p, and β, set

f j =

(
τ j − τ j−1 +

∑ j−1
i=1 ( S j

S i
)

p
β τi

)2β

−2c2S 2p
j

, j = 1, . . . , k,

P j = e f j−1 − e f j , j = 2, . . . , k.

This implies
∂2P j

∂c2 = e f j−1

(∂ f j−1

∂c

)2

+
∂2 f j−1

∂c2

 + e f j

(∂ f j

∂c
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+
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∂c2

 . (A1)

Similarly,
(
∂2P j

∂p2 ,
∂2P j

∂β2

)
are obtained by substituting p, β in place of c in Eq (A1).

∂2P j

∂c∂p
= e f j−1

(
∂2 f j−1
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∂ f j−1
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∂ f j−1

∂p
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)
. (A2)
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∂2P j

∂c∂β ,
∂2P j

∂β∂p can be also obtained by substituting β in place of p in Eq (A2) and β in place of c in Eq (A2),
respectively. So, it is enough to find the second derivatives of f j, j = 1, . . . , k with respect to c, p, β as:
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Where:
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