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Abstract: Increasing amounts of experimental studies have shown that circular RNAs (circRNAs) 
play important regulatory roles in human diseases through interactions with related microRNAs 
(miRNAs). CircRNAs have become new potential disease biomarkers and therapeutic targets. 
Predicting circRNA-disease association (CDA) is of great significance for exploring the pathogenesis 
of complex diseases, which can improve the diagnosis level of diseases and promote the targeted 
therapy of diseases. However, determination of CDAs through traditional clinical trials is usually time-
consuming and expensive. Computational methods are now alternative ways to predict CDAs. In this 
study, a new computational method, named PCDA-HNMP, was designed. For obtaining informative 
features of circRNAs and diseases, a heterogeneous network was first constructed, which defined 
circRNAs, mRNAs, miRNAs and diseases as nodes and associations between them as edges. Then, a 
deep analysis was conducted on the heterogeneous network by extracting meta-paths connecting to 
circRNAs (diseases), thereby mining hidden associations between various circRNAs (diseases). These 
associations constituted the meta-path-induced networks for circRNAs and diseases. The features of 
circRNAs and diseases were derived from the aforementioned networks via mashup. On the other hand, 
miRNA-disease associations (mDAs) were employed to improve the model’s performance. miRNA 
features were yielded from the meta-path-induced networks on miRNAs and circRNAs, which were 
constructed from the meta-paths connecting miRNAs and circRNAs in the heterogeneous network. A 
concatenation operation was adopted to build the features of CDAs and mDAs. Such representations 
of CDAs and mDAs were fed into XGBoost to set up the model. The five-fold cross-validation 
yielded an area under the curve (AUC) of 0.9846, which was better than those of some existing 
state-of-the-art methods. The employment of mDAs can really enhance the model’s performance and 
the importance analysis on meta-path-induced networks shown that networks produced by the meta-
paths containing validated CDAs provided the most important contributions.  
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1. Introduction  

Circular RNA (circRNA) is a special type of endogenous non-coding RNA. Unlike linear RNAs, 
circRNAs are produced through the process of back splicing, and their 3’ and 5’ ends are connected by 
either exon or intron circularization to form a covalently closed continuous loop structure. In 1976, 
Sanger et al. first discovered circRNA in viroid and Sendai virus particles of infected plants by electron 
microscopy and other techniques [1]. In 1979, Hsu et al. observed the presence of circRNA in the 
cytoplasm of eukaryotic cells through electron microscopy [2]. After that, more and more circRNAs 
were discovered in eukaryotic cells and fungal cells [3–6]. Increasing evidence shows that circRNAs 
are widely distributed in animals and plants, and they play important roles in many biological processes. 
CircRNAs can function as miRNA sponges [7], regulators of RNA-binding proteins [8] and parental 
gene transcription [9]. In recent years, circRNA has also been used as a new clinical diagnostic marker 
and a potential target for human disease treatment [10–13]. For example, Xu et al. found that circRNA 
Cdrlas is a therapeutic target for diabetes, which affects insulin secretion in islet cells by tricking 
miR-7 [10]. Cui et al. reported that hsa_circRNA_103636 is a potential new biomarker for 
depression [12]. Lu et al. found that hsa_circ_0063425 and hsa_circ_0056891 are biomarkers for 
the early stages of type 2 diabetes [13]. The aforementioned facts indicate that some circRNAs have 
strong associations with certain diseases. On the one hand, investigations on such associations are 
helpful to elucidate the mechanisms of circRNA functional roles; on the other hand, such investigations 
explore the pathogenesis of complex diseases. Thus, these investigations improve disease diagnoses 
and promote disease-targeted therapies.  

To date, only a few circRNA-disease associations (CDAs) have been determined. These limited 
associations have become a hinderance to further studying mechanisms of circRNA functional roles 
and uncover the pathogenesis of diseases. Evidently, the determination of numerous CDAs can 
improve our understanding on circRNAs and diseases. Traditional clinical trials can provide a solid 
determination of CDAs; however, they always need lots of time and are very expensive. It is urgent to 
design quick and cheap methods to detect CDAs. Computational methods are deemed as suitable 
alternative tools to identify latent CDAs. Generally, abundant information on circRNAs and diseases 
is needed for building the computational methods. Fortunately, in recent years, some public databases, 
such as Circ2Disease [14], CircR2Disease [15], etc., have been set up, which are facilitated to discover 
hidden CDAs. On the other hand, the recent development of computational methods [16–19], 
especially various machine learning methods, provides more powerful technical support. These 
methods can deeply analyze the validated data and infer reliable and novel knowledge. In the field of 
CDA prediction, some computational methods have been proposed. These methods can be roughly 
divided into three groups: network-based methods [20–23], machine learning-based methods [24–29] 
and recommendation systems [30,31]. These previous methods are introduced in Section 2. Although 
current methods provide a high performance for the prediction of CDAs, there still exists spaces for 
improvement. For example, the feature representation of CDAs is far from perfect, thus decreasing the 
prediction quality of machine learning-based methods. 

In this study, we combined the network-based and machine learning-based methods to develop a 
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powerful model, named PCDA-HNMP, to identify CDAs, which can be deemed as the continued work 
of [25]. The main idea of PCDA-HNMP was to extract informative features from constructed networks, 
which were learnt by the downstream classification algorithm to generate efficient classification 
patterns. The contributions of this study were as below: 
1) We proposed a prediction model to identify novel CDAs; the model was named PCDA-HNMP. 
2) A heterogeneous network containing circRNAs, diseases, miRNAs and mRNAs was constructed 
using the currently known associations between above objects. Furthermore, the meta-paths for 
connecting circRNAs (diseases) were extracted from this heterogeneous network to further mine 
hidden associations between various circRNAs (diseases), inducing the networks for circRNAs 
(diseases). The powerful network embedding algorithm, mashup [32], was applied to the above 
networks to generate informative circRNA (disease) features. 
3) To improve the learning quality, miRNA-disease associations (mDAs) were employed in PCDA-
HNMP to help predict CDAs. The informative miRNAs features were obtained from bipartite networks 
of miRNAs and circRNAs, which were constructed based on the meta-paths connecting circRNAs and 
miRNAs in the heterogeneous network.  
4) The features of circRNAs and diseases were combined to represent CDAs; mDAs were represented 
in a similar manner. PCDA-HNMP adopted the powerful classification algorithm, XGBoost (XGB) [33], 
to understand classification patterns from the aforementioned representations of CDAs and mDAs. 
5) The five-fold cross-validation of the high performance PCDA-HNMP had an area under the curve 
(AUC) of 0.9846, which was better than those yielded by some existing state-of-the-art methods. 
Further tests showed that the employment of mDAs enhanced the model’s performance; networks 
yielded by meta-paths containing validated CDAs provided the most important contributions to the 
PCDA-HNMP. 

2. Related work 

In this study, we investigated the problem of CDA prediction. To our knowledge, several methods 
have been proposed in this field, which can be roughly divided into three groups. Here, the brief 
descriptions on these methods were provided. 

2.1. Network-based method 

The network-based methods always construct networks for circRNAs, diseases or both and 
employ powerful network algorithms to build the methods. Two methods constructed a heterogeneous 
network defining circRNAs and diseases as nodes [21,23]. The edges in this network were determined 
by circRNA associations, disease associations and validated CDAs. Based on this heterogeneous 
network, the methods assigned a score to each pair of circRNAs and diseases used either KATZ [21] 
method or path weighted algorithms [23]. A high score indicates that the corresponding pair can be a 
latent CDA. Deng et al. improved the aforementioned method by employing inferred CDAs, which 
were obtained by validated circRNA-protein and protein-disease associations, to the heterogeneous 
network [22]. The KATZ method was used to measure the strength of the associations between 
circRNAs and diseases. The last network-based method was proposed by Li et al. [20], which was 
designed in a different way. Based on the validated CDAs, a bipartite network regarding circRNAs 
and diseases was constructed, which was fed into the DeepWalk software to yield the circRNA and 
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disease features. The disease and circRNA topological similarities were calculated based on their 
features. Network consistency projection was applied to the similarity networks on circRNAs and diseases 
and the aforementioned bipartite network to evaluate the associations of circRNAs and diseases.  

2.2. Machine learning-based method 

Some methods in this group adopted traditional machine learning algorithms to build the methods. 
First, they extracted informative features for circRNAs and diseases, then fed them into classification 
algorithms to learn the classification patterns. Zhang et al. proposed the iCDA-CGR to identify CDAs [24]. 
First, it constructed multiple similarity matrices for either circRNAs or diseases based on circRNA 
sequences, circRNA-gene associations, disease semantic and validated CDA information and 
combined them into one similarity matrix for circRNAs (diseases). The similarity scores in the matrix 
were picked up as the features of circRNAs (diseases), which were fed into a support vector machine 
to build the iCDA-CGR. Kouhsar et al. proposed the CircWalk method, which adopted a different 
scheme to generate the features of circRNAs (diseases) [25]. It constructed a heterogeneous network 
containing circRNAs, diseases, miRNAs and mRNAs and employed DeepWalk to generate the 
features of circRNAs (diseases) from this network. The XGB was applied to these features to understand 
classification patterns.  

With the successful applications of deep learning algorithms, some methods to identify CADs 
adopted deep learning algorithms. The functions of deep learning in these methods were either to 
extract high-level features or to learn deep patterns for classification. GCNCDA, which was designed 
by Wang et al., used similarity scores as features of circRNAs (diseases) [26]. These raw features were 
refined by the fast learning with graph convolutional networks (FastGCN) algorithm and the output 
features were fed into the forest by penalizing attributes (Forest PA) algorithm to make a prediction. 
CDASOR employed the k-mers embedding in circRNA sequences to represent circRNAs [27], and 
were refined by a 1-D convolutional neural network (CNN) and bi-directional long short-term memory 
(BiLSTM). As for disease representation, it adopted an ontology embedding. A fully connected layer 
was applied to the above representation for making a prediction. Deng et al. presented the MSPCD 
method to identify CDAs [28]. The association scores were collected as the raw features of circRNAs 
(diseases), which were used to extract high-order features by fully connected layers. Finally, the deep 
neural network (DNN) was adopted to make a prediction. DMFCDA used the association relationship 
between circRNAs and diseases as the raw features [29], which were refined by three fully connected 
layers. The refined circRNA and disease features were combined and fed into two fully connected 
layers to make a prediction.  

2.3. Recommendation system 

Recommendation systems always construct one or more kernels for circRNAs and diseases, 
respectively. These kernels were combined with an adjacency matrix of circRNAs and diseases to yield 
the recommendation matrix. iCircDA-MF, which was proposed by Wei and Liu, first constructed the 
circRNA kernel by integrating the CircRNA gene-related similarity and the Gaussian interaction 
profile (GIP) kernel similarity [30]. For the disease kernel, it integrated the disease semantic similarity 
and GIP kernel similarity. The adjacency matrix was reformulated by the weighted K nearest known 
neighbors (WKNKN) algorithm. Finally, it adopted a non-negative matrix factorization and solved an 
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optimization problem to discover the optimal factorization, thereby generating the recommendation 
matrix. Li et al. used a similar method to build the kernels of circRNAs and diseases, though it solved 
a different optimization problem to produce the recommendation matrix [31].  

3. Materials and methods 

3.1. Benchmark dataset 

An effective dataset is important to build efficient prediction models. Here, the validated CDAs 
were retrieved from a previous study [25]. These CDAs were collected from four public datasets: 
Circ2Disease [14], CircR2Disease [15], CTD [34], and CircAtlas [35]. The original dataset in [25] 
contained 575 validated CDAs, involving 474 circRNAs and 64 diseases. After combining different 
names of the same disease (e.g., hirschsprung disease and hirschsprung’s disease), a total of 61 diseases 
was investigated in this study. Approximately 571 CDAs related to these diseases were maintained, 
which still covered 474 circRNAs. We termed 571 CADs as positive samples in this study. From these 
CADs, a matrix, denoted by 𝐴௖ௗ, was constructed. 𝐴௖ௗሺ𝑗, 𝑘ሻ ൌ 1 if and only if the j-th circRNA and 
the k-th disease comprised an association. 

Generally, the negative samples are necessary to construct binary classification models. 
Additionally, 575 unlabeled pairs of circRNA and diseases used in [25] were employed. After 
removing four pairs, we obtained unlabeled pairs equivalent to the number of positive samples. In fact, 
these pairs were obtained by randomly pairing circRNAs and diseases. Although, some pairs may be 
latent CADs, their probabilities are very low, and the proportion of latent CADs is very small. This 
random selection of unlabeled pairs is widely used in an association prediction [26,36–38]. 
Accordingly, 571 unlabeled pairs were regarded as negative samples, which were combined with 
positive samples to constitute the dataset, denoted as DS.  

In addition, in recent years, mDA predictions have become a hot topic [39–42]. Since circRNA and 
miRNA are two special types of RNAs and several studies have reported their special associations [43–45], 
mDAs may be helpful in predicting CDAs. Thus, for the aforementioned 61 diseases, we extracted their 
related miRNAs from Circ2Disease [14], HMDD [46], and Mir2Disease [47]. Approximately 912 mDAs 
were obtained. Additionally, these associations were termed as positive samples. From these mDAs, 
we also constructed a matrix, denoted by 𝐴ௗ௜, where 𝐴ௗ௜ሺ𝑗, 𝑘ሻ ൌ 1 if and only if the j-th disease and 
the k-th miRNA constituted an association. Likewise, 912 negative samples for mDAs were also 
generated by randomly selecting miRNAs and diseases. These positive and negative samples 
constituted the dataset DSm. 

3.2. Outline of the PCDA-HNMP 

In this study, a new prediction model for CDAs was designed; the model was called PCDA-
HNMP. Its construction procedures are illustrated in Figure 1. First, several types of associations 
between circRNAs, diseases, miRNAs and mRNAs were obtained from some public datasets, and a 
heterogeneous network containing these associations was constructed. Second, several types of meta-
paths were extracted from the above-constructed heterogeneous network, which were further adopted 
to set up circRNA, disease and circRNA-miRNA networks. Then, the powerful network embedding 
algorithm, mashup, was employed to extract circRNA, disease and miRNA features. Finally, the 
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feature representations of CDAs in DS and mDAs in DSm were obtained based on above features, 
which were fed into a binary classification algorithm to train the classification model. In the following 
sections, the detailed descriptions of each stage are given.  

 

Figure 1. Entire procedures of PCDA-HNMP. Seven types of associations between 
circRNAs, diseases, miRNAs and mRNAs are obtained from public databases, which are 
used to construct a heterogeneous network. From this network, meta-paths for circRNAs, 
diseases and miRNAs are extracted. Based on these paths, meta-path-induced networks are 
built, from which circRNA, disease and miRNA features are generated by mashup. These 
features are refined to represent CDAs and mDAs, which are fed into one binary 
classification algorithm to build the model.  

3.3. Heterogeneous network construction 

In recent years, the use of multi-sources to design classification models is quite popular. The 
abundant information behind the multi-sources is helpful to improve the performance of the models. 
This study attempted to design a model for predicting CDAs. It is known that miRNAs and mRNAs 
all have special associations with various diseases; the employment of them can help to discover latent 
CADs. On the other hand, a network is a powerful form, which can organize all objects at a system 
level. Thus, a heterogeneous network was constructed, which defined circRNAs, diseases, mRNAs 
and miRNAs as nodes. Its construction was similar to that in [25]. Besides nodes, edges are another 
component of the network. As there were four types of nodes in the network, we defined seven types 
of edges, each of which corresponded to one type of association between circRNAs, diseases, mRNAs 
and miRNAs. The CDAs and mDAs are mentioned in Section 3.1. The remaining five types of 
associations are described below.  

circRNA-circRNA association. The sequence similarity of two circRNAs was adopted to 
measure their association. The sequences of 474 circRNAs were obtained from CircBase [48]. These 
sequences were fed into the BioPython package [49] to yield the similarity of any two circRNAs. The 
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average similarity score was set as the threshold to determine the association of two circRNAs. As a 
result, 46 circRNA-circRNA associations were obtained.  

circRNA-miRNA association. This type of association was obtained from RAID [50] and 
StarBase [51]. Approximately, 1313 associations were contained in the network.  

miRNA-mRNA association. This type of association was sourced from miRTarbase [52], 
Circ2Disease [14], and StarBase [51]. Approximately, 1194 associations were obtained. 

mRNA-disease association. DisGeNet is a public database that collects the related genes of 
various diseases. From this database, the mRNA-disease associations were downloaded. 
Approximately, 1931 associations were finally used and included in the network. 

Disease-disease association. The semantic similarity of any two diseases was calculated based on 
the tree structure of diseases in the medical subject heading (MeSH) [53] and Wang et al.’s method [54]. 
After setting the threshold to 0.8, 162 disease-disease associations were obtained.  

From the aforementioned five types of associations, we constructed five matrices, denoted by 
𝐴௖௖, 𝐴௖௜, 𝐴௜௠, 𝐴௠ௗ and 𝐴ௗௗ, respectively, using the same method for constructing 𝐴௖ௗ and 𝐴ௗ௜. 
The descriptions of these symbols are listed in Table 1. Furthermore, the aforementioned five types 
of associations and those mentioned in Section 3.1 were all integrated in the constructed 
heterogeneous network. This network contained 2532 nodes and 6129 edges. The detailed information 
of this network is provided in Table 2. For convenience, this network is denoted by HN. 

Table 1. Descriptions of symbols used in this study. 

Symbol Descriptions 

𝐴௖ௗ Association matrix between circRNAs and diseases 

𝐴ௗ௜ Association matrix between diseases and miRNAs 

𝐴௖௖ Association matrix between circRNAs 

𝐴௖௜ Association matrix between circRNAs and miRNAs 

𝐴௜௠ Association matrix between miRNAs and mRNAs 

𝐴௠ௗ Association matrix between mRNAs and diseases 

𝐴ௗௗ Association matrix between diseases 

𝑉௝
௜ Raw feature vector of the i-th node in the j-th network yielded by RWR algorithm 

𝑋௜ Final feature vector of the i-th node 

𝑊௝
௜ Context feature vector of the i-th node in the j-th network 

𝐴௝
௜  Reconstructed feature vector of the i-th node in the j-th network 

𝐴௝௞
௜  The k-th component of the reconstructed feature vector of the i-th node in the j-th network 
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Table 2. Statistics for the heterogeneous network. 

Type Entry Number 

Nodes 

circRNA 474 

Disease 61 

miRNA 632 

mRNA 1365 

Association 

circRNA←→ disease 571 

circRNA←→circRNA 46 

circRNA←→miRNA 1313 

miRNA←→disease 912 

miRNA←→mRNA 1194 

mRNA←→disease 1931 

disease←→disease 162 

3.4. Meta-path-induced networks 

A meta-path is a widely used concept when constructing models based on networks [55–57]. The 
hidden association information can be extracted from a given network using a meta-path. From the 
heterogeneous network HN constructed above, we can further infer the circRNA-circRNA associations 
based on the paths connecting two circRNAs. For example, two circRNAs, c1 and c2, were not directly 
connected in HN but have a common neighbor, say miRNA mi1. The meta-path c1-mi1-c2 indicated the 
special association between them. In a similar manner, the inferred associations for other objects can 
be extracted. By employing these inferred associations, more abundant information for circRNAs, 
diseases and miRNAs can be obtained, thereby helping construct more efficient classification models.  

Based on the length and inner nodes of meta-paths, we extracted several types of meta-paths for 
circRNAs, diseases and miRNAs. Since the number of meta-paths sharply increases with an increase 
in path length, we only considered the meta-paths with a length less than three. With these meta-paths, 
the induced networks for circRNAs, diseases and miRNAs were constructed. 

3.4.1. Meta-path-induced networks for circRNAs 

For circRNA, four types of meta-paths were extracted from HN: circRNA-circRNA (meta-path-1); 
circRNA-circRNA-circRNA (meta-path-2); circRNA-disease-circRNA (meta-path-3); and circRNA-
miRNA-circRNA (meta-path-4). The adjacency matrices for the induced networks of the 
aforementioned meta-paths can be obtained as follows: 

⎩
⎨

⎧
𝑋ଵ ൌ 𝐴௖௖ 𝑓𝑜𝑟 𝑚𝑒𝑡𝑎 െ 𝑝𝑎𝑡ℎ െ 1

𝑋ଶ ൌ 𝜒௓శሺ𝐴௖௖ ൈ 𝐴௖௖ሻ 𝑓𝑜𝑟 𝑚𝑒𝑡𝑎 െ 𝑝𝑎𝑡ℎ െ 2
𝑋ଷ ൌ 𝜒௓శሺ𝐴௖ௗ ൈ 𝐴௖ௗ

் ሻ
𝑋ସ ൌ 𝜒௓శሺ𝐴௖௜ ൈ 𝐴௖௜

் ሻ
𝑓𝑜𝑟 𝑚𝑒𝑡𝑎 െ 𝑝𝑎𝑡ℎ െ 3
𝑓𝑜𝑟 𝑚𝑒𝑡𝑎 െ 𝑝𝑎𝑡ℎ െ 4

      (1) 

where 𝜒௓శሺ∙ሻ is a characteristic function of the positive integer set 𝑍ା on each member in the matrix, 
and 𝐴௖௖ , 𝐴௖ௗ , and 𝐴௖௜  are association matrices between circRNAs, circRNAs and diseases, and 
circRNAs and miRNAs, respectively (see Table 1 for detailed descriptions). 
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3.4.2. Meta-path-induced networks for diseases 

Likewise, five types of meta-paths were extracted from HN for diseases: disease-disease (meta-
path-5); disease-disease-disease (meta-path-6); disease-miRNA-disease (meta-path-7); disease-
circRNA-disease (meta-path-8); and disease-mRNA-disease (meta-path-9). The adjacency matrices 
for the induced networks of above meta-paths can be accessed by the following: 

⎩
⎪
⎨

⎪
⎧

𝑋ହ ൌ 𝐴ௗௗ 𝑓𝑜𝑟 𝑚𝑒𝑡𝑎 െ 𝑝𝑎𝑡ℎ െ 5
𝑋଺ ൌ 𝜒௓శሺ𝐴ௗௗ ൈ 𝐴ௗௗሻ 𝑓𝑜𝑟 𝑚𝑒𝑡𝑎 െ 𝑝𝑎𝑡ℎ െ 6
𝑋଻ ൌ 𝜒௓శሺ𝐴ௗ௜ ൈ 𝐴ௗ௜

் ሻ
𝑋଼ ൌ 𝜒௓శሺ𝐴௖ௗ

் ൈ 𝐴௖ௗሻ
𝑋ଽ ൌ 𝜒௓శሺ𝐴௠ௗ

் ൈ 𝐴௠ௗሻ

𝑓𝑜𝑟 𝑚𝑒𝑡𝑎 െ 𝑝𝑎𝑡ℎ െ 7
𝑓𝑜𝑟 𝑚𝑒𝑡𝑎 െ 𝑝𝑎𝑡ℎ െ 8
𝑓𝑜𝑟 𝑚𝑒𝑡𝑎 െ 𝑝𝑎𝑡ℎ െ 9

      (2) 

where 𝜒௓శሺ∙ሻ is a characteristic function of the positive integer set 𝑍ା on each member in the matrix, 
and 𝐴ௗௗ , 𝐴ௗ௜ , 𝐴௖ௗ , and 𝐴௠ௗ  are association matrices between diseases, diseases and miRNAs, 
circRNAs and diseases, and mRNAs and diseases, respectively (see Table 1 for detailed descriptions). 

3.4.3. Meta-path-induced networks for miRNAs 

The meta-paths for miRNAs were different from those for circRNA and diseases because miRNA 
was an aid for the prediction of CDAs. In the training procedure, the role of miRNA was the same as 
circRNA. The meta-paths for miRNAs should be related to circRNAs. Thus, we adopted the following 
three types of meta-paths: circRNA-miRNA (meta-path-10); circRNA-circRNA-miRNA (meta-path-11); 
and circRNA-disease-miRNA (meta-path-12). Similarly, the adjacency matrices of their corresponding 
induced networks were constructed by the following: 

ቐ
𝑋ଵ଴ ൌ 𝐴௖௜ 𝑓𝑜𝑟 𝑚𝑒𝑡𝑎 െ 𝑝𝑎𝑡ℎ െ 10

𝑋ଵଵ ൌ 𝜒௓శሺ𝐴௖௖ ൈ 𝐴௖௜ሻ 𝑓𝑜𝑟 𝑚𝑒𝑡𝑎 െ 𝑝𝑎𝑡ℎ െ 11
𝑋ଵଶ ൌ 𝜒௓శሺ𝐴௖ௗ ൈ 𝐴ௗ௜ሻ 𝑓𝑜𝑟 𝑚𝑒𝑡𝑎 െ 𝑝𝑎𝑡ℎ െ 12

      (3) 

where 𝜒௓శሺ∙ሻ is a characteristic function of the positive integer set 𝑍ା on each member in the matrix, 
and 𝐴௖௜, 𝐴௖௖, 𝐴௖ௗ, and 𝐴ௗ௜ are association matrices between circRNAs and miRNAs, circRNAs, 
circRNAs and diseases, and diseases and miRNAs, respectively (see Table 1 for detailed descriptions). 

3.5. Feature extraction 

The meta-path-induced networks included abundant information of circRNAs, diseases and 
miRNAs. It was challenging to quantify this information and extract the informative features for them. 
Some network embedding algorithms have been proposed to extract the essential features for nodes 
from one or more networks, such as DeepWalk [58], node2vec [59], etc. These algorithms can abstract 
linkages in the network and assign features to each node. As multiple networks were built for each of 
the circRNAs, diseases and miRNAs, we selected the powerful network embedding algorithm, 
mashup [32], which is the only one network embedding algorithm that can tackle more than one 
networks at one time. Its brief description is described below. 

Given m networks, denoted as 𝑁ଵ, 𝑁ଶ, ⋯ , 𝑁௠, the random walk with restart (RWR) algorithm [60,61] 
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is applied on each network, where each node is selected one by one as a seed node. When the i-th node 
in 𝑁௝ is set as the seed node, the RWR algorithm assigns a probability to each node in 𝑁௝. The vector 

collecting these probabilities is picked up as the raw feature vector of such node, denoted by 𝑉௝
௜. Such 

raw feature vectors always have large dimensions and multiple vectors can be obtained for the same 
node, which are derived from different networks. Thus, the following procedures from mashup fuse 
different feature vectors for the same node into a unified vector and reduce the dimension. Let 𝑋௜ be 

the unified feature vector of the i-th node in all networks and 𝑊௝
௜ be the context feature vector of the 

i-th node in the j-th network. Based on 𝑋௜ and 𝑊௝
௜, the vector for the i-th node in the j-th network 

can be constructed and formulated by the following:  

𝐴௝
௜ ൌ ൫𝐴௝ଵ

௜ , 𝐴௝ଶ
௜ , ⋯ , 𝐴௝௡

௜ ൯
்
         (4) 

where n is the total number of nodes and its k-th component 𝐴௝௞
௜  ሺ1 ൑ 𝑘 ൑ 𝑛ሻ is defined by the following: 

𝐴௝௞
௜ ൌ

ୣ୶୮ ሺሺ௑೔ሻ೅ௐೕ
ೖሻ

∑ ୣ୶୮ ሺሺ௑೔ሻ೅ௐೕ
ೖᇲሻೖᇲ

         (5) 

where 𝑋௜ is the unified feature vector of the i-th node and 𝑊௝
௞ is the context feature vector of the k-

th node in the j-th network. Generally, 𝐴௝
௜ should be similar to 𝑉௝

௜ as much as possible so that the 

best values in 𝑋௜ and 𝑊௝
௜ can be obtained. Thus, mashup solves the following optimization problem: 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒
𝑋௜, 𝑊௝

௜
ଵ

௡
∑ ∑ 𝐷௄௅ሺ𝑉௝

௜||𝐴௝
௜ሻ௡

௜ୀଵ
௠
௝ୀଵ        (6) 

where 𝐷௄௅represents the function of KL-divergence (relative entropy), and n and m are the number of 
nodes and networks, respectively. 

The current study adopted the mashup program obtained from http://cb.csail.mit.edu/cb/mashup/, 
which was performed with its default parameters. This program was applied to the meta-path-induced 
networks of circRNAs, diseases, and miRNAs to generate features of circRNAs, diseases, miRNAs, 
respectively. Particularly, for the feature vectors derived from meta-path-induced networks for 
miRNAs, we only picked up the feature vectors of miRNAs and discarded the features for circRNAs.  

3.6. Binary classification algorithm 

The features of circRNAs, diseases, miRNAs were yielded by mashup. For CDAs in DS, the 
features of circRNAs and diseases were combined, whereas the features of miRNAs and diseases were 
aggregated for mDAs in DSm. The feature vectors of CDAs and mDAs, along with their labels (1 for 
positive and 0 for negative), were collected as the underlying dataset. A classification algorithm was 
necessary to build the binary classification model on the above dataset. In this study, six classification 
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algorithms were attempted, including support vector machine (SVM) [62], logistic regression (LR) [63], 
random forest (RF) [64], AdaBoost and random forest as base classifier (ABRF) [65], XGB [33] 
and multilayer perceptron (MP) [66]. Based on different classification algorithms, the models were 
tested by a cross-validation method [67], thereby building the optimal classification model. The 
corresponding Python packages in scikit-learn [68] were adopted to implement the aforementioned 
six algorithms.  

3.7. Evaluation method and measurements 

In this study, we adopted a five-fold cross-validation [67] to evaluate the performance of all 
models. In the original five-fold cross-validation, samples are divided into five parts. Each part was 
selected as a test dataset one by one, whereas the remaining parts constituted the training dataset. The 
model built on the training dataset is applied to the test dataset. Finally, each sample is tested exact 
once. This study slightly changed this procedure as mDAs in DSm were used to improve the prediction 
quality and were always poured into the training dataset. In detail, CDAs in DS were randomly and 
equally divided into five parts. Each part was singled out as test dataset one by one, whereas the rest 
four parts and DSm comprised the training dataset. In this case, only the CDAs in DS were tested.  

The predicted results of a binary classification model can be counted as four entries: true positive 
(TP), false positive (FP), true negative (TN) and false negative (FN). Based on these entries, some 
measurements can be computed. This study adopted sensitivity (SN) (same as recall), specificity (SP), 
precision, accuracy (ACC) and F1-measure [69–74], which can be calculated by the following: 

⎩
⎪
⎪
⎨

⎪
⎪
⎧ 𝑆𝑁 ൌ ்௉

்௉ାிே

𝑆𝑃 ൌ ்ே

்ேାி௉

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൌ ்௉

்௉ାி௉

𝐴𝐶𝐶 ൌ ்௉ା்ே

்௉ା்ேାி௉ାிே

𝐹1 െ 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 ൌ ଶൈ௉௥௘௖௜௦௜௢௡ൈோ௘௖௔௟௟

௉௥௘௖௜௦௜௢௡ାோ௘௖௔௟௟

       (7) 

The above measurements only evaluate the performance under a fixed threshold for determining 
the positive sample, which is generally set to 0.5. A receiver operating characteristic (ROC) curve can 
reflect the performance of models under various thresholds. By setting different values of the threshold, 
a group of SN and SP can be obtained. The ROC curve sets SN as the Y-axis and 1-SP as the X-axis in 
a coordinate system. The area under the curve (AUC) is a key measurement to assess the performance 
of the models. In general, the higher the AUC, the higher the performance. This study adopted AUC 
as the major measurement. 

4. Results 

This study designed a new computational model for the identification of CDAs, named PCDA-
HNMP. The entire construction procedures are illustrated in Figure 1. This section performed tests on 
this model and proved its superiority. To execute the tests, the mashup [32] program retrieved from 
http://cb.csail.mit.edu/cb/mashup/ and Python packages of six classification algorithms downloaded 
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from scikit-learn [68] were adopted. All codes used in this study are available at 
https://github.com/Zxy-zxy0/PCDA-HNMP.git.  

4.1. Performance of models with different classification algorithms 

The proposed model, PCDA-HNMP, extracted features from meta-path-induced networks. In this 
study, six classification algorithms were attempted to discover a proper classification algorithm for 
tackling these features, as mentioned in Section 3.6. The main parameters of these algorithms were 
tuned, and the final optimal parameters were obtained and provided in https://github.com/Zxy-
zxy0/PCDA-HNMP/tree/master/Code/classifier. As for the feature dimension yielded by mashup, we 
also tried various values, including 10, 20, 30, 40 and 50. All models with different parameters and 
feature dimensions were evaluated by a five-fold cross-validation. Generally, the feature dimension 
may influence the performance of the model. Figure 2 shows the performance of the models with six 
different classification algorithms under various dimensions, which was measured by AUC. It can be 
observed that the influence of the feature dimension for different classification algorithms was 
different. SVM, LR and MP were influenced by a feature dimension more than the other three 
algorithms and their performance was evidently lower than ABRF, XGB and RF. The performance of 
models with ABRF, XGB and RF under different dimensions was almost at the same level. After simple 
comparisons, we can obtain the optimal feature dimension for each classification algorithm. The 
optimal feature dimensions for MP, SVM and LR were all 50, whereas such dimensions for XGB, 
ABRF and RF were all 20. The detailed performance for different classification algorithms (under their 
optimal feature dimensions) is listed in Table 3. Evidently, the model with XGB provided the best ACC, 
F1-measure, and SN, and the highest precision and SP was accessed by the models with either ABRF 
or RF, respectively. The ROC curves of these six models are illustrated in Figure 3. It can be observed 
that the model with XGB yielded the highest AUC of 98.46%, followed by the models with ABRF, RF, 
MP, SVM and LR. From these results, we can conclude that the model with XGB yielded the highest 
performance. Accordingly, the PCDA-HNMP adopted XGB as the classification algorithm and the feature 
dimension was set to 20.  

 

Figure 2. Trend of AUC of the models with six different classification algorithms under 
various feature dimensions. The AUC values of models with ABRF, XGB and RF are 
evidently higher and more stable than those of models with other three algorithms. 
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Table 3. Performance of the PCDA-HNMP with different classification algorithms. 

Classification algorithm 

(feature dimension) 

ACC  

(%) 

F1-measure 

(%) 

Precision 

(%) 

SN 

(%) 

SP 

(%) 

XGB (20) 94.40 94.39 94.42 94.40 94.40 

ABRF (20) 93.79 93.66 95.51 91.95 95.62 

RF (20) 93.00 92.80 95.45 90.38 95.62 

MP (50) 89.40 89.65 87.75 91.78 87.03 

SVM (50) 67.86 68.43 67.22 69.71 66.02 

LR (50) 64.01 63.91 64.14 63.75 64.28 

 

Figure 3. ROC curves of the models with six classification algorithms under their optimal 
feature dimensions. Obviously, the model with XGB provides the highest AUC value.  

4.2. Utility of mDAs 

PCDA-HNMP was designed for the identification of CDAs. From its construction procedures, 
the information of mDAs was employed when training the model. The purpose was to improve the 
training quality, thereby enhancing the performance of PCDA-HNMP. This section provides the 
evidence to prove that the employment of mDAs was helpful.  

By removing the mDAs, we built another model. Its parameter was similar to those in PCDA-
HNMP. Additionally, this model was evaluated by a five-fold cross-validation. The evaluation results 
are listed in Table 4. For easy comparisons, the results for PCDA-HNMP are also provided in this table 
(last row of Table 4). It can be observed that all measurements of PCDA-HNMP were higher than those 
of the model removing mDAs. For example, PCDA-HNMP improved the AUC by 0.15%, and the 
ACC and F1-measure were 1.32% and 1.26% higher than those of the model removing mDAs, 
respectively. Based on these results, the employment of mDAs can really improve the performance of 
PCDA-HNMP. Since there are close relationship between circRNAs and miRNAs, the existing mDAs 
can help predict CDAs. For example, if one miRNA is associated with one disease, the circRNA that 
has close relationship with this miRNA may also be associated with this disease. This is an important 
reason as to why the employment of mDAs can enhance the performance of PCDA-HNMP. 



20566 

Mathematical Biosciences and Engineering  Volume 20, Issue 12, 20553–20575. 

Table 4. Performance of the models when mDAs or meta-path-induced networks are employed or not. 

Addition of 

mDAs 

Addition of meta-

path-induced 

networks 

ACC 

(%) 

F1-measure 

(%) 

Precision (%) SN (%) SP (%) AUC 

(%) 

 √ 93.08 93.13 92.48 93.88 92.30 98.31 

√  91.24  91.16  92.17  90.20  92.29  97.52  

√ √ 94.40 94.39 94.42 94.40 94.40 98.46 

4.3. Importance of meta-path-induced networks 

In PCDA-HNMP, a number of meta-path-induced networks were constructed to generate the 
features of circRNAs, diseases and miRNAs. To indicate the importance of these networks, some tests 
were conducted.  

The first test was to prove the necessity of meta-path-induced networks. In fact, from the 
heterogeneous network HN, the features of circRNAs, diseases and miRNAs can be directly obtained 
via mashup. Based on these features, the model for the identification of CDAs can be built. Additionally, 
this model was evaluated by a five-fold cross-validation. The results are listed in Table 4. The ACC, F1-
measure, precision, SN, SP and AUC were 91.24%, 91.16%, 92.17%, 90.20%, 92.29% and 97.52%, 
respectively. Compared with the corresponding measurements of PCDA-HNMP (last row of Table 4), 
each measurement was reduced. In detail, the AUC decreased about 1%, whereas others declined 
greater than 2%. These results proved that meta-path-induced networks can further mine the 
relationships between circRNAs, diseases and miRNAs, thereby generating more informative features 
to enhance the performance of PCDA-HNMP. The employment of meta-path-induced networks was a 
good and effective choice. 

Table 5. Performance of the models when one meta-path-induced network is removed. 

Meta-path-induced 

network 

ACC (%) F1-measure (%) Precision (%) SN (%) SP (%) 

X1 92.21 92.25 91.88 92.65 91.77 

X2 92.91 92.94 92.41 93.52 92.30 

X3 66.11 65.41 66.84 64.10 68.13 

X4 94.05 94.06 93.75 94.40 93.70 

X5 92.30 92.31 92.16 92.47 92.12 

X6 91.59 91.63 91.34 91.94 91.24 

X7 92.21 92.23 92.00 92.47 91.95 

X8 91.33 91.42 90.58 92.30 90.37 

X9 91.42 91.48 90.87 92.13 90.72 

X10 92.56 92.58 92.34 92.82 92.29 

X11 91.42 91.53 90.44 92.65 90.20 

X12 91.07 91.12 90.67 91.59 90.55 
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Figure 4. ROC curves of the model when one meta-path-induced network is removed. 
When the meta-path-induced network X3 is removed, the AUC declined most, indicating 
such network is most important. 

The second test further examined which meta-path-induced networks were more important (i.e., 
which networks provided more contributions for building PCDA-HNMP). To this end, each meta-
path-induced network was removed one by one. We used rest networks to produce features and then 
built the model. The performance of each model is listed in Table 5 and its ROC curve, along with 
AUC, is provided in Figure 4. It can be found that the performance of these models were all lower than 
PCDA-HNMP. The removal of each meta-path-induced network reduced each measurement listed in 
Table 5. As for the AUC values, they also decreased compared with that of PCDA-HNMP. Each 
network gave positive contributions to PCDA-HNMP. Furthermore, the decline degree was not same 
when different networks were removed. Evidently, when the network X3 was removed, the decline 
degree reached a maximum. The ACC, F1-measure and AUC dropped to 66.11%, 65.41% and 72.44%, 
respectively. The decline degree exceeded 25%. This result indicated that X3 was most important for 
constructing PCDA-HNMP. The network X3 was derived from meta-path-3 (circRNA-disease-
circRNA). It was reasonable that the removal of currently known CDAs can provide the greatest 
influence to the model. As for other networks, they almost provide similar contributions. Relative 
speaking, networks X8 and X12, which were induced by meta-path-8 (disease-circRNA-disease) and 
meta-path-12 (circRNA-disease-miRNA), were more important than others. These networks were all 
related to associations between circRNAs and diseases. Therefore, this result was also reasonable.  

4.4. Comparison with existing models 

To date, several models have been designed for the identification of CDAs. To prove the 
superiority of PCDA-HNMP, we compared it with some existing state-of-the-art models, including 
DMFCDA [29], GCNCDA [26], CircWalk [25] and SIMCCDA [31]. Moreover, their performance was 
evaluated by a five-fold cross-validation. The obtained measurements, including the ACC, F1-measure, 
precision, SN and SP, are listed in Table 6. For easy comparisons, these measurements yielded by 
PCDA-HNMP are also provided in this table. Clearly, PCDA-HNMP provided the highest performance 
amongst all measurements. CircWalk gave the second highest performance. Each measurement of 
CircWalk was about 2.5% lower than that of PCDA-HNMP. As for the other three models (DMFCDA, 
GCNCDA and SIMCCDA), their performance was much lower than PCDA-HNMP. In detail, 
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PCDA-HNMP yielded close to or more than 10% on each measurement. These results indicate that 
PCDA-HNMP evidently outperforms the above state-of-the-art models. 

Table 6. Performance of various models under five-fold cross-validation. 

Model ACC (%) F1-measure (%) Precision (%) SN (%) SP (%) 

PCDA-HNMP 94.40 94.39 94.42 94.40 94.40 

CircWalk [25]$ 92.09 92.08 92.36 91.83 92.35 

DMFCDA [29]$ 83.69 83.69 81.55 87.79 79.60 

GCNCDA [26]$ 74.52 74.90 73.79 76.17 72.87 

SIMCCDA [31]$ 83.36 16.40 9.10 84.54 83.34 

$: The performance of these models was directly obtained from [25]. 

Additionally, we compared the ROC curves of PCDA-HNMP and the above four models, as 
illustrated in Figure 5. Similar to the results listed in Table 6, PCDA-HNMP yielded the highest AUC, 
which was higher than 98%. Circwalk still provided the second highest AUC, which was 97.77%. The 
AUC values of other three models were quite low, lower than 90%. Based on these results, we can 
further conclude that PCDA-HNMP was better than these existing models for the identification of CDAs.  

According to the construction procedures of DMFCDA, GCNCDA and SIMCCDA, they 
employed limited sources. The objects of these models were only circRNAs and diseases. Few sources 
induced that they cannot completely describe circRNAs and diseases. This was the main reason why 
they were much more inferior to our model (PCDA-HNMP) and CircWalk. As for CircWalk, it 
employs miRNAs and mRNAs alongside circRNAs and diseases. However, it directly extracted 
circRNA and disease features from the heterogeneous network using DeepWalk [58]. Our model 
(PCDA-HNMP) gave a deep overview on the heterogeneous network and deeply mined the 
relationships between the circRNAs and diseases via meta-paths. Then, a more powerful network 
embedding algorithm, mashup, was adopted to extract features of circRNAs and diseases from the 
above-obtained relationships. Thus, the features used in PCDA-HNMP were more informative than 
those used in CircWalk. In addition, when training PCDA-HNMP, the known mDAs were employed. 
Since a close relationship exists between circRNAs and miRNAs, mDAs can help predict CDAs, 
thereby further improving the performance of PCDA-HNMP. Thus, it was logical that PCDA-HNMP 
outperformed CircWalk.  

 

Figure 5. ROC curves of various models. Our approach, PCDA-HNMP, yields the highest AUC. 
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5. Discussion 

In this study, we proposed a new model, PCDA-HNMP, for the identification of CADs. From 
the results listed in Section 4, it was found that the PCDA-HNMP had a high performance, with 
an AUC of 98.46%. The comparison results in Section 4.4 indicated that the model was better than 
four alternative methods. Compared with these methods, our model has three major advantages. The 
first advantage was the use of more related information of circRNAs and diseases. The heterogeneous 
network in PCDA-HNMP contained miRNAs and mRNAs alongside circRNAs and diseases. 
Several studies have been reported that miRNAs and mRNAs were highly related to circRNAs or 
diseases [40,41,43,45,75]. Their additions can enhance the changes to discover more hidden 
associations between circRNAs and diseases. Many alternative methods employed limited objects and 
were only used to measure the similarity between circRNAs and diseases (i.e., they were indirectly 
used in the methods). In our model, miRNAs and mRNAs were directly listed in the heterogeneous 
network, suggesting they can play more important roles in constructing the model. As for the second 
advantage, we employed the meta-paths to mine the hidden associations between circRNAs and 
diseases or circRNAs and miRNAs. The heterogeneous network was built based on the current 
knowledge on circRNAs, diseases, miRNAs and mRNAs. Evidently, such knowledge is far from 
complete. The employment of a meta-path can infer such unknown knowledge, thereby improving the 
model’s performance, which has been proven in Section 4.3. One alternative method, CircWalk, 
adopted the same heterogeneous network but not apply a meta-path to mine hidden associations 
between circRNAs and diseases or circRNAs and miRNAs, thereby inducing a decreased performance 
compared to PCDA-HNMP. The last advantage is the employment of mDAs when training the model. 
Fusing the information of related objects was a common way to construct more efficient prediction 
models. However, most previous methods adopted these objects to obtain additional information of 
the main objects. For example, the miRNAs can be used to measure the associations between circRNAs 
or diseases. In general, they did not participate in the model training procedures. In our opinion, the 
validated mDAs were helpful to find out novel CDAs since miRNAs and circRNAs had close 
relationships, and the similar miRNAs and circRNAs may be related to the same disease, which can 
enhance the model’s performance. The test results in Section 4.2 confirmed the above facts.  

Besides the advantages, our model also had some disadvantages or limitations. The first 
disadvantage was the use of mDAs. Although the employment of mDAs can improve the model’s 
performance, the improvement degree was limited (less than 0.2% on AUC). As miRNAs had the same 
roles to circRNAs when training the model, developing a method to extract miRNA features that were 
in the same space of the circRNA features was a challenging problem. In our model, we generated 
miRNA features from the bipartite networks of miRNAs and circRNAs. It was not clear whether this 
method was optimal. In our future work, we will design a more reasonable way to obtain miRNA 
features. We can potentially use the idea of graph convolution network to transfer the circRNA features 
to miRNAs so that circRNA and miRNA features were in the same space. PCDA-HNMP was a 
traditional machine learning model, which induced the second limitation. The feature extraction and 
classification procedures were completely separated. This meant that the features of CDAs and mDAs 
were not very special for the identification of CDAs. In deep learning, the end-to-end scheme gave us 
a new direction to build more powerful prediction models. In the future, we will fuse deep learning 
algorithms into our model to further enhance model’s performance.  
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6. Conclusions 

This study proposed a new model, PCDA-HNMP, for predicting circRNA-disease associations. 
To access informative features of circRNAs and diseases, a heterogeneous network was constructed 
and networks for circRNAs and diseases were built in terms of meta-paths extracted from the 
heterogeneous network. The test results indicated that the addition of meta-path-induced networks can 
really improve model’s performance. Furthermore, we employed miRNA-disease associations when 
training the model, which can also improve the prediction quality. The superiority of PCDA-HNMP 
compared with some previous models indicated that it can be a useful tool to identify circRNA-disease 
associations. The codes and related data are available at https://github.com/Zxy-zxy0/PCDA-
HNMP.git. 
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