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Abstract: The primary objective of document-level event extraction is to extract relevant event 
information from lengthy texts. However, many existing methods for document-level event extraction 
fail to fully incorporate the contextual information that spans across sentences. To overcome this 
limitation, the present study proposes a document-level event extraction model called Integration 
Across Texts and Reciprocal Feedback (IATRF). The proposed model constructs a heterogeneous 
graph and employs a graph convolutional network to enhance the connection between document and 
entity information. This approach facilitates the acquisition of semantic information enriched with 
document-level context. Additionally, a Transformer classifier is introduced to transform multiple 
event types into a multi-label classification task. To tackle the challenge of event argument recognition, 
this paper introduces the Reciprocal Feedback Argument Extraction strategy. Experimental results 
conducted on both our COSM dataset and the publicly available ChFinAnn dataset demonstrate that 
the proposed model outperforms previous methods in terms of F1 value, thus confirming its 
effectiveness. The IATRF model effectively solves the problems of long-distance document context-
aware representation and cross-sentence argument dispersion. 



20051 

Mathematical Biosciences and Engineering  Volume 20, Issue 11, 20050–20072. 

Keywords: document-level event extraction; heterogeneous graphs; entity extraction; Graph 
Convolutional Networks; transformer 
 

1. Introduction  

Amid the swift advancement of social media, event extraction (EE) has emerged as a crucial 
component in monitoring and evaluating public opinion from social media information. The primary 
objective of EE is to derive structured data, such as time, place, and person, from textual data. This 
endeavor occupies a prominent niche within the realm of Natural Language Processing (NLP), and the 
extracted structured information can be utilized for various applications. These applications span 
knowledge graph construction [1,2], recommender systems [3,4], intelligent question answering [5,6], 
as well as other tasks [7–11] for more in-depth and precise analysis. 

Event extraction enables us to swiftly capture the essential elements and crucial information 
regarding public opinion events in social media data [12], facilitating a comprehensive understanding 
and analysis of these events. The extracted event information empowers decision-makers to promptly 
comprehend the focal point of public opinion and stay abreast of the development and impact of events 
in real-time. However, practical applications often encounter challenges, such as scattered argument 
entities across multiple sentences within a document, as well as limitations imposed by most existing 
EE models when it comes to text length. To broaden the scope of EE’s applicability [13,14], an 
increasing number of researchers are turning their attention to document-level event extraction (DEE). 
DEE proves particularly advantageous for monitoring public opinion on social media platforms. 
Recent statistics indicate a growing proportion of public opinion focusing on the food and cosmetic 
industries [15–17], highlighting the critical role of DEE in analyzing harmful public opinion 
specifically related to food and cosmetic products. Moreover, the abundance of unstructured and 
ambiguous textual data available on internet platforms poses challenges for processing of extensive 
news articles. The key lies in transforming these text-based data into structured information that can 
be efficiently queried [18]. Given this context, the significance of DEE becomes even more prominent. 

Figure 1 illustrates an example of document-level event extraction. In fact, a document can 
encompass multiple event records, and an entity can serve multiple parameter roles. It’s also possible 
for event records to be missing certain event arguments. The first challenge is the effective capture of 
event information that spans multiple sentences [19]. Considering entities are distributed throughout 
multiple sentences within a document, it’s imperative for the model to comprehensively grasp the 
contextual information to extract them accurately. The second challenge is that previous models use a 
predefined order to extract event parameters while neglecting to dynamically adjust the order based on 
the importance of the parameter roles. Such a rigid extraction approach might falter when faced with 
the diverse order and relevance of various arguments in individual events. Furthermore, the 
relationships and interactions between multiple arguments are instrumental in determining argument 
roles. Regrettably, many current methods tend to neglect this crucial detail. To tackle these issues, we 
propose the Reciprocal Feedback Argument Extraction strategy, which seeks to enhance the 
performance of previous methods. 
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Figure 1. Examples of event extraction. 

To address the aforementioned challenges, this paper presents an improved model based on the 
GIT model. The key to enhancing the accuracy of event extraction in DEE lies in incorporating 
dispersed contextual information. Therefore, we propose a novel document-level opinion event 
extraction model called IATRF, which integrates contextual semantics. This model constructs a 
Heterogeneous Graph that incorporates entities and sentences at multiple granularities. By leveraging 
the Graph Convolutional Network (GCN) [20], we obtain entity and sentence representations with 
contextual awareness at the document level. This approach effectively addresses the issue of long-
distance dependencies between entity mentions in documents. For handling multiple event types, we 
employ a transformer classifier for multi-label classification to enhance the predictive ability of the 
classifier and enable event detection for multiple event types. Instead of extracting arguments in a 
predefined role order, the argument recognition process utilizes the knowledge of already extracted 
arguments to determine the roles of difficult-to-decide arguments individually. By leveraging the 
newly acquired information, it improves the decisions of previously extracted arguments. This 
interactive feedback process allows for the efficient utilization of argument relations, enabling a better 
understanding of sentences and improving the extraction of event arguments. As a result, it leads to a 
correctly extracted structured representation of events and provides a more effective solution to the 
problem of event thesis element fragmentation. 

The contributions of this paper are as follows: 
• We propose the Reciprocal Feedback Argument Extraction strategy, which utilizes knowledge 

of extracted argument roles in a descending order and improves the accuracy of argument extraction 
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through a feedback process. 
• For handling multiple event types, we introduce a transformer classifier for multi-label 

classification, effectively achieving event detection and enhancing the predictive ability of the classifier.  
• The model IATRF in this paper has been extensively experimented on the DEE benchmark, and 

a series of experiments on our own dataset COSM and the publicly available dataset ChFinAnn 
confirms the validity of our proposed methodology, which outperforms the existing Sota on F1. 

2. Related works 

In earlier research, scholars endeavored to represent the semantic information of text using low-
dimensional dense vectors, which encode words, sentences, or entire documents. The composition of 
a document’s semantics determines its overall semantic representation. Therefore, we will analyze 
typical models and methods for event extraction that obtain semantic representations at three different 
levels: words, sentences, and documents [21–23]. Word2vec [24], a word vector method proposed by 
the Google team, allows semantically similar texts to acquire similar embedding representations. The 
GloVe model [25] leverages co-occurrence matrices to capture word semantics comprehensively. On 
the other hand, the ELMo model [26] dynamically adjusts word vectors based on context, effectively 
addressing the issue of polysemous words; however, it does not fully exploit contextual information. 
The BERT model [27], which utilizes the Bidirectional Transformer [28] language model, combines 
contextual semantics with a masking approach for training, resulting in more expressive word vectors. 
Moreover, Liu et al. [29] used local features of arguments to enhance role classification, marking the 
first time that entity recognition and argument extraction were studied as a joint learning task. 

Although the aforementioned methods have advanced trigger word recognition and argument 
extraction tasks [30], they fall short in capturing semantic associations between arguments and trigger 
words [31], as well as between trigger words and event types within a sentence. Relying solely on local 
features such as word-level semantics [32] is inadequate, necessitating the acquisition of contextual 
semantic representations at the sentence level. Chen et al. [33] proposed dynamic multi-pooled 
Convolutional Neural Networks (CNN) [34] to extract sentence-level clues, employing dynamic pooling 
layers to preserve more information about event trigger words and arguments. Nguyen et al. [35] learned 
sentence representations using a structure based on bidirectional Recurrent Neural Networks (RNN) [36], 
utilizing memory vectors and memory matrices to store information related to trigger words, arguments, 
and their dependencies. Liu et al. [37] extracted multiple candidate trigger words and arguments from 
sentences, establishing connections through syntactic relations and employing the Graph Attention 
Network (GAT) to model graph information. This approach successfully addresses the issue of 
sequential modeling models’ inefficiency in capturing long-range dependencies. To tackle the problem 
of entities assuming different roles in different events, Yang et al. [38] separated the prediction of 
arguments and prediction of argument roles tasks, effectively resolving role overlapping. Inspired by 
Machine Reading Comprehension (MRC) research, EE based on the MRC framework has garnered 
increasing attention. Du et al. [39] extracted trigger words and arguments by defining problem 
templates for trigger words and event roles in the form of fragment extraction. Liu et al. [5] introduced 
an unsupervised question generation method that avoids generating semantically insufficient template-
based questions. Zhou et al. [40] employed a dyadic question and answer approach, enabling the model 
to comprehend the semantics of roles. Questions were formulated not only about argument roles but 
also about the arguments themselves. This MRC approach addresses data scarcity and facilitates 
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parameter sharing when extracting different arguments. Thus, existing EE research predominantly 
focuses on datasets containing trigger words. However, in certain chapters, events may lack obvious 
trigger words or even lack trigger words altogether. Consequently, the commonly used trigger word-
based SEE approach does not perform effectively in DEE [41]. 

Compared to SEE, DEE faces two major challenges: dealing with widely distributed arguments 
and recognizing multiple events [42]. As a result, extracting event arguments in a single sentence often 
leads to incomplete results. To overcome this challenge, DEE models need to have a comprehensive 
understanding of the connections between various levels of information in a document, as well as the 
features extracted from event arguments [43]. Yang et al. [44] proposed the DCFEE model, which 
extracts trigger words and arguments in a sentence-by-sentence manner. They used CNN to classify 
each sentence as critical or non-critical. To obtain complete event arguments, they proposed an 
argument complementation strategy that retrieves arguments from surrounding sentences to 
complement the ones in the key event sentence. However, this method is simplistic, and it fails to 
eliminate errors in the entity recognition stage. Zheng et al. [45] transformed argument recognition 
into a path expansion subtask based on the directed acyclic graph of entities to solve the problems of 
argument dispersion and multiple events. However, relying solely on the fusion of Transformer 
sentences and entities is insufficient, and the Transformer model struggles to capture internal 
dependencies when event arguments appear in different sentences. Xu et al. [46] introduced the Tracker 
module to model the relationship between events, store decoded event information, and decode 
information for other event arguments. Yang et al. [47] proposed a multi-granularity decoder to extract 
all events in parallel. They also need to be capable of combining relevant arguments across sentences 
and recognizing multiple event types in a document. Researchers are beginning to use GCN to reason 
about intra- and inter-sentence relationships and have made some progress in extracting sentence 
relationships. To address these challenges, DEE requires models that can integrate document-level 
information while capturing multiple events across multiple sentences [48,49]. Huang et al. [50] 
converted each document into an undirected graph based on sentence relationships, dividing the graph 
into subgraphs representing sentence communities. Event classification and argument recognition 
tasks are then performed within each sentence community. Hu et al. [51] aimed to identify role 
arguments of a specific event type in a document. They employed a role-knowledge oriented approach 
to enhance the interaction between roles and templates. Overall, these approaches address the 
challenges of DEE by incorporating various strategies such as sentence classification, argument 
complementation, path expansion, and role-knowledge orientation. While some approaches have 
attained notable success, existing methods for DEE tasks rely on predefined event role orders for 
argument detection without considering the correlations between event roles or overlooking the overall 
information of the document. As a result, there is still a need for improvement in effectively capturing 
cross-sentence event relationships. 

3. Approach 

The structure of the model in this paper is shown in Figure 2 and consists of four main 
components: 1) Entity Extraction. Sentences of a document are fed into the encoder to obtain a 
contextual representation, and then the entity information is extracted through the Conditional Random 
Field (CRF) [52] layer; 2) Heterogeneous Graph for Entity Interactions. A global heterogeneous graph 
is constructed, including document nodes (D), sentence nodes (S) and entity nodes (E), so as to realize 
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richer interaction representations between different relationship nodes. The global interaction 
information between them can be captured based on GCN. 3) Event Types Detection. After obtaining 
document-aware representations of entities and sentences, a Transformer classifier is introduced to 
detect event types and perform multi-label categorization; 4) Reciprocal Feedback Argument 
Extraction. The decoding module is used to extract the event records, sort on the already extracted 
argument roles, utilize this feedback process to determine the arguments efficiently, and store the 
information of the event records into the global storage. 

 

Figure 2. The overall architecture of the proposed model. 

3.1. Entity extraction 

In this paper, the model represents each document as a sequence of sentences. First, each 
document is divided into multiple sentences 𝐷 ൌ ሼ𝑠ଵ, 𝑠ଶ, ⋯ , 𝑠ேሽ . And entity recognition can be 
considered as a sequence tagging task. In this paper, we use the model transformer to encode the 
documents and obtain the contextual information embeddings for both sentences and the entire documents: 

ሼ𝑇௪೔,భ
, 𝑇௪೔,మ

, 𝑇௪೔,య
, ⋯ , 𝑇௪೔,ೕ

ሽ ൌ Transformerሺ𝑆ଵ, 𝑆ଶ, 𝑆ଷ, ⋯ 𝑆ேሻ     (1) 

where 𝑇௪೔,ೕ
 is a vector sequence of document transformations, 𝑤𝑖,𝑗∈ℝௗೢ, 𝑖 is the number of tag types, 

𝑗  is the length of sentences, 𝑑௪  is the embedding size, ℝ  is the trainable matrix, and 𝑁  is the 
maximum number of sentences. The word representation of Transformer is the sum of corresponding 
tags and positional embeddings, and the range of entities and their types can be accurately identified 
by way of labeling BIO tags. However, when the Transformer model is applied to perform the sequence 
labeling task, the highest rated tags may be misclassified. To cope with these problems, this paper 
adopts the CRF layer for entity recognition. Incorporating the CRF layer into the model of this paper 
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aims to improve the effectiveness of document entity recognition. In this stage, firstly, embedding 
representations are provided for each word. Then the state features of the sequence are learned and the 
scores are input into the CRF layer to obtain the transfer score matrix 𝑻ሺ𝑻 ∈ ℝ௠ൈ௡ሻ, the operation is 
as follows: 

𝑻 ൌ CRFሺ𝑇௪೔,భ
, 𝑇௪೔,మ

, ⋯ , 𝑇௪೔,ೕ
ሻ       (2) 

Then the possible tag sequence scores are calculated: 

𝑠𝑐𝑜𝑟𝑒 ൌ ∑ 𝐹௜,௬೔
൅ ∑ 𝑇௬೔,௬೔శభ

௡ିଵ
௜ୀଵ

௠
௜ୀଵ        (3) 

where 𝐹௜,௬೔
 is the score of label 𝑦௜ for the 𝑖-th label in the sequence, and 𝑇௬೔,௬೔శభ

 denotes the score of 
the transition from label 𝑦௜ to 𝑦௜ାଵ. For training, we minimize the following losses: 

𝐿𝑜𝑠𝑠௡௘௥ ൌ െ ∑ log 𝑃ሺ𝑦௦|𝑠ሻ௦∈஽        (4) 

where 𝑦௦ is the golden tag sequence of 𝑠, 𝑃 is the score of the golden tag sequence, and 𝑠 is the 
predicted tag sequence. In order to obtain the best probabilistic results for full text sentences, this paper 
applies the Viterbi algorithm, by which we can decode the labeled sequences with maximum probability. 

3.2. Heterogeneous graph for entity interactions 

In DEE tasks, event arguments are often scattered between multiple sentences. In order to create 
associations between different sentences and the entities within them to model the complex interactions 
between different mentions in a document and to enhance the connection between document and entity 
information. This is essential to solve the problem of long-distance dependencies between entities 
within a document. We construct a heterogeneous graph in this study to enable cross-sentence 
information transfer so that the model can understand the context more comprehensively. This 
heterogeneous graph consists of entity nodes and sentence nodes. For entity nodes, since an entity 𝑒 
may contain multiple tokens, an average pooling strategy is used to obtain an initialized representation 
of that entity node: 

ℎ௘ ൌ 𝑀𝑒𝑎𝑛𝑃𝑜𝑜𝑙𝑖𝑛𝑔ሺሼ𝑡௜ሽ௜∈௘ሻ       (5) 

where ℎ௘ denotes the entity node. Similarly, for a sentence node, the initialized representation of the 
sentence node is obtained by using the maximum pooling strategy for the tokens in the sentence and 
adding the position code of the sentence: 

ℎ௦೔
ൌ 𝑀𝑎𝑥𝑃𝑜𝑜𝑙𝑖𝑛𝑔ሺሼ𝑡௝ሽ௝∈௦೔

ሻ ൅ 𝑆𝑒𝑛𝑡𝑃𝑜𝑠ሺ𝑠௜ሻ      (6) 

where ℎ௦೔
  denotes the sentence node. When constructing edges, the following rules are used to 

constitute 5 types of edges: 1) Sentence-Sentence Edge (S-S Edge): connects all sentence nodes. By 
establishing a long-distance dependency between any two independent sentences in a document, the 
S-S Edge captures the relationship between sentences. 2) Sentence-Entity Edge (S-E Edge): connects 
sentence nodes with entity nodes within the same sentence. The S-E Edge models the context of entity 
mentions in the sentence by connecting the sentence to all entity mentions within it. 3) Intra-Entity-
Entity Edge (Intra-E-E Edge): connects all entity nodes within the same sentence. By linking different 
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entity mentions within a sentence, the Intra-E-E Edge indicates that these mentions may be related to 
the same event. 4) Inter- Entity-Entity Edge (Inter-E-E Edge): connects mentions of the same entity in 
different sentences. It helps track all occurrences of a specific entity in a document, facilitating the 
extraction of long document events. 5) Document-Node (D-N Edge): connects all other nodes to the 
document node through document edges. By enabling the document node to pay attention to 
information from all other nodes, it facilitates interaction between documents, sentences, and entity 
mentions. Moreover, centering on document nodes allows for better modeling of long-distance 
dependencies. GCN is applied on the global graph to aggregate features from the neighborhood. Given 
node 𝑢 at layer 𝑙-th, the operation of graph convolution: 

ℎ௨
ሺ௟ାଵሻ ൌ 𝜎 ൬∑ ∑ ଵ

௖ೠ,ೖ
𝑊௞

ሺ௟ሻℎ௩
ሺ௟ሻ ൅ 𝑏௞

ሺ௟ሻ
௩∈ேೖሺ௨ሻ௞∈௄ ൰      (7) 

where 𝐾  are different types of edges, 𝑊௞
ሺ௟ሻ ∈ ℝௗൈௗ  and 𝑏௞

ሺ௟ሻ ∈ ℝௗ  are trainable parameters, ℎ௩
ሺ௟ሻ 

denotes the representation of the 𝑣 -th word after the 𝑙 -th layer of GCN, and 𝑁௞ሺ𝑢ሻ  denotes the 
neighbors of node 𝑢 connected in the 𝑘-th type of edges. 𝜎 is the Relu activation function. Different 
layers of GCN express different abstraction levels of features. Therefore, in order to cover all levels of 
features, the model in this paper connects the hidden states of each level to form the final representation 
of node 𝑢: 

ℎ௨ ൌ ቂℎ௨
ሺ଴ሻ; ℎ௨

ሺଵሻ; ⋯ ; ℎ௨
ሺ௅ሻቃ        (8) 

where 𝐿 is the number of layers of the GCN, and ℎ௨
ሺ଴ሻ is the initial representation of the node 𝑢 shown. 

After this stage, a document-level context-aware entity representation 𝐸 ൌ ሾ𝑒ଵ
ᇱ , ⋯ , 𝑒ே೐

ᇱ ሿ ∈ ℝௗ೘ൈே೐ and 
a sentence representation 𝑆 ൌ ሾ𝑠ଵ

ᇱ , ⋯ , 𝑠ேೞ
ᇱ ሿ ∈ ℝௗ೘ൈேೞ are obtained, 𝑁௘ is the number of different entity 

mentions number and 𝑁௦ is the number of sentences. 

3.3. Event types detection 

Multiple events can exist in a single document, making it more appropriate to consider this task 
as a multi-label classification problem. Global feature vectors alone may not fully capture the 
granularity of the semantics in a document. Therefore, we adopt an approach that combines local and 
global features generated by the transformer model. We add a fully connected layer at the end to 
enhance the prediction accuracy of the classifier for text classification. Specifically, the input text first 
goes through an embedding layer. Then, it is passed into a multi-layer Transformer encoder for feature 
extraction, which generates hidden state representations for all time steps. These hidden state 
representations are then converted into a fixed-size feature vector using a global pooling layer. Finally, 
classification is performed by the fully connected layer. The event type classifier model’s structure is 
depicted in Figure 3. The classifier takes a text file as input. The output from the transformer is received 
by the classification header, which generates the predicted category labels. 
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Figure 3. Architecture diagram of transformer classification model. 

After the previous step, the feature matrix 𝑆 of the sentence is obtained, and the multi-headed 
attention mechanism is used to further explore the perceptual degree of the sentence to the event: 

ℎ𝑒𝑎𝑑௜ ൌ 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛൫𝑄𝑊௜
ொ, 𝐾𝑊௜

௄, 𝑉𝑊௜
௏൯       (9) 

𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑ሺ𝑄, 𝐾, 𝑉ሻ ൌ 𝐶𝑜𝑛𝑐𝑎𝑡ሺℎ𝑒𝑎𝑑ଵ, … , ℎ𝑒𝑎𝑑௛ሻ𝑊଴      (10) 

where the perceived degree of the event type is used as query and the feature matrix S of the sentence 
is used as both key and value. Denoting the output of each sentence S after the multi-headed self-
attentive mechanism as 𝑀 ൌ ൛𝑚௜,ଵ, 𝑚௜,ଶ, … , 𝑚௜,ேೞ

ൟ, the vector representation of the document can be 
obtained as： 

𝐷௜ ൌ 𝑀𝑎𝑥𝑃𝑜𝑜𝑙𝑖𝑛𝑔൛𝑚௜,ଵ, 𝑚௜,ଶ, ⋯ , 𝑚௜,ேೞ
ൟ      (11) 

Afterwards, a multi-layer transformer network can be used to obtain the document vector with 
the full exchange of text information. After the computation of multi-headed attention on 𝑆 , the 
computed results are fed into the classifier for classification. Denote 𝑉 the set of all event types, for 
any event type 𝑣 ∈ 𝑉, a trainable fully connected layer 𝑊௩ is defined to classify the document vector 
𝐷 ൌ ሼ𝐷ଵ, 𝐷ଶ, ⋯ , 𝐷ேሽ. The probability of triggering event type 𝑣 is 𝑝ሺ௩ሻ ∈ ℝே೟ൈଶ. 

𝑝ሺ௩ሻ ൌ log 𝑠𝑜𝑓𝑡𝑚𝑎𝑥ሺ𝐷 ∙  𝑊௩ሻ ∈ ℝே೟ൈଶ      (12) 

where 𝑊௩ ∈ ℝௗ೘ is a trainable parameter. A 𝑙𝑎𝑏𝑒𝑙௧,௩ ∈ ℝே೟ൈଵ can be generated for all 𝑣 ∈ 𝑉 using 
the real situation of events. Finally, the cross-entropy loss function of the event type detection module is: 

𝐿𝑜𝑠𝑠ௗ௘௧௘௖௧ ൌ ∑ ଵ

ே೟
∑ െ ln ൬𝑃

௜,௟௔௕௘௟೟,ೡ
೔

ሺ௩ሻ ൰ே೏
௜ୀଵ௩∈௏       (13) 

3.4. Reciprocal Feedback Argument Extraction 

Multiple events can exist in a document, and each event may have multiple event arguments. 
Furthermore, the same argument can serve as a role for different events. However, existing methods 
largely overlook the relationships and interactions among these multiple events. Previous approaches 
extract the arguments either simultaneously or in a pre-defined role order, without considering the 
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impact of the extraction order on the roles of the arguments. 

 

Figure 4. Reciprocal Feedback Argument Extractor. 

We propose the Reciprocal Feedback Argument Extraction strategy to extract event arguments, 
as illustrated in Figure 4. This strategy involves sorting the already extracted argument roles in 
descending order, traversing the sorted arguments, and processing the corresponding event roles. The 
feedback process is carried out iteratively. In each iteration, we provide forward feedback based on the 
knowledge of the previously extracted argument roles, as well as backward feedback based on newly 
acquired information. This iterative process facilitates the transfer and interaction of information 
between the argument roles, thereby enhancing the decision-making and extraction accuracy of the 
arguments. Feedback representation of the argument roles: 

𝑟௜
௖ ൌ ୣ୶୮ ሺௐ್.୲ୟ୬୦ሺௐೌ ሾ௛೔;௨೎ሿሻሻ

∑ ୣ୶୮ ሺௐ್.୲ୟ୬୦൫ௐೌ ൣ௛ೕ;௨೎൧൯ሻ೙
ೕసభ

        (14) 

where ℎ௜, ℎ௝ are each hidden layer state, using the trainable vector 𝑢௖ to represent the features of its 
roles, 𝑟௜

௖ is the attention score corresponding to the list of theoretical argument roles, and 𝑊௔, 𝑊௕ 
are the trainable matrices. 

The updated list of roles is obtained by sorting according to the updated scores 𝑟௜
ᇱ ൌ ሼ𝑟ଵ

ᇱ, 𝑟ଶ
ᇱ, … , 𝑟௡

ᇱሽ. 
In this way, in each iteration, the roles are sorted according to their scores. It can ensure that the high 
scoring argument roles are prioritized in the next iteration, thus further improving the decision and 
extraction accuracy of the arguments. In identifying the argument of the 𝑘 role of the event, a new 
representation of the entity is obtained for each entity by adding the role name embedding: 

𝐸ത ൌ 𝐸 ൅ 𝑅𝑜𝑙𝑒௞         (15) 

where 𝑅𝑜𝑙𝑒௞ refers to the embedding of the 𝑘 role name, and 𝐸 ഥ is the new entity feature matrix. 
Then we decode event arguments by performing path extensions on the argument role extraction. Also, 
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in order to model the dependencies between events and extract event records for specific event types, 
we decode the records with an expanded tree. Starting from the virtual root node, multiple branches 
might be generated during the node expansion due to the possible existence of multiple eligible entities 
for the event roles. In this way, each path can be considered as a set of arguments of this event. For an 
event-argument path consisting of a sequence of entities, the entities in the route are stitched together 
to obtain a representation of the path 𝑃௜ ൌ ሾ𝐸௜భ

, … , … , 𝐸௜೐
ሿ, which is encoded using the Bi-directional 

Long Short-Term Memory (BiLSTM) [53], adding the embedding transformation of the event type 
into a vector 𝑇 and a sentence feature vector 𝑆, which are stored in global storage 𝐺 ,which is shared 
among the different event types. They are then stitched together and input into Transformer to obtain 
a new entity feature matrix 𝐸ᇱ ∈ ℝௗ೘ൈ|க|. 

ሾ𝐸ᇱ, 𝑆ᇱ, 𝑃௜
ᇱ, 𝐺ᇱሿ ൌ 𝑇𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑒𝑟ሺሾ𝐸ത, 𝑆, 𝑃௜, 𝐺ሿሻ      (16) 

For each argument role domain 𝑅 under each event type, the model predefines a trainable fully 
connected layer 𝑊௥ to bifurcate the candidate arguments composed of all entities 𝐸ത and determine 
whether to extract the candidate arguments into the current argument role domain. 

𝑃௘ ൌ 𝐹𝐹𝑁ሺ𝐸ᇱሻ         (17) 

Minimize the following losses during training: 

𝐿𝑜𝑠𝑠௥௘௖௢௥ௗ ൌ െ ∑ ∑ log 𝑃ሺ𝑦௧
௡|𝑛ሻ|௘|

௧ୀଵ௡∈ேೂ
      (18) 

where 𝑁ொ is the set of nodes in the path and 𝑦௧
௡ refers to the gold label. 

3.5. Training 

The total loss of the model in this paper is shown: 

𝐿𝑜𝑠𝑠௔௟௟ ൌ 𝜆ଵ𝐿𝑜𝑠𝑠௡௘௥ ൅ 𝜆ଶ𝐿𝑜𝑠𝑠ௗ௘௧௘௖௧ ൅ 𝜆ଷ𝐿𝑜𝑠𝑠௥௘௖௢௥ௗ      (19) 

where 𝜆ଵ, 𝜆ଶ, 𝜆ଷ are hyperparameters, 𝐿𝑜𝑠𝑠௡௘௥ is the loss of entity extraction, 𝐿𝑜𝑠𝑠ௗ௘௧௘௖௧ is the loss 
of event type detection, 𝐿𝑜𝑠𝑠௥௘௖௢௥ௗ  is the loss of event record extraction, and then the model is 
optimized as a whole by selecting an optimizer and setting a reasonable learning rate to train the model 
to achieve the document-level event extraction task. 

4. Results and discussion 

4.1. Data set 

We utilize the individually constructed cosmetic event information from the cosmetic domain to 
create our experimental dataset, named COSM. The self-constructed dataset consists of three 
predefined event types: Adverse Reactions (AR), Invest (IV), and Cooperate (CP). Table 1 provides 
detailed information about the COSM dataset. In addition, we also utilize a public dataset in this paper, 
which is derived from the Chinese document-level financial event dataset ChFinAnn [35]. This dataset, 
provided by Doc2EDAG, comprises 32,040 documents and 35 event elements. These event elements 
span five types of events: Equity Freeze (EF), Equity Repurchase (ER), Equity Underweight (EU), 
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Equity Overweight (EO), and Equity Pledge (EP). Approximately 30% of the articles involve multiple 
events. To conduct our experiments, we divide the dataset into a training set, a validation set, and a 
test set in an 8:1:1 ratio. 

Table 1. COSM dataset description. 

Event AR IV CP 
Statistics 862 1335 1104 

4.2. Experimental environment 

In this paper, the following parameter settings are used on both datasets. The encoder for the 
sentence-level entity extraction model is an 8-layer transformer. The sentence input length is set to 128, 
with a total of 64 sentence inputs. The dimension of the hidden layer and the fully connected layer 
are 768 and 1024. Additionally, the model utilized 3 GCN layers. The training batch size is set to 64, 
and the training process run for 100 epochs. The learning rate is set to 10ିସ, 𝜆ଵ is set to 0.05, 𝜆ଶ 
and 𝜆ଷ are set to 1. The optimizer used in this study is Adam [54], with a learning rate of 3 ൈ 10ିହ. 

The following evaluation criteria were used in this paper. Specifically, for all golden events in 
each chapter, the predicted events with the same event type and the highest number of correct roles 
and arguments were found using a non-relaxation approach. This is used as the model’s prediction 
result to calculate precision (P), recall (R), and F1 measure (F1 score). Since the event type usually 
includes multiple actors, the Micro-F1 value at the actor level is calculated as the final metric.  

To determine the optimal parameter values, the relationship between epochs and loss values is 
depicted in Figure 5. Throughout the training process, the model demonstrates commendable 
performance on both the ChFinAnn and COSM datasets, with notable improvements achieved after 
approximately 90 epochs. As the number of epochs increases further, the training and validation loss 
values gradually stabilize. This observation suggests that our model has successfully converged to a 
stable state. 

 

Figure 5. The loss curves of ChFinAnn and COSM datasets. 
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4.3. Experimental results 

4.3.1. Single event and multi-event results 

In order to validate the performance of our model, we performed a comparative analysis of several 
baseline models of the DEE task:  

•DCFEE [44] reduces the DEE task to a SEE task by extracting arguments from specific core 
sentences while looking for missing arguments in neighboring sentences. The model is divided into 
two versions: DCFEE-S, which extracts arguments from a single key sentence, and DCFEE-M, which 
generates various potential combinations of arguments based on distance.  

•Doc2EDAG [45] uses different converters to obtain sentence and entity embeddings and fuse 
entity and sentence information to convert the theorem recognition task into an entity-based path 
extension task that populates the event table.  

•GreedyDec: A simple decoding baseline model of Doc2EDAG that only greedily populates an 
event table entry by using identified entity roles to verify the necessity of end-to-end modeling.  

•GIT [46]: The model designs a Heterogeneous Graph Interaction Network to describe the global 
interactions between sentences. In order to reduce the complexity of extracting relevant events, an 
additional Tracker module is introduced to record the extracted events.  

•IATRF (ours): Using Heterogeneous Graph to strengthen the connection between document and 
entity information, entity and sentence representations with document-level context-awareness are 
obtained by GCN. Reciprocal Feedback Argument Extraction is introduced to achieve argument 
extraction, and a Transformer classifier is used for multi-label classification. 

For the validation of the effect of multiple events at the document level, we categorize the 
ChFinAnn dataset into single events (S.) and multiple events (M.). We label the event types based on 
the document index, and when a document involves only one event type, we label it as a single event. 
On the contrary, if the document involves multiple events of the same or different types, we label it as 
a multiple event. See Table 2 for experimental results. 

Table 2. F1 scores on single-record (S.) and multi-record (M.) sets. 

Model EF ER EU EO EP Overall 

S.  

(%) 

M.  

(%) 

S.  

(%) 

M.  

(%) 

S.  

(%)

M.  

(%) 

S. 

(%) 

M.  

(%) 

S.  

(%) 

M.  

(%) 

S.  

(%) 

M.  

(%) 

DCFEE-S 55.7 38.1 83.0 55.5 52.3 41.4 49.2 43.6 62.4 52.2 69.0 50.3 

DCFEE-M 45.3 40.5 76.1 50.6 48.3 43.1 45.7 43.3 58.1 51.2 63.2 49.4 

Greedy-Dec 74.0 40.7 82.2 50.0 61.5 35.6 63.4 29.4 78.6 36.5 77.8 37.0 

Doc2EDAG 79.7 63.3 90.4 70.7 74.7 63.3 76.1 70.2 84.3 69.3 81.0 67.4 

GIT 81.9 65.9 93.0 71,7 82.0 64.1 80.9 70.6 85.0 73.5 87.6 72.3 

IATRF 83.5 67.2 94.8 73.1 83.6 65.5 82.5 72.0 86.4 74.8 88.6 73.7 

From the above tables we can conclude the following:  
• It is evident that the F1 scores for both IATRF and the comparison models are lower for multi-

event extraction compared to single-event extraction. This suggests that extracting multiple events in 
document-level event extraction poses a greater challenge, resulting in significantly lower overall 
performance for all models. 
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• In terms of performance improvement, IATRF exhibits a 1.0% and 1.4% increase in F1 scores 
for single and multiple events, respectively. The entity-oriented approach utilized in this paper 
incorporates GCN to model document, sentence, and entity features. This methodology effectively 
captures long-range dependencies between different nodes in a document and aggregates interaction 
information through GCN, ultimately yielding context-aware representations of entities and sentences 
at the document level. Consequently, it performs better in multi-event extraction scenarios.  

• By employing the Reciprocal Feedback Argument Extraction strategy, IATRF demonstrates 
improved F1 scores compared to the GIT model for both single and multiple events across various 
event types. This strategy leverages previously extracted argument knowledge to determine the roles 
of challenging arguments individually. Additionally, the incorporation of event role-specific 
information and event type information into the entity representation allows for sharing of such 
information across event types, leading to more accurate event role predictions. Furthermore, the 
introduction of a Transformer classifier enhances event detection accuracy, particularly when 
extracting events in multi-event records. 

4.3.2. Results for different event types and cross-sentence event records 

This experiment compares the five baseline models described with the IATRF model across all 
event types, and the results are presented in Table 3. 

Table 3. F1 scores for the five event types in the ChFinAnn dataset. 

Model EF (%) ER (%) EU (%) EO (%) EP (%) Overall (%)
DCFEE-S 46.7 80.0 47.5 46.7 56.1 60.3 
DCFEE-M 42.7 73.3 45.8 44.6 53.8 56.6 
Greedy-Dec 57.7 79.4 51.2 50.0 54.2 61.0 
Doc2EDAG 71.0 88.4 69.8 73.5 74.8 77.5 
GIT 73.4 90.8 74.3 76.3 77.7 80.3 
IATRF 74.9 92.8 75.7 77.8 79.3 81.9 

To verify the effectiveness of IATRF in capturing cross-sentence information. The average 
number of sentences involved in the records of each document in the dataset ChFinAnn is first 
calculated sorted in ascending order. Then they are divided into four groups of equal size I/II/III/IV. 
The experimental results are shown in Table 4. 

Table 4. F1 scores on four sets with growing average number of involved sentences for records. 

Model Ⅰ (%) Ⅱ (%) Ⅲ (%) Ⅳ (%) 
DCFEE-S 64.6 70..0 57.7 52.3 
DCFEE-M 54.8 54.1 51.5 47.1 
Greedy-Dec 67.4 68.0 60.8 50.2 
Doc2EDAG 79.6 82.4 78.4 72.0 
GIT 81.9 85.7 80.0 75.7 
IATRF 83.5 87.3 81.6 77.2 
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The conclusions drawn from the above tables are as follows: 
• Table 3 demonstrates the superior performance of IATRF compared to the baselines. The proposed 

approach consistently outperforms all the baselines, exhibiting an overall F1 improvement of 1.6% when 
compared to GIT. Specifically, IATRF achieves F1 scores improvements of 1.5%, 2.0%, 1.4%, and 1.5% 
across the five event types EF, ER, EU, EO, and EP, respectively. The success of IATRF can be 
attributed to its effective modeling of global interactions and interdependencies. 

• Table 4 reveals that when compared to the GIT model, IATRF exhibits F1 scores improvements 
of 1.6%, 1.6%, 1.6%, and 1.5% for event records I to IV, respectively. By incorporating GCN, IATRF 
effectively avoids the challenge of extracting event information across multiple sentences and 
enhances the extraction of exchanged text information between sentence events by considering 
contextual semantics. The five types of edges constructed by IATRF play a vital role in extracting 
event records involving multiple sentences, consequently improving the efficacy of event extraction. 

4.3.3. Experimental results on the Cosm dataset 

To validate the comprehensiveness of our proposed model, we performed experiments on our 
self-constructed dataset COSM and compared it with the five baseline models. The experimental 
results are presented in Table 5. 

Table 5. Experimental results on the Cosm dataset. 

Model P (%) R (%) F1 (%) 
DCFEE-S 59.4 57.3 58.1 
DCFEE-M 62.2 59.7 61.8 
Greedy-Dec 61.3 60.2 59.9 
Doc2EDAG 74.8 71.9 73.4 
GIT 81.1 80.3 79.8 
IATRF 83.6 81.4 82.5 

The experimental results demonstrate that our model also achieves superior performance on the 
self-constructed dataset COSM. Notably, there is a substantial increase in P scores and R scores by 2.5% 
and 1.1% respectively. Moreover, we observe a remarkable improvement of 2.7% in F1 scores. This 
further validates the effectiveness of our proposed method in extracting opinion information about 
cosmetic events from social media. 

4.4. Ablation study 

4.4.1. Event record extraction experiments 

In this section, we set up two different ablation experiments to verify the effect of IATRF. The “-
Path” experiment indicates the removal of path information from the event record. The “-Global 
storage” experiment clears the information interaction among event records of different types. By 
employing these specific settings, we are able to assess the influence of path information records and 
the global storage module on event record extraction. 
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Table 6. Performance of event record extraction experiment. 

Model P (%) R (%) F1 (%) S. (%) M. (%) 

IATRF 83.9 80.0 81.9 88.6 73.7 

-Path 83.2 79.5 81.3 87.9 72.9 

-Global storage 82.9 78.2 80.5 87.5 72.2 

As indicated in Table 6, there has been an overall increase of 0.7% and 1.0% in P scores, a boost 
of 0.5% and 1.8% in R scores, and an improvement of 0.6% and 1.4% in F1 scores, respectively. This 
outcome underscores the effectiveness of storing records from various event types and facilitating 
global queries that can be shared across these types. By expanding the event record through path 
information, we enable better event role prediction and achieve more successful event extraction from 
multiple event records. 

4.4.2. Experiments with different classifiers 

We conduct ablation experiments to verify the effectiveness of the Transformer classifier on 
overall performance. In the “Only_Attention” experiment, we rely solely on the self-attentive 
mechanism as a classifier. By doing so, we are able to evaluate the importance of the Transformer 
classifier for event classification performance and assess how well the model, relying only on the self-
attention mechanism, performed on this task. In the “Only_Sigmoid” experiment, we use only the 
Sigmoid as the activation function while keeping the other components unchanged. This allows us to 
study the effect of using only the Sigmoid activation function on event classification performance. 
Through this analysis, we aim to understand the advantages and disadvantages of different activation 
functions for this task. Lastly, in the “Only_Linear” experiment, we use only the linear model as a 
linear classifier, without any activation function, while leaving the other components unchanged. This 
experiment enables us to evaluate the impact of a linear model without any activation function on event 
classification performance.  

Table 7. Experiments on the performance of different classifiers. 

Model P (%) R (%) F1 (%) S. (%) M. (%) 

IATRF 83.9 80.0 81.9 88.6 73.7 

Only_Attention 82.9 78.4 80.7 87.6 72.2 

Only_sigmoid 82.3 78.4 80.3 87.6 72.3 

Only_Linear 81.9 76.8 79.5 86.9 70.7 

According to the results presented in Table 7, it is evident that the inclusion of the transformer 
classifier yields the best performance, with overall F1 scores of 1.2%, 1.6%, and 2.4% higher than the 
other three classifiers, P scores of 1.0%, 1.6%, and 2.0%, and R scores of 1.6%, 1.6%, and 3.2%, 
respectively, and especially for multiple event types, the F1 scores are all higher than the other three 
classifiers. These findings highlight the pivotal role played by the transformer classifier in achieving 
event detection. By leveraging its ability to classify events with multiple labels, the predictive capability 
of the transformer classifier is significantly enhanced, resulting in more effective event detection. 
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4.4.3. Experiments with different sorting rules 

In this section, we establish various ordering rules. Previous approaches have either extracted 
arguments simultaneously or followed a predefined role order, without taking into account the impact 
of the extraction order on argument recognition. As illustrated in Figure 6, where “Regular” represents 
sorting in a fixed order, this ablation experiment clearly demonstrates the influence of argument role 
extraction order on argument recognition. It can be seen that overall P, R, and F1 scores improved 
by 2.0%, 3.1%, and 2.5% compared to sorting according to a fixed order, and that F1 scores 
improved by 1.9% and 2.9% in single and multiple events, respectively. Therefore, by introducing the 
Reciprocal Feedback Argument Extraction strategy and ranking the already-extracted argument roles, 
this bidirectional feedback process empowers us to effectively identify argument roles using the 
relationships between arguments, thereby enhancing the accuracy of argument extraction. 

 

Figure 6. Experiments on different sorting rules. 

4.4.4. Graphical Neural Network ablation experiment 

To investigate the impact of the heterogeneous graph, we conduct experiments by progressively 
removing one type of edge and ultimately eliminating the entire GCN. The results, presented in Table 8, 
demonstrate varying improvements in F1 values for different event records, labeled as I to IV. It is 
evident that the removal of the GCN leads to a significant decrease of 2.5% in records involving 
multiple sentences. This highlights the crucial role of the heterogeneous graph in enhancing cross-
sentence event extraction. Furthermore, the five types of edges play a vital role in effectively extracting 
textual information. The incorporation of document nodes, sentence nodes, entity nodes, and the 
construction of these diverse edges within the graph neural network strengthen the connection between 
document and entity information. This enables the model to better capture long-range document-aware 
representations, incorporate semantic context information, and ultimately enhance overall performance. 
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Table 8. F1 scores on ablation study for heterogeneous graph interaction network. 

Model F1 (%) Ⅰ (%) Ⅱ (%) Ⅲ (%) Ⅳ (%) 

IATRF 81.9 83.5 87.3 81.6 77.2 

-(S-S Edge) 80.5 82.5 87.1 79.5 74.9 

-(S-E Edge) 80.6 81.8 85.5 80.5 76.5 

-(Intra-E-E Edge) 80.8 82.9 85.8 80.2 75.2 

-(Inter-E-E Edge) 80.6 82.8 85.9 79.2 75.6 

-(D-N Edge) 80.5 82.5 87.1 79.5 74.9 

-Graph 79.9 81.7 85.8 79.6 74.7 

5. Case study and discussion 

This section presents a case study highlighting the functionality of our model. Following event 
type detection, we utilize an ordered spanning tree to decode documents that contain multiple event 
records. This enables us to extract event records of a specific type. Additionally, we perform parameter 
role recognition by dynamically adjusting the detection order based on the obtained vector 
representation and the labels of all candidate entities in the text. As illustrated in Figure 7, the event 
type identified in the document is “Invest” and resulting in the generation of two event records. The 
process of populating event records involves the analysis of six argument roles. Among them, “Invest 
Company” and “Invest Money” have two event arguments, while “BeInvested Company”, 
“BeInvested Brand” and “Date” each have one event argument. On the other hand, “Invest Rounds” 
does not possess any event arguments. During the event record population process, priority is given to 
identifying parameter roles associated with a higher number of parameters. Subsequently, emphasis is 
gradually shifted towards roles with fewer event parameters. In each iteration, we help identify a 
smaller number of argument parameters based on the parameters of the extracted argument roles. Such 
a dynamic ordering process allows information to be passed and interacted with each other between 
the argument roles. 

 

Figure 7. Cases generated by event records. 
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From the experimental results, we have made the following observations: Our model uses 
document nodes to effectively integrate information from the entire document. We also employ 
transformer classifiers, which allow for a more precise determination of the document’s topic. 
Moreover, when the dataset contains numerous event types, we implement dynamic ordering of 
argument roles for event parameter extraction. This involves giving priority to the more easily 
recognizable argument roles. This approach significantly enhances the model’s ability to handle 
complex documents. 

6. Conclusions 

To enhance the precision of event detection, we utilize heterogeneous graphs to represent the 
interactions between various entities in a document and capture its perceptual features. Our 
incorporation of the transformer classifier augments event classification precision. Additionally, we 
introduce the Reciprocal Feedback Argument Extraction strategy, tailored to dynamically order 
argument roles This approach leverages extracted argument knowledge to aid in identifying 
challenging argument roles that are difficult to recognize independently, thereby improving argument 
recognition accuracy. We undertook experiments in three distinct dimensions to attest to our approach’s 
efficacy: single event, multi-event, and cross-sentence event records, juxtaposing our findings against 
the benchmark model. This advantage is also demonstrated on the COSM dataset demonstrating the 
best results. Empirical findings reveal that IATRF surpasses the comparative model in performance 
across all event categorizations. It also solves the problems of meta-dispersion and multiple events in 
public opinion events more effectively. 

In our future research, we will consider syntactic structure and semantic roles in the context of 
linguistic features of opinion events. Semantic roles play a crucial role in identifying predicates within 
a sentence and determining their associated arguments. By assigning role labels to each argument, we 
can unveil the semantic relationships between different components within the sentence. To conduct a 
thorough event extraction study of opinion news, we will employ the method of semantic role analysis. 
This involves extracting the structure of the sentence based on predicate verb-centered argument 
elements, transforming them into specific semantic roles, and matching them with the event elements. 
This comprehensive approach aims to enhance the model’s performance by improving event 
extraction capabilities. 
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