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Abstract: DNase I hypersensitive sites (DHSs) are a specific genomic region, which is critical to 
detect or understand cis-regulatory elements. Although there are many methods developed to detect 
DHSs, there is a big gap in practice. We presented a deep learning-based language model for predicting 
DHSs, named LangMoDHS. The LangMoDHS mainly comprised the convolutional neural network 
(CNN), the bi-directional long short-term memory (Bi-LSTM) and the feed-forward attention. The 
CNN and the Bi-LSTM were stacked in a parallel manner, which was helpful to accumulate multiple-
view representations from primary DNA sequences. We conducted 5-fold cross-validations and 
independent tests over 14 tissues and 4 developmental stages. The empirical experiments showed that 
the LangMoDHS is competitive with or slightly better than the iDHS-Deep, which is the latest method 
for predicting DHSs. The empirical experiments also implied substantial contribution of the CNN, Bi-
LSTM, and attention to DHSs prediction. We implemented the LangMoDHS as a user-friendly web 
server which is accessible at http:/www.biolscience.cn/LangMoDHS/. We used indices related to 
information entropy to explore the sequence motif of DHSs. The analysis provided a certain insight 
into the DHSs. 
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1. Introduction 

DNase I hypersensitive sites (DHSs) are a specific genomic region in the chromatin, which is of 
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hypersensitivity to cleavage by the DNase I enzyme [1]. DHSs untie its condensed structure, which 
makes the DNA exposed and accessible to the regulatory proteins. DHSs are functionally associated 
with the cis-regulatory elements such as promoters, enhancers, suppressors, insulators, as well as locus 
control regions [2]. Thus, mapping DHSs is becoming one of the most effective methods to precisely 
identify the location of many different regulatory elements in specific, well-studied genes [3]. Genetic 
variations in DHSs were found to be implicated in a wide spectrum of common diseases and traits, 
including Alzheimer’s disease [4–8]. For example, DHSs were identified as driver distal regulatory 
elements in breast cancer, and were responsible for the aberrant expression of neighboring genes [9]. 

Identifying DHSs is of great interest to cis-regulatory element annotation. With advances in next-
generation sequencing, many high-throughput techniques have been developed to detect DHSs in the 
past decades [5,10–12], such as the Southern blot approach [13] and DNase-seq [14]. Zhang et al. [15] 
developed a DNase-seq procedure for genome-wide mapping of DHSs in Arabidopsis thaliana and rice, 
while Wang et al. proposed a modified DNase-seq for genome-wide identification of DHSs in plants [16]. 
These experimentally verified DHSs were collected to be deposited in several public databases for 
further exploration [1]. 

Although these high-throughput techniques have contributed much to the discovery of thousands 
of DHSs, they have two inherent limitations: they are expensive and laborious, which make them 
insufficient to complete the challenging task of detecting DHSs from tremendous volumes of genomes. 
Computational identification is another routine to detect DHSs. The computational identification is 
defined as computational models or functions which are able to predict DHSs after they are trained by 
known DHSs. Computational identification is extremely cheaper and faster than high-throughput 
techniques for DHSs detection, and thus it is becoming an alternative to identify DHSs. Computational 
identification based on machine learning, especially deep learning, has extensively been applied to 
predict transcription factor binding sites [17–23] and to mine DNA/RNA motif [24]. For example, 
Wang et al. [17] created a hybrid convolutional recurrent neural network (RNN) for predicting 
transcription factor binding sites which obtained the state-of-the-art performance on 66 in vitro datasets. 
Zhang et al. [18] presented a deep learning-based method for transcription factor-DNA binding signal 
prediction that was able to deal with up to four transcription factor binding-related tasks. Wang et al. [19] 
employed fully convolutional neural networks (CNNs), along with gated recurrent units, to localize 
transcription factor binding sites. Following these successful practices, no less than 10 computational 
models or methods have been created for DHSs detection over the recent decade. These models or 
methods can be grouped into traditional machine learning-based methods [25–28], ensemble learning-
based methods [29–34], and deep learning-based methods [35,36]. To the best of our knowledge, the 
first computational predictor for DHSs was the support vector machine-based method, which was 
proposed by Noble et al. [25] in 2005. This method used nucleotide composition as a representation of 
DNA sequences. Evidently, the nucleotide composition is unable to sufficiently represent DNA 
sequences because it drops out information about position and order. Feng et al. [37] used pseudo 
nucleotide composition [38–40] to integrate local and global sequence-order effects of DNA sequences. 
The pseudo nucleotide composition is similar to the pseudo amino acid composition which is a popular 
and effective representation for protein sequences. Liu et al. [30] computed nucleotide composition, 
reverse nucleotide composition, and pseudo dinucleotide composition to build three respective random 
forest-based classifiers. Three single random forest-based classifiers were fused as an ensemble classifier 
for DHSs prediction. Zhang et al. [41] employed reverse complement k-mer and dinucleotide-based 
auto covariance to represent DNA sequences. Zhang et al. [29] stacked multiple traditional machine 
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learning algorithms to build an ensemble classifier for DHSs prediction. Zhang et al. [29] also 
employed the LASSO to reduce the dimension of representations and the SMOTE-Tomek to overcome 
imbalance between positive and negative samples. Zheng et al. [32] extracted composition information 
and physicochemical properties and used a boosting algorithm to optimize informative representations. 
Zhang et al. [33] proposed a dinucleotide-based spatial autocorrelation to represent DNA sequences. 
The aforementioned methods heavily rely on representations since it determines, to a great extent, 
whether methods are performed well or not. High effective representations are generally difficult to 
obtain in practice. Deep learning is merging as a representative of next-generation artificial intelligence, 
exhibiting vast potential to solve challenges unsolved in the past. Deep learning has been applied in a 
wide range of fields, including academic and industrial communities. Lyu et al. [36] developed a deep 
learning method for DHSs prediction which employed CNNs, along with the gate mechanism, to 
extract representation. To deal with variable-length inputs, Lyu et al. [36] used the spatial pyramid 
pooling [42], which was initially proposed to deal with variable-size images. The CNNs are able to 
capture local properties, and thus has extensively been used in the fields of image analysis and natural 
language processing. However, the CNNs are insufficient to capture dependencies between local parts, 
such as words. In the text sequences, dependencies between words are vital because they determine 
whether one understands it or not. Dao et al. [43] combined the CNNs and long-short term memory 
(LSTM), which is a special RNN for DHSs prediction. Dao et al. [43] stacked the CNNs and the LSTM 
in order, i.e., they first used the CNNs to capture local characteristics, and then used the LSTM to catch 
dependencies between local characteristics. The CNNs and the LSTM characterized different 
properties of sequences. Linearly stacking the CNN and the LSTM would lose their respective merits. 
In this paper, we stacked the CNNs and the LSTM in a parallel manner, which absorbed two respective 
representations learned by the CNN and the LSTM. In addition, we used feed-forward attention to 
improve representations by the LSTM. 

2. Data 

We downloaded DHS datasets from 14 different tissues and 4 developmental stages in mouse 
which are available at the following website: http://lin-group.cn/server/iDHS-Deep/. These DHSs were 
collected according to the atlas of the DHSs created by Breeze et al. [44]. Dao et al. [43] further 
preprocessed these datasets for training of the iDHS-Deep model, including choosing the DHSs of 50 
to 300 bp as positive samples, selecting specific DNA fragments as negative samples, removing or 
reducing the homology between sequences by using CD-Hit [45,46], which is a sequence-clustering 
tool, and dividing these datasets into the training set and the independent set at the ratio of 7 to 3. The 
numbers of positive and negative samples were not equal for the Stomach tissues, which were 
respectively 1062 and 2125 in the training set, and which were respectively 456 and 911 in the 
independent set. Except for Stomach tissues, the numbers of positive and negative samples were 
identical for each tissue or each developmental stage. The number of positive samples were 
respectively 7114, 10,299, 5766, 6519, 7424, 30,929, 6316, 4978, 1612, 2515, 3511, 2877, 1224, 7512, 
52,418, 16,172 and 21,247 for 13 tissues (i.e., Forebrain, Midbrain, Hindbrain, Liver, Lung, Heart, 
Kidney, Limb, Thymus, Craniofacial, Retina, Muller retina, and Neural tube) and 4 developmental 
stages (i.e., ESC, Early-Fetal, Late-Fetal and Adult) in the training set, while they were respectively 
3049, 4414, 2472, 2795, 3183, 13,256, 2708, 2134, 692, 1078, 1506, 1234, 525, 3224, 22,466, 6933, 
9106 in the independent set. 
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3. Methods 

As shown in Figure 1, the architecture of the proposed LangMoDHS mainly comprised the 
embedding, the CNNs, the Bi-LSTM followed by the feed-forward attention, the dropout, the fully-
connected layer and the output layer. Unlike the iDHS-Deep [43], the LangMoDHS stacked the CNNs 
and the Bi-LSTM layer in a parallel manner. DNA sequences were first translated into integer 
sequences which were actually immediate input to the LangMoDHS. Each character in the DNA 
sequence was mapped into an integer as follows: A into 1, C into 2, G into 6 and T into 17 [43]. The 
same character-encoding scheme was adopted by the iDHS-Deep [43]. The integer sequences were 
embedded into continuous vectors, which were further characterized by the Bi-LSTM, CNNs and feed-
forward attention. The output layer consisted of only a neuron that represented the probability of the input 
sequence containing the DHSs. The LangMoDHS is similar to the Deep6mAPred [47] in terms of the 
architecture, which is a deep learning method for predicting DNA N6-methyladenosine sites except that 
the former replaced one-hot encoding with an embedding layer and used two layers of CNN. 

 

Figure 1. Flowchart of the LangMoDHS. The numbers in parentheses represent the 
parameters of each layer of the network, ℎଵ, ℎଶ, ⋯ ℎ் represent the vector in the sequence 
of hidden states, 𝑎ሺℎ்ሻ is a learnable function, 𝑎ଵ, 𝑎ଶ, ⋯ 𝑎் is the probability vector, the 
vector c is computed as a weighted average of ℎ், ⊕ represents element-wise sum and  
represents the element-wise product. Dense denotes the fully-connected layer. 

3.1. Embedding layer 

The embedding layer was intended to bridge the sequences of discrete variables and sequences of 
continuous vectors. In the deep neural network, the embedding layer is actually a specific neural 
network analogue to the Word2vec [48,49]. The embedding layer overcame the conventional issues, 
such as sparsity and no correlation between words. We used embedding in the Keras as the first layer 
in the LangMoDHS. The Keras is an open-source and extensively used deep learning toolkit. 
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3.2. CNN 

The CNN is increasingly becoming one of the best popular neural networks, which was initially 
pioneered by Fukushima et al. [50] as an extension of the concept of receptive fields [51]. Since LeCun 
et al. [52] introduced the gradient back propagation algorithm to train the CNNs, the CNNs have 
attracted more and more attention, especially from deep learning communities. The CNNs contain two 
basic operations: convolution and pooling. The convolution is to multiply the input by a fixed 
convolutional kernel in the same layer. The convolutional kernel is like a filter in the digital signal 
field, which is shared by the same input. In addition, the CNNs use the pooling to reduce overfitting 
or computation. Actually, the pooling is a down-sampling method, including average pooling and max 
pooling. The CNNs are divided into 1D, 2D and 3D CNNs. The 2D CNN and the 3D CNN are 
generally applied for image data analysis, while the 1D CNN is applied to the field of text analysis. In 
this study, we used two 1D CNNs, each followed by the max pooling layer. 

3.3. Bi-LSTM 

LSTM [53] is a special RNN that is different from the CNN. One of the main characteristics of 
LSTM is to share weights at all the time steps. LSTM is capable of preserving previous semantics by 
the cell state, which is controlled by the gate mechanism. For example, it uses an input gate to 
determine how much information is updated, and it uses a forget gate to decide what information is 
removed in the cell state. Therefore, LSTM is able to capture dependency between words in a sequence 
and thus is especially suitable to deal with sequence analysis. We used two LSTMs, i.e., Bi-LSTM, to 
capture the semantic relationship between words. 

3.4. Feed-forward attention 

The attention mechanism is a newly developed technique of deep learning, and it has extensively 
been applied in the field of computer vision, natural language processing and bioinformatics. All of 
the deep learning-based language models, such as transformer and Bert employed attention 
mechanisms. Even Vaswani et al. declared that attention was all you need [54]. The attention 
mechanism is actually a scheme to allocate different weights to different parts. In the recent five years, 
many attention mechanisms have been proposed, including feed-forward attention [55] and self-
attention [54]. Here, we used feed-forward attention to compensate for the deficiency of Bi-LSTM. 
The feed-forward attention is computed by  

 𝑎௧ ൌ ௘௫௣ሺ௘೟ሻ

∑ ௘௫௣ሺ௘ೖሻ೅
ೖసభ

, (1) 

where 

 𝑒௧ ൌ 𝛿ሺℎ௧ሻ. (2) 

𝛿 is the learnable parameter and ℎ௧ is the hidden state at the time step of t in a Bi-LSTM. The output is 
a sum of the attentions multiplying corresponding hidden states, which is computed by 

 𝑐 ൌ ∑ 𝜃௧ℎ௧
்
௧ୀଵ . (3) 
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4. Evaluation metrics 

We employed the Receiver Operator Characteristic (ROC) curve, Precision-Recall (PR) curve 
and F1-score to measure performance. The ROC curve plots the true positive rate (TPR) on the y-axis 
against the false positive rate (FPR) on the x-axis under the various thresholds. The PR curve plots the 
Precision on the y-axis against Recall on the x-axis. The F1-score is the summed mean of the Precision 
and Recall. These metrics are respectively defined by 

 𝐹𝑃𝑅 ൌ ிು

ிುା்ಿ
, (4) 

 𝑇𝑃𝑅 ൌ 𝑅𝑒𝑐𝑎𝑙𝑙 ൌ ்ು

்ುାிಿ
, (5) 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൌ ೛்

்ುାிು
, (6) 

 𝐹1 െ 𝑠𝑐𝑜𝑟𝑒 ൌ ଶൈ௉௥௘௖௜௦௜௢௡ൈோ௘௖௔௟௟

௉௥௘௖௜௦௜௢௡ାோ௘௖௔௟௟
. (7) 

The more the ROC curve trends to the upper left, the better performance. The more upper right 
the PR curve trends to upper right, the better performance. The area under the ROC curve (AUROC) 
and the area under the PR curve (AUPRC) were used to quantitatively assess performance. The 
AUROC and AUPRC range from 0 to 1, where 1 means a perfect prediction, 0.5 is a random prediction, 
and 0 is a completely reverse prediction. 

5. Results and discussion 

We performed a 5-fold cross-validation and an independent test to check the performance of the 
proposed method. In the 5-fold cross-validation, the training set was randomly divided into 5 parts of 
equal or approximate size. 4 parts were used to train the model, and the remaining part was used to 
test the trained model. The process was repeated five times. The independent test was to use the 
independent set to test the model trained by the training set. Figure 2A,B showed the AUROC values 
for the 5-fold cross-validations for the training sets from the 14 tissues and the 4 developmental stages, 
respectively. Obviously, all of the standard deviations of AUROC values over 5-fold cross-
validation were less than 0.058, indicating that the LangMoDHS performed stably. Figure 3A,B 
showed the ROC curves for the independent set. The LangMoDHS achieved the best performance for 
the Heart tissue (AUROC = 0.960) and performed the worst for the Thymus tissue (AUROC = 0.770). 
The range of AUROC values for the 14 tissues was 0.19, implying that the LangMoDHS performed 
differently for different tissues. The LangMoDHS performed stably across the 4 stages. The highest 
AUROC value was 0.952, the lowest value was 0.910, and the range was 0.042, which was far smaller 
than that for the 14 tissues. Figures 4 and 5 respectively showed the PR curves and F1-scores for the 
independent set. The similar phenomenon was observed. For example, the LangMoDHS reached the 
best AUPRC value, as well as the best F1-score for the Heart tissue, and it achieved the best AUPRC 
value, as well as the best F1-score for the Early-Fetal stage. 
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Figure 2. The box plot of AUROC values of 5-fold cross-validations for the training sets 
from the (A) 14 tissues and (B) from 4 developmental stages. 

 

Figure 3. ROC curves of independent tests for the (A) 14 different tissues and (B) 4 
different developmental stages. 
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Figure 4. PR curves of independent tests for (A) 14 different tissues and (B) 4 different 
developmental stages. 

 

Figure 5. Bar charts of F1-score results for the independent tests for (A) 14 different tissues 
and (B) 4 different developmental stages. 

5.1. Comparison with state-of-the-art method 

We compared the LangMoDHS with the iDHS-Deep [43], which is a newly developed method 
for predicting DHSs. Table 1 listed the AUROC values of 5-fold cross-validation and independent 
test for the 14 tissues. The iDHS-Deep outperformed the LangMoDHS in both 5-fold cross-validation 
and independent test over 3 tissues: Stomach, Thymus, and Neural tube, while LangMoDHS 
completely outperformed iDHS-Deep over 4 tissues: Hindbrain, Liver, Lung and Heart. Over 3 tissues: 
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Limb, Craniofacial, and Retina, iDHS-Deep performed better in 5-fold cross-validation, while 
LangMoDHS performed better in independent test. For the Kidney and Midbrain tissues, LangMoDHS 
was equal to iDHS-Deep in terms of the 5-fold cross-validation, while LangMoDHS performed better 
than iDHS-Deep in the independent test. Over the Forebrain and the Muller retina tissues, both 
methods is equivalent in the independent test. Table 2 listed all of the AUROC values in the 5-fold 
cross-validations and independent tests over 4 developmental stages. Although LangMoDHS 
performed worse than iDHS-Deep over two developmental stages: ESC and Late-Fetal in the 5-fold 
cross-validations, the former completely outperformed the latter over all 4 developmental stages in the 
independent tests. 

Table 1．AUROC values of 5-fold cross-validations and independent tests for 14 tissues. 

DATASETS 
(TISSUES) 

METHOD
IDHS-Deep LangMoDHS IDHS-Deep LangMoDHS

Training datasets Independent datasets
Forebrain 0.934 0.938 0.939 0.939
Midbrain 0.931 0.931 0.920 0.932
Hindbrain 0.911 0.915 0.914 0.926
Liver 0.927 0.932 0.924 0.935
Lung 0.906 0.920 0.885 0.919
Heart 0.955 0.957 0.949 0.960
Kidney 0.934 0.934 0.923 0.938
Limb 0.909 0.907 0.908 0.918
Stomach 0.877 0.848 0.931 0.836
Thymus 0.921 0.738 0.896 0.770
Craniofacial 0.908 0.871 0.894 0.901
Retina 0.902 0.900 0.894 0.911
Muller retina 0.904 0.882 0.901 0.901
Neural tube 0.896 0.763 0.900 0.804

Table 2． AUROC values in the 5-fold cross-validation and independent tests for the 4 
developmental stages. 

DATASETS 
(STAGES) 

METHOD
IDHS-Deep LangMoDHS IDHS-Deep LangMoDHS

Training datasets Independent datasets
ESC 0.923 0.920 0.899 0.921
Early-Fetal 0.949 0.950 0.940 0.952
Late-Fetal 0.923 0.907 0.901 0.910
Adult 0.916 0.925 0.905 0.930

5.2. Tests for cross-tissue and cross-developmental stage evaluation 

We further tested LangMoDHS for the ability to predict DHSs across tissues (developmental 
stages). That is to say, the LangMoDHS trained by the dataset from A tissue (developmental stage), 
was used to predict DHSs from B tissue (developmental stage). Tables 3 and 4 listed the AUROC value 
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of independent tests across tissues and developmental stages, respectively. Except for seven tissues: Heart, Kidney, Stomach, Thymus, Craniofacial, Muller 
retina, and Neural tube, LangMoDHS exhibited better performance over other tissues different from itself. For example, the LangMoDHS trained by the 
Forebrain training set achieved an AUROC value of 0.939 over the independent set from Forebrain, but obtained a better AUROC value (0.950) over the 
independent set from Heart tissue. This indicated that there existed a potential for LangMoDHS to predict DHSs across tissues. However, not all of the 
cross-tissue performance of LangMoDHS was better. For example, the LangMoDHS trained by Craniofacial training set reached an AUROC value of 
0.901 over the Craniofacial independent set, which was better than those over all of the independent sets from other tissues. The similar phenomenon was 
observed in Table 4. 

Table 3. AUROC values of independent tests across tissues in mouse genomes. 

Training 
datasets 

 
Independent 
datasets 

Forebr-
ain 

Midbr-
ain 

Hindb-
rain 

Liver Lung Heart Kidn-
ey 

Limb Stom-
ach 

Thym-
us 

Cranio-
facial 

Retina Muller 
retina 

Neural 
tube 

Forebrain 0.939 0.939 0.922 0.923 0.926 0.944 0.904 0.930 0.789 0.721 0.796 0.914 0.708 0.791 
Midbrain 0.923 0.932 0.918 0.917 0.918 0.929 0.901 0.922 0.759 0.725 0.786 0.908 0.730 0.764 
Hindbrain 0.913 0.918 0.926 0.910 0.910 0.919 0.895 0.914 0.723 0.698 0.765 0.908 0.734 0.732 
Liver 0.901 0.907 0.907 0.935 0.924 0.907 0.922 0.910 0.671 0.658 0.728 0.901 0.747 0.672 
Lung 0.885 0.884 0.885 0.896 0.919 0.884 0.892 0.885 0.662 0.655 0.722 0.882 0.732 0.659 
Heart 0.950 0.953 0.938 0.938 0.939 0.960 0.920 0.947 0.797 0.710 0.789 0.934 0.700 0.792 
Kidney 0.889 0.896 0.901 0.919 0.913 0.884 0.938 0.894 0.594 0.608 0.673 0.903 0.755 0.624 
Limb 0.911 0.916 0.910 0.910 0.906 0.920 0.890 0.918 0.744 0.704 0.780 0.898 0.739 0.742 
Stomach 0.935 0.945 0.912 0.920 0.920 0.950 0.893 0.917 0.836 0.735 0.812 0.895 0.689 0.801 
Thymus 0.899 0.909 0.895 0.902 0.907 0.900 0.883 0.899 0.719 0.770 0.774 0.882 0.743 0.724 
Craniofacial 0.892 0.903 0.904 0.897 0.904 0.895 0.890 0.903 0.710 0.712 0.901 0.888 0.754 0.715 
Retina 0.888 0.895 0.897 0.899 0.892 0.887 0.894 0.893 0.673 0.674 0.742 0.911 0.747 0.680 
Muller retina 0.843 0.855 0.861 0.875 0.866 0.824 0.886 0.855 0.571 0.627 0.680 0.860 0.901 0.613 
Neural tube 0.931 0.933 0.913 0.915 0.918 0.933 0.895 0.926 0.750 0.711 0.788 0.910 0.747 0.804 



1047 

Mathematical Biosciences and Engineering  Volume 20, Issue 1, 1037–1057. 

Table 4. AUROC values of independent tests across developmental stages in mouse genomes. 

5.3. Ablation test 

LangMoDHS consisted mainly of three components: CNN, Bi-LSTM, and feed-forward attention. 
We investigated further how much the CNN, Bi-LSTM, and feed-forward attention contributed to the 
recognition of DHSs. Figure 6A–C showed the ROC curves of the independent tests by respectively 
removing the CNN, Bi-LSTM and attention from LangMoDHS. In contrast, Figure 6D showed the 
ROC curves of LangMoDHS over the independent tests. It was easy to observe that removing any one 
of 3 components caused the AUROC values to descend, implying that each contributed substantially 
to the recognition of DHSs. However, the contributions varied with the tissue (developmental stage) 
and component. That is to say, some components contributed more for some tissues or developmental 
stages than for other tissues or stages. For example, the AUROC value after removal of Bi-LSTM was 
higher than those after respective removal of the CNN and attention for Neural tube tissue, indicating 
that the CNN and attention contributed more than Bi-LSTM for Neural tube tissue. The AUROC value 
after removal of attention was more than those after the respective removal of the CNN and Bi-LSTM 
for Liver tissue, indicating that the CNN and Bi-LSTM contributed more than attention for the Liver 
tissue. The CNN contributed more than both the Bi-LSTM and attention for 4 developmental stages, 
the Bi-LSTM contributed more than the attention for 3 developmental stages: ESC, Late-Fetal, and 
Adult, while attention contributed more than Bi-LSTM for the Early-Fetal developmental stage. 

5.4. Sequence motif analysis 

We employed information entropy to analyze the motif of DHS sequences. The position-specific 
nucleotide matrix is defined by 

 𝑍 ൌ ቌ

𝑧ଵଵ 𝑧ଵଶ ⋯ 𝑧ଵ௡
𝑧ଶଵ
𝑧ଷଵ
𝑧ସଵ

𝑧ଶଶ
𝑧ଷଶ

⋯
⋯

𝑧ସଶ ⋯

𝑧ଶ௡
𝑧ଷ௡
𝑧ସ௡

ቍ, (8) 

where 𝑍௜௡ denotes the occurring probability of the nucleotide i at the position j, and n is the length of 
the sequence. The position-specific nucleotide matrix is estimated by computing the position-specific 
nucleotide frequencies over all DHS sequences in the benchmark dataset. The nucleotide information 
entropy and the position information entropy are respectively defined by 

Training datasets 
 
Independent 
datasets 

ESC Early-Fetal Late-Fetal Adult 

ESC 0.921 0.919 0.908 0.911
Early-Fetal 0.940 0.952 0.937 0.934
Late-Fetal 0.890 0.891 0.910 0.903
Adult 0.905 0.902 0.908 0.930
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 𝑁𝑃௜ ൌ ∑ െ𝑍௜௝log ሺ𝑍௜௝ሻ௡
௝ୀଵ  (9) 

and 

 𝑃𝑃௝ ൌ ∑ െ𝑍௜௝log ሺ𝑍௜௝ሻସ
௜ୀଵ . (10) 

 

Figure 6. ROC curves of the independent tests by removing the CNN, Bi-LSTM and feed-
forward attention. (A) ROC curves of only Bi-LSTM. (B) ROC curves of Bi-LSTM + feed-
forward attention. (C) ROC curves of CNN + BiLSTM. (D) ROC curves of the 
LangMoDHS.
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Table 5. Nucleotide information entropy in different tissues of the mouse genome. 

Table 6. Nucleotide information entropy in different developmental stages of the mouse genome. 

DATASETS 

(TISSUES) 

Information entropy

A T C G

POS NEG ALL POS NEG ALL POS NEG ALL POS NEG ALL 

Forebrain 7.782 7.997 7.922 7.793 8.001 7.914 7.782 7.999 7.909 7.789 7.997 7.925 

Midbrain 7.729 7.998 7.912 7.736 8.001 7.901 7.728 7.997 7.895 7.732 8.000 7.913 

Hindbrain 7.796 7.997 7.927 7.804 7.994 7.918 7.794 7.997 7.917 7.795 7.994 7.923 

Liver 7.775 8.001 7.918 7.769 7.998 7.908 7.758 7.998 7.904 7.768 8.000 7.915 

Lung 7.770 7.993 7.910 7.761 7.993 7.902 7.767 7.993 7.904 7.763 7.990 7.908 

Heart 7.842 7.992 7.935 7.837 7.994 7.924 7.831 7.992 7.919 7.844 7.993 7.936 

Kidney 7.732 7.990 7.895 7.724 7.994 7.894 7.725 7.988 7.890 7.727 7.988 7.891 

Limb 7.781 8.002 7.926 7.787 8.001 7.916 7.777 7.996 7.911 7.786 7.999 7.925 

Stomach 7.788 7.999 7.957 7.767 7.992 7.934 7.765 7.996 7.937 7.772 8.000 7.956 

Thymus 7.592 7.979 7.867 7.613 7.980 7.857 7.602 7.984 7.859 7.612 7.987 7.881 

Craniofacial 7.620 7.994 7.880 7.634 7.992 7.870 7.632 7.994 7.871 7.626 7.991 7.878 

Retina 7.714 7.984 7.891 7.705 7.986 7.882 7.718 7.986 7.886 7.717 7.982 7.891 

Muller retina 7.571 7.990 7.862 7.560 7.995 7.873 7.581 7.994 7.876 7.555 7.988 7.858 

Neural tube 7.770 8.001 7.908 7.695 7.997 7.890 7.694 7.994 7.888 7.690 7.994 7.901 

DATASETS 

(STAGES) 

Information Entropy

A T C G

POS NEG ALL POS NEG ALL POS NEG ALL POS NEG ALL 

ESC 7.717 7.992 7.904 7.708 8.000 7.888 7.710 7.993 7.883 7.720 7.997 7.908 

Early-Fetal 7.830 7.995 7.934 7.828 7.998 7.924 7.821 7.996 7.920 7.832 7.996 7.935 

Late-Fetal 7.650 7.998 7.888 7.656 8.000 7.885 7.652 7.998 7.881 7.659 7.998 7.890 

Adult 7.763 7.992 7.908 7.754 7.994 7.900 7.757 7.993 7.900 7.755 7.992 7.905 
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Figure 7. Position information entropy for all tissues.
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The lower the information entropy, the more certain the distribution of the nucleotides in the 
sequences. Tables 5 and 6 showed the nucleotide information entropy for all 14 the tissues and 4 
developmental stages, respectively. The nucleotide information entropy of DHSs was lower than those 
of non-DHSs, indicating that the distribution of nucleotides of DHSs was more certain than those of 
non-DHSs. The nucleotide information entropy was tissue-specific and stage-specific. For example, 
the nucleotide information entropy for the Muller retina tissue was lower than those for the Kidney 
tissue, and the nucleotide information entropy for the Early-Fetal stage was lower than those for the 
Late-Fetal stage. This implied that the distribution of nucleotides was tissue-specific and stage-specific. 
Figures 7 and 8 showed the positions of entropy values for all 14 the tissues and all 4 stages, 
respectively. It can be obviously observed that the position information entropy in the range of 230 
to 300 was far less than 2, implying that the distribution of nucleotides in these regions were not 
completely stochastic. In addition, at the nearby position of 100, the position information entropy for 
tissues was lower than 2, indicating that the distribution of nucleotides was more certain in these regions. 

 

Figure 8. Position information entropy for all developmental stages. 

5.5. Web server 

To facilitate better using DHS sites and non-DHS sites, we have provided a useful web server at 
http:/www.biolscience.cn/LangMoDHS/. The web server interface is illustrated in Figure 9. Users first 
select the organization or developmental stage that needs to be predicted. Then, users input the 
sequence into the inputting box in the FASTA format. Alternatively, users upload a sequence file in the 
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FASTA format. Finally, by clicking the submit button, users will get the predictive result in a certain 
amount of time which is determined by the number of inputted sequences. 

 

Figure 9. Web server page of the LangMoDHS. 

5.6. Discussion 

DHSs play a key role in the cellular process. Sequence motif of DHSs is complicated, and thus, 
identifying DHSs is a challenging task at present. We have presented a deep language model for 
detecting DHSs in mouse genome. Extensive experiments showed that the LangMoDHS is an effective 
and efficient method for detecting DHSs. However, LangMoDHS performed differently with tissues 
and developmental stages. The LangMoDHS performed best for the Heart tissue, where the AUROC, 
AUPRC, and F1-score values were 0.960, 0.966, and 0.875, respectively, while it performed worse 
for 2 tissues, i.e., Thymus and Stomach, where the minimum AUROC and the minimum AUPRC 
values were 0.770 and 0.637, respectively. The range between the maximum and the minimum AUPRC 
value was up to 0.329, indicating that the sequence motif of DHSs would vary with tissue. This analysis 
also indicated that LangMoDHS is tissue-specific and stage-specific to predict DHSs. 

It is desirable to develop a universal method which is able to detect DHSs in all tissues or species. 
However, there is a difference between tissues and species, so it is very difficult to develop such a 
universal method in practice. Like the iDHS-Deep [43], the LangMoDHS exhibited a certain ability to 
detect DHSs across tissues or developmental stages. The LangMoDHS achieved better or competitive 
performance across tissues and developmental stages, indicating that these tissues and stages would 
be of a similar mechanism of DHSs. 

As mentioned previously, there are many computational approaches to detect DHSs. Compared 
with the methods [25–31,33–35,37], the LangMoDHS is an end-to-end method which requires no 
artificial design of features. The iDHS-Deep [43] is a newly developed deep-learning-based method to 
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predict DHSs. The iDHS-Deep consisted mainly of two CNN layers and LSTM. The LSTM was 
attached at the end of the second CNN layer. The main difference between the iDHS-Deep and the 
LangMoDHS is that the latter used CNNs and Bi-LSTM in a parallel manner. The CNNs and the Bi-
LSTM capture different characterization of the DHSs sequences respectively. Therefore, using CNNs 
and Bi-LSTM in a parallel manner would be more helpful to accumulate different characterization 
than stacking CNNs and Bi-LSTM in order. This might be a reason why the LangMoDHS performed 
better than the iDHS-Deep for most tissues and stages. Another difference is that the LangMoDHS to 
use feed-forward attention to improve the representations captured by the Bi-LSTM. Although the 
LangMoDHS exhibited competitive performance, the interpretability needs improving. 

6. Conclusions 

Due to limitations of the methods or techniques, precisely and high effectively identifying DHSs 
remains challenging. We have presented a deep learning-based language model for computationally 
predicting DHSs in mouse genomes. Our method achieved competitive performance with the state-of-
the-art methods. We developed a user-friendly web server to facilitate the identification of DHSs. The 
LangMoDHS presented has certain ability to predict DHSs across tissues and across stages, and it is 
tissue-specific and stage-specific. The nucleotide distributions of DHSs in some regions, such as 
nearby the position of 100 and the range from 230 to 300, is more certain. 
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