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Abstract: Human Papillomavirus (HPV), which is the main causal factor of cervical cancer, infects
normal cervical cells on the specific cell’s age interval, i.e., between the G1 to S phase of cell cycle.
Hence, the spread of the viruses in cervical tissue not only depends on the time, but also the cell age.
By this fact, we introduce a new model that shows the spread of HPV infections on the cervical tissue
by considering the age of cells and the time. The model is a four dimensional system of the first order
partial differential equations with time and age independent variables, where the cells population is
divided into four sub-populations, i.e., susceptible cells, infected cells by HPV, precancerous cells,
and cancer cells. There are two types of the steady state solution of the system, i.e., disease-free and
cancerous steady state solutions, where the stability is determined by using Fatou’s lemma and solving
some integral equations. In this case, we use a non-standard method to calculate the basic reproduction
number of the system. Lastly, we use numerical simulations to show the dynamics of the age-structured
system.

Keywords: cervical cancer; cells dynamics; age-structured model; force of infection; basic
reproduction number; global stability

1. Introduction

Cervical cancer is one of the malignant cancer that mostly caused by the Human Papillomavirus
(HPV) infection. In 2020, there were more than 604,000 new cases of cervical cancer with 342,000
deaths worldwide, see [1, 2]. HPV16 and HPV18 are the sub-types of HPV that have higher risk as
the causal factor of cervical cancer [3]. The cancer occurs in cervical epithelial tissue that consists of
three zones, i.e., ectocervix, endocervix, and the transition zone between ectocervix and endocervix,
and three layers, i.e., basal, middle, and suprabasal [4]. In early stages of HPV infection, the non-
invasive lesions of abnormal cervical epithelial cells are found. If not treated properly, these abnormal
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cells have the ability to develop into cervical cancer. This process is known as Cervical Intraepithelial
Neoplasia (CIN) [5].

There are three steps that CIN must pass regarding to the development of cervical cancer [4]. The
first step is when the abnormal lesion occurs in one-third of the epithelial tissue. The average time
taken from the first infection is three years. In this step, 90% of the infected cells can be cleared
while the 10% is still abnormal. The second step is when the abnormal lesion occurs in two-thirds
of the epithelial tissue. In the last step, the abnormalities occur in almost all epithelial tissue. The
time required from the first to the third step of CIN is between three to ten years. Without appropriate
treatment, HPV infection becomes persistent between five to ten years and then becomes invasive.

The virus starts to enter and to infect the basal epithelial cells when the cells are at a certain maturity.
The maturity of the cell is closely related to the cell’s age, which is divided into four phases, i.e., G1, S
phase, G2 and M phase (mitosis). The genomes’ replication of HPV highly depend on the stage when
the cell age is in G1 phase towards the S phase. Proteins from HPV, i.e., E6 and E7, play a role in
inhibiting the cell from entering the G1 phase [6].

The degeneration of the cancer malignancy are mainly caused by E6 and E7 oncoproteins. The E6
oncoprotein interacts and inactivates the p53 protein, which plays a role as a tumor gene suppressor,
that works in the G1 phase. The inactivity of p53 will stop the cell cycle through its resistance to the
complex works that stimulates the cell cycle to enter the next phase. As a result, the cell will continue to
enter the S phase without DNA correction. This abnormal cell has ability to proliferate uncontrollably.
Therefore, we assume that the age of abnormality will not start from zero. Persistent infections by
high-risk HPV strains trigger continued release of HPV virions. This condition leads to the growth of
precancerous lesions, which are at risk of becoming cancer cells.

The studies of the spread of cervical cancer at cellular level have been done in [7–11], where the
authors consider the progression of cervical cancer that involves the interaction between susceptible
cells, infected cells, precancerous cells, and cancer cells sub-populations, and free viruses population.
The population of free viruses represents the presence of the HPV in the cervical epithelial tissue.
The HPV-infected cells are still active in the cell cycle, but their behaviour is changed. The essential
parameters that stimulate the number of cancer cells and their metastasis behaviour of cervical cancer
were studied in [7]. The existence conditions of the unstable equilibrium point and the boundary in the
parameter space that the unstable equilibrium point exists have been done in [7] and [8]. Moreover,
the analytical study of the global stability of the disease-free equilibrium point has been done in [9]. In
this case, the authors found that the therapy given to the precancerous cells can prolong the patient’s
life expectancy.

The age structured models of cervical cancer have been studied for the HPV transmission between
individuals in human populations, see [12–14]. In cellular level, one of the important characteristic of
human cancer is that the small disturbances on the interactions between quiescent cells, proliferating
cells, death cells, and the other types of cell in the cell life spans can trigger to uncontrolled cell
division. Therefore, the authors in [15–17] developed two age-structured model for the proliferating
and quiescent cell compartments. The model is important to construct a precisely targeted therapy that
includes the differentiated cells population by their position within the cell division cycle [18]. The
other mathematical model that studied the different transition rules which alter the phase distribution
of the cells where the focus phases were G1 and S , was done in [19].

An age-structured model of HPV infection at the cellular level that includes the interaction between
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cells population and free virus population has been introduced by [10]. The model was age and time-
dependent for susceptible cells, infected cells, precancerous cells, cancer cells, and time-dependent of
the free virus population. The author in [10] was assumed that the virus interacts with susceptible cells
at a constant infection rate.

Due to the fact that since the first infection, the virus will be reproduced and spread in the cervical
tissue, see [20], the appearance of the free virus population as an independent compartment that de-
pends on the time should be reevaluated. The differences with the system in [10] is as follows. We
remove the free virus compartment and introduce a new parameter that represents the infection rate of
the free viruses called force of infection. Since HPV infects normal cervical cells on the specific cell’s
age interval, i.e., between the G1 to S phase of the cell cycle [6,21], the forco of infection parameter is
assumed to be age-dependent. Based on the fact that the duration of a cell infection from susceptible,
infected, precancerous, and then become cancerous is comparable with the duration of the cell cycle,
we add the natural growth rate of the susceptible cells population to our model, which has not been
studied in [10]. Since the genomes’ replication of HPV highly depends on a certain stage of the cell
cycle, we assume that the age of the abnormality of the cell does not start from zero.

Various methods were used to determine the basic reproduction number in the recent theoretical
age-structured model. The authors in [22, 23] derived the reproduction number from the biological
meanings of the model parameters. The threshold number also can be defined when calculating the
endemic steady state (like the work [10,24]). In [25], determination of basic reproduction number was
obtained by transforming the system into Cauchy problem. In [12–14], the reproduction number was
acquired by analyzing characteristic equation at the disease-free steady state. In this paper, we prove
that the roots of the characteristic equation at the disease-free steady state will be positive or negative
under certain conditions that fit the properties of a basic reproduction number.

The content of this work is organized as follows. In Section 2, a new age-structured mathematical
model of cervical cancer involving the force of infection will be introduced. Determination of the
steady state solution and detailed steps to obtain basic reproduction number are carried out in Section
3. In Section 4, we focus our study on the local and global stability of the disease-free steady state
solution. We also present the existing conditions and the local stability of the cancerous steady state
solution. The study is important to understand some patterns to provide a successful targeted therapy
from the perspective of mathematics. In Section 5, we will use numerical simulations to show the
behavior of the system. Finally, concluding remarks are given in the last section.

2. Model formulation

A cervical cancer model in tissue level with the interactions between the cells and the virus popu-
lations was introduced in [7]. However, the model is an ODE system that depend only on the time and
did not not involve the age dependency on the HPV transmission.

By the fact that the infection of HPV depends on the cell age, see [6], we add a new independent
variable that represents the age of the cells (a), and a new age-dependent parameter called force of
infection that replaces the role of the virus compartments in [7] in our system. The term ”cell age” (in
hours) is defined as the time spent by a cell to complete a cell cycle. The cell cycle starts from a new
cell as a result of cell division until the next cell division occurs. We denote the newborn cell as a = 0
and the maximum age of the cell as aσ.
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Let a1 is the age of the cell that has the ability to be infected by the virus or become abnormal.
Since the first infection, the virus can be reproduced and spread in the tissue, so that the role of the
free virus in [7] and [10] can be integrated in the transmission rate parameter. In our model, the
density of the cells population in a tissue is divided into four sub-populations that depend on age
a and time t, i.e., susceptible cells, infected cells, precancerous cells, and cancer cells that can be
denoted by S (a, t), I (a, t), P (a, t), and C (a, t), respectively. We assume that the death rate of cells
with age a, i.e., µ (a), of each kind of cell is the same. The total density of the cells population is
N (a, t) = S (a, t) + I (a, t) + P (a, t) + C (a, t) and the total number of susceptible cells, infected cells,
precancerous cells and cancer cells, respectively, from age a1 to a2 is denoted by

Ns (t) =
a2∫

a1

S (a, t)da, Ni (t) =
a2∫

a1

I (a, t)da,

Np (t) =
a2∫

a1

P (a, t)da, Nc (t) =
a2∫

a1

C (a, t)da.

Table 1. Variables and parameters of the model.

Variable/Parameter Meaning
S (a, t) The density of susceptible cells which depend on age a and time t
I(a, t) The density of infected cells which depend on age a and time t
P(a, t) The density of precancerous cells which depend on age a and time t
C(a, t) The density of cancer cells which depend on age a and time t
ΛN(a, t) The density of new susceptible cells’ because of the cell division
λ(a) The age-dependent susceptibility of susceptible cells
h(b) The age-dependent infectiousness caused by infected and cancer cells
µ (a) The age-dependent death rate of cells
µ∗ The growth rate of susceptible cells that enter age a1

δ (a) The age-dependent progression rate to precancer
γ (a) The age-dependent progression rate to cancer cell

It is well-known that most cases of cervical cancer occurs due to HPV infection, and the virus that
have entered the tissue will continue to be reproduced by the infected and cancer cells, and then spread
to all cells in the cervical tissue. Furthermore, the virus has ability to infect the susceptible cells and
cause the abnormality. The value that shows the rate of infection of a susceptible cells is known as
force of infection denoted by β (a, t). If the infection do not handled properly, the cancer cells can grow
faster, uncontrollably, and damaging the cells.

The infection rate of susceptible cells of age a which interacts with the infected and cancer cells of
age b is denoted by λ (a) h (b). Therefore, the force of infection is defined as

β (a, t) = λ (a)

aσ∫
a1

h (b)
[I (b, t) + C (b, t)]

N (b, t)
db, (2.1)
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where b ∈ [a1, aσ]. The author in [7] showed that precancerous cells are controllable when the lesions
develop into precancerous. This condition occurs since precancerous cells can regress [1, 26] with
appropriate treatment, and turning back into infected cells with dormant HPV. By that facts, we exclude
the precancerous cells from the force of infection.

Based on the fact that the duration of the cell cycle is more or less the same as the duration of cells
infection, we add the the natural growth of the susceptible cells population in our model. In this case,
we generalize the model in [10] where the natural growth of the susceptible cells population has not
been studied.

The age-structured model of cervical cancer cells is formulated by system of first order partial
differential equation as follows,

∂S (a, t)
∂a

+
∂S (a, t)
∂t

= ΛN (a, t) − µ (a) S (a, t) − β (a, t) S (a, t)

∂I (a, t)
∂a

+
∂I (a, t)
∂t

= β (a, t) S (a, t) − (δ (a) + µ (a)) I (a, t)

∂P (a, t)
∂a

+
∂P (a, t)
∂t

= δ (a) I (a, t) − (γ (a) + µ (a)) P (a, t) (2.2)

∂C (a, t)
∂a

+
∂C (a, t)
∂t

= γ (a) P (a, t) − µ (a) C (a, t)

where the boundary and the initial conditions are

S (a1, t) = µ∗
aσ∫

a1

N (a, t)da, I (a1, t) = P (a1, t) = C (a1, t) = 0,

S (a, 0) = S 0(a), I (a, 0) = I0(a), P (a, 0) = P0(a),C (a, 0) = C0(a). (2.3)

The term ΛN (a, t) denotes the density of new susceptible cells’ because of the cell division, µ∗

is the growth rate of susceptible cells that enter age a1, δ (a) is progression rate of the infected to
precancerous cells, and γ (a) is progression rate to cancer cell. All variables and parameters are shown
in Table 1.

Moreover, based on Eqs (2.2) and (2.3), then we obtain

∂N (a, t)
∂a

+
∂N (a, t)

∂t
=
∂S (a, t)
∂a

+
∂S (a, t)
∂t

+
∂I (a, t)
∂a

+
∂I (a, t)
∂t

+
∂P (a, t)
∂a

+
∂P (a, t)
∂t

+
∂C (a, t)
∂a

+
∂C (a, t)
∂t

= ΛN (a, t) − µ (a) [S (a, t) + I (a, t) + P (a, t) + C (a, t)]
= ΛN (a, t) − µ (a) N (a, t) (2.4)

with the boundary conditions

N (a1, t) = S (a1, t) + I (a1, t) + P (a1, t) + C (a1, t)

= µ∗
aσ∫

a1

N (a, t) da (2.5)

and N (a, 0) = N0 (a).
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3. Steady state conditions

Suppose that N̂∗ (a) is the steady state solution of Eq (2.4) with boundary condition (2.5), then
dN
dt = 0, and

dN̂∗ (a)
da

= ΛN̂∗ (a) − µ (a) N̂∗ (a) (3.1)

where the initial condition is

N̂∗ (a1) = µ∗
aσ∫

a1

N̂∗ (a) da. (3.2)

The solution of (3.1) with initial condition (3.2) is

N̂∗ (a) = N̂∗ (a1) e

a∫
a1

(Λ−µ(τ))dτ
. (3.3)

Since the total population (2.4) reaches to its steady state solution (3.3), see [27, 28], then we have

N (a, t) = N̂∗ (a) = N̂∗ (a1) e

a∫
a1

(Λ−µ(τ))dτ
. (3.4)

In this paper, we normalize the System (2.2) to determine the dynamics of the system by using a
coordinate transformations as follows,

s (a, t) =
S (a, t)
N̂∗ (a)

, i (a, t) =
I (a, t)
N̂∗ (a)

, p (a, t) =
P (a, t)
N̂∗ (a)

, c (a, t) =
C (a, t)
N̂∗ (a)

, (3.5)

where s (a, t) + i (a, t) + p (a, t) + c (a, t) = 1. If the transformation (3.5) is substituted to (2.2) and (2.3),
then we obtain

∂s (a, t)
∂a

+
∂s (a, t)
∂t

= Λ − Λs (a, t) − β∗ (a, t) s (a, t) (3.6)

∂i (a, t)
∂a

+
∂i (a, t)
∂t

= β∗ (a, t) s (a, t) − (δ (a) + Λ) i (a, t) (3.7)

∂p (a, t)
∂a

+
∂p (a, t)
∂t

= δ (a) i (a, t) − (γ (a) + Λ) p (a, t) (3.8)

∂c (a, t)
∂a

+
∂c (a, t)
∂t

= γ (a) p (a, t) − Λc (a, t) (3.9)

where

β∗ (a, t) = λ (a)

aσ∫
a1

h (b) [i (b, t) + c (b, t)]db. (3.10)

The initial and boundary conditions of System (3.6)–(3.9) are

s (a1, t) =
S (a1, t)
N (a1, t)

=

µ∗
aσ∫

a1

N (a, t)da

µ∗
aσ∫

a1

N (a, t) da
= 1,

Mathematical Biosciences and Engineering Volume 19, Issue 6, 6013–6039.



6019

i (a1, t) = 0, p (a1, t) = 0, c (a1, t) = 0,

and s (a, 0) = s0 (a) , i (a, 0) = i0 (a) , p (a, 0) = p0 (a) , c (a, 0) = c0 (a).
Suppose that ŝ∗ (a), î∗ (a), p̂∗ (a) and ĉ∗ (a) are steady state solution of System (3.6)–(3.9), then the

steady state system is

dŝ∗ (a)
da

= Λ − λ (a) J ŝ∗ (a) − Λŝ∗ (a) (3.11)

dî∗ (a)
da

= λ (a) J ŝ∗ (a) − δ (a) î∗ (a) − Λî∗ (a) (3.12)

dp̂∗ (a)
da

= δ (a) î∗ (a) − γ (a) p̂∗ (a) − Λp̂∗ (a) (3.13)

dĉ∗ (a)
da

= γ (a) p̂∗ (a) − Λĉ∗ (a) (3.14)

where

J =

aσ∫
a1

h (b)
[
î∗ (b) + ĉ∗ (b)

]
db. (3.15)

We describe the solutions of Eqs (3.11)–(3.14) in the following Lemma.

Lemma 3.1. Let
(
ŝ∗ (a) , î∗ (a) , p̂∗ (a) , ĉ∗ (a)

)
is the steady state solution of System (3.6)–(3.9). Then(

ŝ∗ (a) , î∗ (a) , p̂∗ (a) , ĉ∗ (a)
)

satisfies (3.11)–(3.14), where

ŝ∗ (a) = e
−

a∫
a1

(λ( j)J+Λ)d j
+

a∫
a1

e
−

a∫
τ

(λ( j)J+Λ)d j
Λdτ,

î∗ (a) =

a∫
a1

e
−

a∫
ν

(δ( j)+Λ)d j
λ (ν) J

e−
ν∫

a1

(λ( j)J+Λ)d j
+

ν∫
a1

e
−

ν∫
τ

(λ( j)J+Λ)d j
Λdτ

 dν,

p̂∗ (a) =

a∫
a1

e−Λ(a−η)λ (η) J

e−
η∫

a1

(λ( j)J+Λ)d j
+

η∫
a1

e
−

η∫
τ

(λ( j)J+Λ)d j
Λdτ


a∫

η

e
−

η∫
ν

δ( j)d j
e
−

a∫
v
γ( j)d j

δ (v) dνdη,

ĉ∗ (a) =

a∫
a1

e−Λ(a−w)λ (w) J

e−
w∫

a1

(λ( j)J+Λ)d j
+

w∫
a1

e
−

w∫
τ

(λ( j)J+Λ)d j
Λdτ


a∫

w

γ (η)

w∫
η

e
−

η∫
ν

δ( j)d j
e
−

w∫
v
γ( j)d j

δ (v) dνdηdw.

Proof. The steady state condition of System (3.6)–(3.9) is determined by taking s (a, t), i (a, t),
p (a, t) , c (a, t) each be a constant with respect to time t. Thus, the derivatives with respect to t is
zero. If ds

dt = di
dt =

dp
dt = dc

dt = 0, then we have the steady state solution by solving each equation in
(3.11)–(3.14).
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If the value of J in Eq (3.15) is equal to zero, then there is no virus transmission in the cell
population. By using Lemma 3.1, for J = 0, we have a disease-free steady state solution, i.e.,
E0 =

(
ŝ (a) , î (a) , p̂ (a) , ĉ (a)

)
= (1, 0, 0, 0).

The local stability of the disease-free steady state solution E0 is studied by linerizing System (3.6)–
(3.9) near the steady state solution E0 by using perturbation technique. Suppose, we consider expo-
nential solutions

(
s̃(a)eξt, ĩ(a)eξt, p̃(a)eξt, c̃(a)eξt

)
near the steady state solution [29], i.e.,

s (a, t) = ŝ (a) + s̃ (a) eξt = 1 + s̃ (a) eξt

i (a, t) = î (a) + ĩ (a) eξt = 0 + ĩ (a) eξt = ĩ (a) eξt

p (a, t) = p̂ (a) + p̃ (a) eξt = 0 + p̃ (a) eξt = p̃ (a) eξt (3.16)
c (a, t) = ĉ (a) + c̃ (a) eξt = 0 + c̃ (a) eξt = c̃ (a) eξt

where ξ can be a real or complex number. If we substitute Eq (3.16) to (3.10), then we obtain

β∗ (a, t) = λ (a) Ueξt (3.17)

where

U =

aσ∫
a1

h (b)
[
ĩ (b) + c̃ (b)

]
db. (3.18)

Furthermore, if Eqs (3.16) and (3.17) are substituted to System (3.6)–(3.9), then we have the linear part
of the system, i.e.,

ds̃ (a)
da

= −s̃ (a) (ξ + Λ) − λ (a) U (3.19)

dĩ (a)
da

= λ (a) U − (δ (a) + Λ + ξ) ĩ (a) (3.20)

dp̃ (a)
da

= δ (a) ĩ (a) − (ξ + γ (a) + Λ) p̃ (a) (3.21)

dc̃ (a)
da

= γ (a) p̃ (a) − (ξ + Λ) c̃ (a) . (3.22)

Furthermore, we should solve Eqs (3.20) and (3.22) to analyze the role of U in Eq (3.18), and we
obtain

ĩ (a) =

a∫
a1

e
−

a∫
τ

δ( j)d j
e−(ξ+Λ)(a−τ)λ (τ) Udτ (3.23)

c̃ (a) =

a∫
a1

Ue−(ξ+Λ)(a−ν)λ (ν)

a∫
ν

γ (τ)

ν∫
τ

δ (w) e
−

τ∫
w
δ( j)d j

e
−

ν∫
w
γ( j)d j

dwdτdν, (3.24)

where τ < a and ν < a. The characteristic equation is obtained by substituting (3.23) and (3.24) into
(3.18) and gives the following results

U =

aσ∫
a1

h (b)


b∫

a1

e
−

b∫
ν

δ( j)d j
e−(ξ+Λ)(b−ν)λ (ν) Udν
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+

b∫
a1

Ue−(ξ+Λ)(b−ν)λ (ν)

b∫
ν

γ (τ)

ν∫
τ

δ (w) e
−

τ∫
w
δ( j)d j

e
−

ν∫
w
γ( j)d j

dwdτdν

 db. (3.25)

The solution of Eq (3.25) is U = 0 or U > 0 that satisfies

Q̂ (ξ) = 1, (3.26)

where

Q̂ (ξ) =

aσ∫
a1

h (b)


b∫

a1

e
−

b∫
ν

δ( j)d j
e−(ξ+Λ)(b−ν)λ (ν) dν

+

b∫
a1

e−(ξ+Λ)(b−ν)λ (ν)

b∫
ν

γ (τ)

ν∫
τ

δ (w) e
−

τ∫
w
δ( j)d j

e
−

ν∫
w
γ( j)d j

dwdτdν

 db.

Since the threshold value is equal to one, Eq (3.26) has solution ξ > 0 if it satisfies Q̂ (0) > 1, where

Q̂ (0) =

aσ∫
a1

h (b)


b∫

a1

e
−

b∫
ν

δ( j)d j
e−Λ(b−ν)λ (ν) dν

+

b∫
a1

e−Λ(b−ν)λ (ν)

b∫
ν

γ (τ)

ν∫
τ

δ (w) e
−

τ∫
w
δ( j)d j

e
−

ν∫
w
γ( j)d j

dwdτdν

 db. (3.27)

Otherwise, Eq (3.26) has solution ξ ≤ 0. It is explained in Lemma 3.2.

Lemma 3.2. Let Q̂ (ξ) = 1.

1) If Q̂ (0) > 1, then ξ > 0.

2) If Q̂ (0) ≤ 1, then ξ ≤ 0.

Proof. We will prove the first statement. Suppose ξ ≤ 0, then for Q̂ (ξ) = 1, we have

1 =

aσ∫
a1

h (b)


b∫

a1

e
−

b∫
ν

δ( j)d j
e−(ξ+Λ)(b−ν)λ (ν) dν

+

b∫
a1

e−(ξ+Λ)(b−ν)λ (ν)

b∫
ν

γ (τ)

ν∫
τ

δ (w) e
−

τ∫
w
δ( j)d j

e
−

ν∫
w
γ( j)d j

dwdτdν

 db

≥

aσ∫
a1

h (b)


b∫

a1

e
−

b∫
ν

δ( j)d j
e−Λ(b−ν)λ (ν) dν

+

b∫
a1

e−Λ(b−ν)λ (ν)

b∫
ν

γ (τ)

ν∫
τ

δ (w) e
−

τ∫
w
δ( j)d j

e
−

ν∫
w
γ( j)d j

dwdτdν

 db.
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The expression can also be written as

aσ∫
a1

h (b)


b∫

a1

e
−

b∫
ν

δ( j)d j
e−Λ(b−ν)λ (ν) dν

+

b∫
a1

e−Λ(b−ν)λ (ν)

b∫
ν

γ (τ)

ν∫
τ

δ (w) e
−

τ∫
w
δ( j)d j

e
−

ν∫
w
γ( j)d j

dwdτdν

 db ≤ 1.

It means that Q̂ (0) ≤ 1, which is contradiction to our sufficient condition that Q̂ (0) > 1. Hence, our
supposition should be ξ > 0.

Furthermore, we will prove the second statement. Suppose that ξ > 0, then for Q̂ (ξ) = 1, we have

1 =

aσ∫
a1

h (b)


b∫

a1

e
−

b∫
ν

δ( j)d j
e−(ξ+Λ)(b−ν)λ (ν) dν

+

b∫
a1

e−(ξ+Λ)(b−ν)λ (ν)

b∫
ν

γ (τ)

ν∫
τ

δ (w) e
−

τ∫
w
δ( j)d j

e
−

ν∫
w
γ( j)d j

dwdτdν

 db

<

aσ∫
a1

h (b)


b∫

a1

e
−

b∫
ν

δ( j)d j
e−Λ(b−ν)λ (ν) dν

+

b∫
a1

e−Λ(b−ν)λ (ν)

b∫
ν

γ (τ)

ν∫
τ

δ (w) e
−

τ∫
w
δ( j)d j

e
−

ν∫
w
γ( j)d j

dwdτdν

 db.

It implies that

aσ∫
a1

h (b)


b∫

a1

e
−

b∫
ν

δ( j)d j
e−Λ(b−ν)λ (ν) dν

+

b∫
a1

e−Λ(b−ν)λ (ν)

b∫
ν

γ (τ)

ν∫
τ

δ (w) e
−

τ∫
w
δ( j)d j

e
−

ν∫
w
γ( j)d j

dwdτdν

 db > 1

The inequality can also be written as Q̂ (0) > 1, which is contradiction to our sufficient condition that
Q̂ (0) ≤ 1. Hence our supposition should be ξ ≤ 0.

Based on Lemma 3.2, then we define R0 = Q̂ (0), where the expression of Q̂ (0) has been shown in
(3.27). The value of R0 is called basic reproduction number. It estimates the average number of new
infections produced by a particular infected cell or cancer cell in a population. In the next section, we
will discuss about the stability of the model near the disease-free and cancerous steady state solution.
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4. Disease-free and cancerous steady state solutions

4.1. Local and global stability analysis of disease-free steady state solutions

Before carrying out a stability analysis near the disease-free steady state solution, it is necessary to
show that the solution of Eq (3.26) is real and unique.

Proposition 4.1. The equation Q̂(ξ) = 1 in (3.26) has a unique real solution, if Q̂′ (ξ) < 0, lim
ξ→∞

Q̂ (ξ) =

0, and lim
ξ→−∞

Q̂ (ξ) = ∞.

Proof. Let ξ is a real number. By using Leibniz’s differentiation rule, we obtain that Q̂′ (ξ) < 0,

dQ̂
dξ

=
d
dξ


aσ∫

a1

h (b)


b∫

a1

e
−

b∫
ν

δ( j)d j
e−(ξ+Λ)(b−ν)λ (ν) dν

+

b∫
a1

e−(ξ+Λ)(b−ν)λ (ν)

b∫
ν

γ (τ)

ν∫
τ

δ (w) e
−

τ∫
w
δ( j)d j

e
−

ν∫
w
γ( j)d j

dwdτdν

 db


=

aσ∫
a1

h (b)

b∫
a1

e
−

b∫
ν

δ( j)d j
(− (b − ν))

(
e−(ξ+Λ)(b−ν)

)
λ (ν) dνdb

+

aσ∫
a1

h (b)

b∫
a1

(− (b − ν))
(
e−(ξ+Λ)(b−ν)

)
λ (ν)

b∫
ν

γ (τ)

ν∫
τ

δ (w) e
−

τ∫
w
δ( j)d j

e
−

ν∫
w
γ( j)d j

dwdτdνdb

= −


aσ∫

a1

h (b)

b∫
a1

e
−

b∫
ν

δ( j)d j
(b − ν)

(
e−(ξ+Λ)(b−ν)

)
λ (ν) dνdb

+

aσ∫
a1

h (b)

b∫
a1

(b − ν)
(
e−(ξ+Λ)(b−ν)

)
λ (ν)

b∫
ν

γ (τ)

ν∫
τ

δ (w) e
−

τ∫
w
δ( j)d j

e
−

ν∫
w
γ( j)d j

dwdτdνdb


< 0,

where ν < b. Furthermore, lim
ξ→∞

Q̂ (ξ) = 0 and lim
ξ→−∞

Q̂ (ξ) = ∞. It means that Q̂ (ξ) is monotonic

decreasing function. It implies that the characteristic equation (3.26) has a unique real solution.

Next, we will show that Eq (3.26) has the dominant root, namely ξ∗, see Lemma 4.2. We prove the
lemma by following the condition that if there is complex roots obtained from Eq (3.26), then the value
of the real part is less than ξ∗.
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Lemma 4.2. If ξ∗ is the real root of Eq (3.26), then ξ∗ is the dominant root.

Proof. Suppose that ξ∗∗ = x + iy is a complex root of Eq (3.26). Then

Q̂ (ξ∗∗) =

aσ∫
a1

h (b)


b∫

a1

e
−

b∫
ν

δ( j)d j
e−(x+iy)(b−ν)e−Λ(b−ν)λ (ν) dν

+

b∫
a1

e−(x+iy)(b−ν)e−Λ(b−ν)λ (ν)

b∫
ν

γ (τ)

ν∫
τ

δ (w) e
−

τ∫
w
δ( j)d j

e
−

ν∫
w
γ( j)d j

dwdτdν

 db

=

aσ∫
a1

h (b)


b∫

a1

e
−

b∫
ν

δ( j)d j
e−x(b−ν) (cos ((b − ν) y) − i sin ((b − ν) y)) e−Λ(b−ν)λ (ν) dν

+

b∫
a1

e−x(b−ν) (cos ((b − ν) y) − i sin ((b − ν) y)) e−Λ(b−ν)λ (ν)

b∫
ν

γ (τ)

ν∫
τ

δ (w) e
−

τ∫
w
δ( j)d j

e
−

ν∫
w
γ( j)d j

dwdτdν

 db.

If the real part of Q̂ (ξ∗∗) is equal to Q̂ (ξ∗), then

Q̂ (ξ∗) = Re Q̂ (ξ∗∗)

=

aσ∫
a1

h (b)


b∫

a1

e
−

b∫
ν

δ( j)d j
e−x(b−ν) cos ((b − ν) y) e−Λ(b−ν)λ (ν) dν

+

b∫
a1

e−x(b−ν) cos ((b − ν) y) e−Λ(b−ν)λ (ν)

b∫
ν

γ (τ)

ν∫
τ

δ (w) e
−

τ∫
w
δ( j)d j

e
−

ν∫
w
γ( j)d j

dwdτdν

 db

≤

aσ∫
a1

h (b)


b∫

a1

e
−

b∫
ν

δ( j)d j
e−(x+Λ)(b−ν)λ (ν) dν +

b∫
a1

e−(x+Λ)(b−ν)λ (ν)

b∫
ν

γ (τ)

ν∫
τ

δ (w) e
−

τ∫
w
δ( j)d j

e
−

ν∫
w
γ( j)d j

dwdτdν

 db

= Q̂ (x) = Q̂ (Re ξ∗∗) .

By using the result of Proposition 4.1, for Q̂′ (ξ) < 0, we obtain that Q̂ (ξ∗) ≤ Q̂ (Re ξ∗∗). Thus, we
prove that Re ξ∗∗ ≤ ξ∗.
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Corollary 4.3. The disease-free steady-state solution E0 = (1, 0, 0, 0) is locally asymptotically stable
if R0 < 1 and it is unstable if R0 > 1.

Proof. Based on the Proposition 4.1, we suppose that the unique real value root of Eq (3.26) is ξ∗. If
R0 > 1, based on Lemma 3.2, for Q̂ (0) > 1, then we have ξ∗ > 0. Since the characteristic equation has
a positive root, then we conclude that the disease-free steady state condition E0 is unstable.

Meanwhile, if R0 < 1, it means Q̂ (0) < 1, then based on Lemma 3.2, the root of (3.26) is real and
negative. Suppose that the root of the characteristic equation is ξ∗, then we have ξ∗ < 0. Furthermore,
based on Lemma 4.2, ξ∗ is the dominant root of Eq (3.26) and the steady state condition of disease-free
E0 is asymptotically stable.

The stability of the disease-free steady state solution can be interpreted as follows. If the disease-
free steady state solution is stable, i.e., for R0 < 1, HPV can be removed from the body, and all cells
become normal. This condition can be reached if the initial size of each sub-population is in the basin
of attraction of E0. It is in line with the work by [14, 22, 30]. Next, we will analyze global stability
around E0 using Fatou’s Lemma.

The global stability of the disease-free steady state solution E0 will be provided by showing that
the value of s (a, t) → 1, and the values of i (a, t), p (a, t), and c (a, t) tend to zero, as t → ∞. Equation
(3.10) can be rewritten by β∗ (a, t) = λ (a) B (t), where

B (t) =

aσ∫
a1

h (b) [i (b, t) + c (b, t)]db. (4.1)

If Eq (4.1) is substituted into Eqs (3.6)–(3.9), then we obtain the solution along the characteristic curve
c1 = t − a as follows,

s (a, t) = e
−

a∫
a1

Λ+λ( j)B( j+t−a)d j
a∫

a1

Λe

τ∫
a1

Λ+λ( j)B( j+t−a)d j
dτ + e

−

a∫
a1

Λ+λ( j)B( j+t−a)d j
(4.2)

i (a, t) = e
−

a∫
a1

(δ( j)+Λ)d j
a∫

a1

e

τ∫
a1

(δ( j)+Λ)d j
λ (τ) B (τ + t − a) s (τ, τ + t − a)dτ (4.3)

p (a, t) = e
−

a∫
a1

(γ( j)+Λ)d j
a∫

a1

e

η∫
a1

(γ( j)+Λ)d j
δ (η) e

−

η∫
a1

(δ( j)+Λ)d j

η∫
a1

e

τ∫
a1

(δ( j)+Λ)d j
λ (τ) B (τ + t − a) s (τ, τ + t − a) dτdη (4.4)

c (a, t) = e
−

a∫
a1

Λd j
a∫

a1

e

w∫
a1

Λd j
γ (w) e

−

w∫
a1

(γ( j)+Λ)d j

w∫
a1

e

η∫
a1

(γ( j)+Λ)d j
δ (η) e

−

η∫
a1

(δ( j)+Λ)d j
η∫

a1

e

τ∫
a1

(δ( j)+Λ)d j
λ (τ) B (τ + t − a) s (τ, τ + t − a) dτdηdw. (4.5)
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Now, Eqs (4.3) and (4.5) in E0 are substituted into Eq (4.1), then we have

B (t) =

aσ∫
a1

h (b)

e−
a∫

a1

(δ( j)+Λ)d j
a∫

a1

e

τ∫
a1

(δ( j)+Λ)d j
λ (τ) B (τ + t − a)dτ

+ e
−

a∫
a1

Λd j
a∫

a1

e

w∫
a1

Λd j
γ (w) e

−

w∫
a1

(γ( j)+Λ)d j
w∫

a1

e

η∫
a1

(γ( j)+Λ)d j
δ (η)

e
−

η∫
a1

(δ( j)+Λ)d j
η∫

a1

e

τ∫
a1

(δ( j)+Λ)d j
λ (τ) B (τ + t − a) dτdηdw

 db

If V (a) = λ (a) lim sup
t→∞

B (t), then by using Fatou’s Lemma and by applying the supremum limit of

t → ∞ in both sides, we obtain
V (a) ≤ λ (a) C1 (4.6)

where

C1 =

aσ∫
a1

h (b)

e−
a∫

a1

(δ( j)+Λ)d j
a∫

a1

e

τ∫
a1

(δ( j)+Λ)d j
V (τ)dτ

+ e
−

a∫
a1

Λd j
a∫

a1

e

w∫
a1

Λd j
γ (w) e

−

w∫
a1

(γ( j)+Λ)d j

w∫
a1

e

η∫
a1

(γ( j)+Λ)d j
δ (η) e

−

η∫
a1

(δ( j)+Λ)d j
η∫

a1

e

τ∫
a1

(δ( j)+Λ)d j
V (τ) dτdηdw

 . (4.7)

By substitution of Eq (4.6) to (4.7), then we have

C1 ≤

aσ∫
a1

h (b)

e−
a∫

a1

(δ( j)+Λ)d j
a∫

a1

e

τ∫
a1

(δ( j)+Λ)d j
λ (τ) C1dτ

+ e
−

a∫
a1

Λd j
a∫

a1

e

w∫
a1

Λd j
γ (w)e

−

w∫
a1

(γ( j)+Λ)d j

w∫
a1

e

η∫
a1

(γ( j)+Λ)d j
δ (η) e

−

η∫
a1

(δ( j)+Λ)d j
η∫

a1

e

τ∫
a1

(δ( j)+Λ)d j
λ (τ) C1dτdηdw


or C1 ≤ C1R0. It means that C1 (1 − R0) ≤ 0. Since R0 < 1 and C1 is nonnegative, then the only
possibility of C1 is zero. By applying this result, we have V (a) = 0 and lim sup

t→∞
B (t) = 0, and then

we have lim
t→∞

i (t) = lim
t→∞

p (t) = lim
t→∞

c (t) = 0 and lim
t→∞

s (t) = 1. Finally, we conclude the global stability
conditions of the disease-free steady state solution in Theorem 4.4.

Theorem 4.4. If R0 < 1, then the disease-free steady state solution E0 = (1, 0, 0, 0) is globally asymp-
totically stable.
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4.2. Existence of cancerous steady state solution

In Corollary 4.3, we have shown that for R0 > 1, the disease-free steady state solution is unstable
and there exists a cancerous steady state solution. The existence conditions of the cancerous steady
state solution is explained in Theorem 4.5.

Theorem 4.5. If R0 > 1, then there exists a cancerous steady state solution.

Proof. Recall the steady state solutions of System (3.6)–(3.9) in Lemma 3.1. Suppose that J in Eq
(3.15) is not equal to zero, then we have E1 =

(
ŝ∗ (a) , î∗ (a) , p̂∗ (a) , ĉ∗ (a)

)
and J = JQ̂ (J) where

Q̂ (J) =

aσ∫
a1

h (b)

b∫
a1

e
−

b∫
w

(δ( j)+Λ)d j
λ (w)

e−
w∫

a1

(λ( j)J+Λ)d j
+

w∫
a1

e
−

w∫
τ

(λ( j)J+Λ)d j
Λdτ

 dwdb

+

aσ∫
a1

h (b)

b∫
a1

e−Λ(b−w)λ (w)

e−
w∫

a1

(λ( j)J+Λ)d j
+

w∫
a1

e
−

w∫
τ

(λ( j)J+Λ)d j
Λdτ


b∫

w

γ (η)

w∫
η

e
−

η∫
ν

δ( j)d j
e
−

w∫
v
γ( j)d j

δ (v) dνdηdwdb. (4.8)

The solution of J = JQ̂ (J) is J = 0 or J > 0 that satisfies

Q̂ (J) = 1. (4.9)

By changing the order of integration, for J = 0, Eq (4.8) can be written as

Q̂ (0) =

aσ∫
a1

h (b)

b∫
a1

e
−

b∫
w

(δ( j)+Λ)d j
λ (w)

e−
w∫

a1

Λd j
+

w∫
a1

e
−

w∫
τ

Λd j
Λdτ

 dw

+

aσ∫
a1

h (b)

b∫
a1

e−Λ(b−w)λ (w)

e−
w∫

a1

Λd j
+

w∫
a1

e
−

w∫
τ

Λd j
Λdτ


b∫

w

γ (η)

w∫
η

e
−

η∫
ν

δ( j)d j
e
−

w∫
v
γ( j)d j

δ (v) dνdηdwdb

=

aσ∫
a1

h (b)

b∫
a1

e
−

b∫
w

(δ( j)+Λ)d j
λ (w) dw

+

aσ∫
a1

h (b)

b∫
a1

e−Λ(b−w)λ (w)

b∫
w

γ (η)

w∫
η

e
−

η∫
ν

δ( j)d j
e
−

w∫
v
γ( j)d j

δ (v) dνdηdwdb

We see that System (3.6)–(3.9) has a cancerous steady state solution E1, if Eq (4.9) holds for J. We
denote that Q̂ (0) = R0. Since i (b) + c (b) < 1, then we obtain

Q̂ (J) =
1
J

aσ∫
a1

h (b) [i (b) + c (b)]db <
1
J

aσ∫
a1

h (b)db

where Q̂ (J)→ 0 as J → ∞. Thus, for R0 > 1, Eq (4.9) holds for a unique positive value of J.
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4.3. Local stability of cancerous steady state solution

We use a perturbation technique to study the local stability of the cancerous steady state solution.
Based on the steady state solution of System (3.6)–(3.9) that has been attained in Lemma 3.1, we obtain
the perturbation transformations as follows,

s (a, t) = ŝ∗ (a) + s̃∗ (a) eξt

= e
−

a∫
a1

(λ( j)J+Λ)d j
+

a∫
a1

e
−

a∫
τ

(λ( j)J+Λ)d j
Λdτ + s̃∗ (a) eξt (4.10)

i (a, t) = î∗ (a) + ĩ∗ (a) eξt

=

a∫
a1

e
−

a∫
ν

(δ( j)+Λ)d j
λ (ν) J

e−
ν∫

a1

(λ( j)J+Λ)d j
+

ν∫
a1

e
−

ν∫
τ

(λ( j)J+Λ)d j
Λdτ

 dν + ĩ∗ (a) eξt (4.11)

p (a, t) = p̂∗ (a) + p̃∗ (a) eξt

=

a∫
a1

e−Λ(a−η)λ (η) J

e−
η∫

a1

(λ( j)J+Λ)d j
+

η∫
a1

e
−

η∫
τ

(λ( j)J+Λ)d j
Λdτ


a∫

η

e
−

η∫
ν

δ( j)d j
e
−

a∫
v
γ( j)d j

δ (v) dνdη + p̃∗ (a) eξt (4.12)

c (a, t) = ĉ∗ (a) + c̃∗ (a) eξt

=

a∫
a1

e−Λ(a−w)λ (w) J

e−
w∫

a1

(λ( j)J+Λ)d j
+

w∫
a1

e
−

w∫
τ

(λ( j)J+Λ)d j
Λdτ


a∫

w

γ (η)

w∫
η

e
−

η∫
ν

δ( j)d j
e
−

w∫
v
γ( j)d j

δ (v) dνdηdw + c̃∗ (a) eξt. (4.13)

If Eqs (4.11) and (4.13) are substituted into Eq (3.10) and based on Eq (3.15), we have

β∗ (a, t) = λ (a)

aσ∫
a1

h (b)
[
î∗ (b) + ĩ∗ (b) eξt + ĉ∗ (b) + c̃∗ (b) eξt

]
db = λ (a) J + λ (a) U∗eξt, (4.14)

where

U∗ =

aσ∫
a1

h (b)
[
ĩ∗ (b) + c̃∗ (b)

]
db. (4.15)

Then we have the linearized perturbed system in s̃∗ (a) , ĩ∗ (a) , p̃∗ (a), and c̃∗ (a), as follows,

ds̃∗ (a)
da

= −s̃∗ (a)
[
Λ + ξ + λ (a) J

]
− λ (a) U∗ ŝ∗ (a)

dĩ∗ (a)
da

= − (ξ + δ (a) + Λ) ĩ∗ (a) + λ (a) (U∗ ŝ∗ (a) + J s̃∗ (a))
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dp̃∗ (a)
da

= δ (a) ĩ∗ (a) − (ξ + γ (a) + Λ) p̃∗ (a)

dc̃∗ (a)
da

= γ (a) p̃∗ (a) − (Λ + ξ) c̃∗ (a) .

Since U∗ , 0, then we can use the transformation

s̄ =
s̃∗

U∗
, ī =

ĩ∗

U∗
, p̄ =

p̃∗

U∗
, and c̄ =

c̃∗

U∗
,

to remove U∗ from the system. Thus, we have

ds̄ (a)
da

= −s̄ (a)
[
Λ + ξ + λ (a) J

]
− λ (a) ŝ∗ (a) (4.16)

dī (a)
da

= − (ξ + δ (a) + Λ) ī (a) + λ (a) (ŝ∗ (a) + J s̄ (a)) (4.17)

dp̄ (a)
da

= δ (a) ī (a) − (ξ + γ (a) + Λ) p̄ (a) (4.18)

dc̄ (a)
da

= γ (a) p̄ (a) − (Λ + ξ) c̄ (a) . (4.19)

By using the transformation above, Eq (4.15) becomes

1 =

aσ∫
a1

h (b)
[
ī (b) + c̄ (b)

]
db, (4.20)

and the solution of (4.16)–(4.19) is

s̄ (a) =

a∫
a1

−λ (τ) ŝ∗ (τ)e
−

a∫
τ

(Λ+ξ+λ( j)J)d j
dτ (4.21)

ī(a) =

a∫
a1

e−(ξ+Λ)(a−w)λ (w) ŝ∗ (w)

e−
a∫

w
δ( j)d j

− J

a∫
w

λ (τ)e
−

w∫
τ

λ( j)Jd j
e
−

a∫
τ

δ( j)d j
dτ

 dw (4.22)

p̄ (a) =

a∫
a1

e
−

a∫
τ

(ξ+γ( j)+Λ)d j
δ (τ) ī (τ) dτ (4.23)

c̄(a) =

a∫
a1

e−(ξ+Λ)(a−w)λ (w) ŝ∗ (w)

a∫
w

γ (η)

w∫
η

e
−

w∫
ν

γ( j)d j
δ (ν)

e−
η∫

v
δ( j)d j

− J

η∫
ν

λ (τ)e
−

v∫
τ

λ( j)Jd j
e
−

η∫
τ

δ( j)d j
dτ

 dvdηdw. (4.24)

If Eqs (4.22) and (4.24) are substituted into (4.20), and the right-hand side of (4.20) is denoted by
Q̄ (ξ), then we get

Q̄ (ξ) =

aσ∫
a1

h (b)

b∫
a1

e−(ξ+Λ)(b−w)λ (w) ŝ∗ (w) Ω (b,w) dwdb (4.25)
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where

Ω (b,w) = e
−

b∫
w
δ( j)d j

− J

b∫
w

λ (τ)e
−

w∫
τ

λ( j)Jd j
e
−

b∫
τ

δ( j)d j
dτ +

b∫
w

γ (η)

w∫
η

e
−

w∫
ν

γ( j)d j
δ (ν)

e−
η∫

v
δ( j)d j

−J

η∫
ν

λ (τ)e
−

v∫
τ

λ( j)Jd j
e
−

η∫
τ

δ( j)d j
dτ

 dvdη. (4.26)

Let

Ψ (b,w) = e
−

b∫
w
δ( j)d j

− J

b∫
w

λ (τ)e
−

w∫
τ

λ( j)Jd j
e
−

b∫
τ

δ( j)d j
dτ (4.27)

and Φ (w, ν) = e
−

w∫
v
γ( j)d j

δ (ν), then Eq (4.26) becomes

Ω (b,w) = Ψ (b,w) +

b∫
w

γ (η)

w∫
η

Φ (w, ν) Ψ (η, ν) dνdη.

Next, we will show the conditions that the root of Q̄ (ξ) = 1 is unique and real.

Theorem 4.6. If Ψ (b,w) ≥ 0 where a1 ≤ w ≤ b ≤ aσ, then
Q̄′ (ξ) < 0, lim

ξ→∞
Q̄ (ξ) = 0, lim

ξ→−∞
Q̄ (ξ) = ∞, and Q̄ (0) < 1.

Proof. For the first statement. If Ψ (b,w) ≥ 0, then Ω (b,w) ≥ 0. Based on (4.25), then Q̄ (ξ) ≥ 0. Thus

Q̄′ (ξ) =
d
dξ

aσ∫
a1

h (b)

b∫
a1

e−(ξ+Λ)(b−w)λ (w) ŝ∗ (w) Ω (b,w) dwdb

= −

aσ∫
a1

h (b)

b∫
a1

(b − w) e−(ξ+Λ)(b−w)λ (w) ŝ∗ (w) Ω (b,w) dwdb

< 0.

Furthermore, based on (4.25) it is clear that lim
ξ→∞

Q̄ (ξ) = 0, lim
ξ→−∞

Q̄ (ξ) = ∞.

Now we will prove for the second statement. Based on (4.9), then we have

Q̄ (0) = 1 + J

aσ∫
a1

h (b)

b∫
w

s̄ (η) λ (η)

e−
b∫
τ

δ( j)d j
+

w∫
η

γ (ν)

η∫
ν

δ (τ)e
−

η∫
τ

δ( j)d j
e
−

w∫
τ

γ( j)d j
dτdv

 dηdb.

Since based on (4.21) that s̄ (a) < 0, then Q̄ (0) < 1. It completes the proof.
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Based on Theorem 4.6, the function of Q̄ satisfies Q̄′ (ξ) < 0, lim
ξ→∞

Q̄ (ξ) = 0, lim
ξ→−∞

Q̄ (ξ) = ∞. It

follows that the function of Q̄ is a monotone decreasing. Furthermore, derived from the properties
of Q̄, Eq (4.20) has a unique root. We also have proved in Theorem 4.6 that Q̄ (0) < 1, then the
characteristic equation (4.20) has a negative root. Next it is proved that the negative root obtained is
the dominant root.

Lemma 4.7. If ξ∗ is real root of Q̄ (ξ) = 1, then ξ∗ is the dominant root.

Proof. Proving this lemma means if there is a complex root obtained from Q̄ (ξ) = 1, then this root has
a real part whose value is less than ξ∗. Suppose ξ̄ = x̄ + iȳ is the root Q̄ (ξ) = 1 in the form of a complex
number, then we have

Q̄
(
ξ̄
)

= Q̄ (x̄ + iȳ)

=

aσ∫
a1

h (b)


b∫

a1

e−x̄(b−w) (cos ((b − w) ȳ) − i sin ((b − w) ȳ))e−Λ(b−w)

λ (w) ŝ∗ (w)

e−
b∫

w
δ( j)d j

− J

b∫
w

λ (τ)e
−

τ∫
w
λ( j)Jd j

e
−

b∫
τ

δ( j)d j
dτ

+

b∫
w

γ (η)

b∫
w

e
−

b∫
v
γ( j)d j

δ (v)e
−

η∫
w
δ( j)d j

dvdη − J

b∫
w

γ (η)

b∫
w

e
−

b∫
v
γ( j)d j

δ (v)

v∫
w

λ (τ)e
−

τ∫
w
λ( j)Jd j

e
−

v∫
τ

δ( j)d j
dτdvdη

 dw

 db.

As a result, the real part of Q̄
(
ξ̄
)

is equal to Q̄
(
ξ̄∗

)
, then we acquire

Q̄
(
ξ̄∗

)
= Re Q̄

(
ξ̄
)

≤

aσ∫
a1

h (b)


b∫

a1

e−x̄(b−w)e−Λ(b−w)λ (w) ŝ∗ (w)

e−
b∫

w
δ( j)d j

− J

b∫
w

λ (τ)e
−

τ∫
w
λ( j)Jd j

e
−

b∫
τ

δ( j)d j
dτ

+

b∫
w

γ (η)

b∫
w

e
−

b∫
v
γ( j)d j

δ (v)e
−

η∫
w
δ( j)d j

dvdη − J

b∫
w

γ (η)

b∫
w

e
−

b∫
v
γ( j)d j

δ (v)

v∫
w

λ (τ)e
−

τ∫
w
λ( j)Jd j

e
−

v∫
τ

δ( j)d j
dτdvdη

 dw

 db

= Q̄ (x̄) = Q̄
(
Re ξ̄

)
.

Based on the Theorem 4.6, we derive Q̄′ (ξ) < 0 and Q̄
(
ξ̄∗

)
≤ Q̄

(
Re ξ̄

)
, so it proves Re ξ̄ ≤ ξ̄∗.
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Furthermore, the stability of the cancerous steady state solution can be seen in Corollary 4.8.

Corollary 4.8. If assumption in Theorems 4.5, 4.6, and Lemma 4.7 hold, then the cancerous steady
state solution is locally asymptotically stable.

Proof. Let R0 > 1, then cancerous steady state condition of the model exists as guaranteed by Theorem
4.5. Based on the Theorem 4.6, the solution of Q̄ (ξ) = 1 is unique and ξ < 0. Furthermore, based on
Lemma 4.7 the root obtained is the dominant root. Because we obtain negative root, then the cancerous
steady state condition is locally asymptotically stable.

5. Numerical simulation

In this section, we show some illustrations of the solutions of System (3.6)–(3.9). We study the
model in a constant condition. This implies that the value of all parameters is all constants. The
parameter values that are used for simulations are shown in the Table 2.

Table 2. Parameters value.

Parameter Value Reference
Λ 0.1 [31]
λ(a) 0.05 [32]
h(b) 0.2 Assumed
δ(a) 0.15 [10]
γ(a) 0.04 [7, 10]

The interaction between the cells is usually begin shortly after the proliferation, which is in G1

phase. We assume that the time average, which is needed from the proliferation to G1, is 1 hour. On
the other hand, we assume that one cycle life span required by a cell is 100 hours. Based on this facts
and assumptions, we define the age interval is [1, 100]. The basic reproduction number is calculated
by substituting the parameter value in Table 2 into (3.27), then we obtain

R0 =

100∫
1

0.2


b∫

1

e
−

b∫
ν

0.15d j
e−0.1(b−ν)0.05dν

+

b∫
1

e−0.1(b−ν)0.05

b∫
ν

0.04

ν∫
τ

0.15e
−

τ∫
w

0.15d j
e
−

ν∫
w

0.04d j
dwdτdν

 db

≈ 2.83.

Since R0 > 1, then based on the Theorem 4.5, the virus exists and then spreads in all parts of the
tissue, see Figure 1. The density of susceptible cells (see Figure 1a) decreases significantly but then
increases at a lower value than before, and goes to the constant value. The density of the infected
cells also decreases. The decreasing of the infected cells can be caused by the death of infected cells
or infected cells progressing to precancerous cells. Simultaneously, the development of the cancerous
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cells population is initially at the low speed even had a decrease moment, but then approaching near
the 10th hours, it approaches the steady state solution. The behaviour of precancerous and cancer cells
population (see Figure 1a) indicates that the cancer cells are uncontrollable. We can see in Figure 1b
that the age distribution of precancerous cells population converges to a positive distribution as time
evolves.

We also consider the dynamics near the disease-free steady state solution. By using h = 0.05,
then we have R0 ≈ 0.707 < 1. In Figure 1c, we show that the density of the susceptible cells
increases while the density of infected, precancerous, and cancer cells decreases. We focused on

(a) Cell profiles when R0 > 1. (b) Precancer cells when R0 > 1.

(c) Cell profiles when R0 < 1. (d) Precancerous cells when R0 < 1.

Figure 1. The behaviour of cells profiles.
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(a) Phaseportrait of solutions
when R0 = 0.707 < 1.

(b) Phaseportrait of solutions
when R0 = 2.83 > 1.

Figure 2. Phaseportrait of susceptible, precancer and cancer cells with different initial value.

showing the profile of the precancerous cell, Figure 1d exhibits that the age distribution of precan-
cerous cells population converges to zero as time evolves. Moreover, Figure 2a illustrates the phase
portraits of s, p, and c, where the solutions converge to s = 1 when the initial value of (s, i, p, c)
is (1, 0.1, 0, 0), (1, 0.2, 0.01, 0), (1, 0.3, 0.02, 0). This example shows the solution of the infected, pre-
cancerous and cancer cells populations are decreasing and then vanish. All cells will be susceptible
or normal (see Theorem 4.4). It is also showed in Figure 2b, where the initial value of (s, i, p, c)
is at (0.01, 0.1, 0.01, 0.1), (0.011, 0.2, 0.02, 0.2), (0.013, 0.3, 0.03, 0.3), the solutions tends to cancerous
steady state solution. Thus, the disease-free steady state solution is unstable. Simultaneously, the
cancerous steady state solution becomes stable, see Corollary 4.8.

Furthermore, if we change the value of δ from 0.15 to 0.165 and substitute it to the system, the
density of infected cells decreases. However, the density of precancerous and cancer cells will increase.
This behaviour can be seen from Figure 3, the higher the value of δ, the more the infected cells to
progress to precancerous cells. Since δ means the progression rate from infected to precancerous
cells, it is attempted to reduce the value of δ, so that infected cells do not have the possibility to
become precancerous cells. In this case, we need a control therapy by reducing the value of δ. On the
other hand, based on Theorem 4.4, if the sufficient condition hold, then by the appropriate therapy the
infected, precancerous, and cancer cells can be eliminated, see [9].

6. Concluding remarks

This paper proposes a new mathematical model of cervical cancer based on the age-structured of
cells at the tissue level. The model is an extension of the one in [7], which is, by adding the age of cells
to the system. We consider the patterns of the steady state solutions and their stabilities to determine
the dynamics of HPV infections based on the age of cells. Our model is a sequel work of the one in [10]
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(a) Infected cells profile. (b) Precancer cells profile.

(c) Cancer cells profile.

Figure 3. The behaviour changes of cells due to changes in the values of δ when R0 > 1.

with a different scenario, that is, by adding the natural growth of the cells and the force of infections
parameter. The force of infections represents the HPV infection rate to the normal cells.

The steady state condition of the system has been discussed in Lemma 3.1. Furthermore, the stabil-
ity analysis of the model was presented through basic reproduction number, R0. If the value of R0 < 1,
then the disease-free steady state solution is globally asymptotically stable. As our analytical result,
a cancerous steady state solution will exist and locally asymptotically stable based on certain condi-
tions; see Theorem 4.5 and Corollary 4.8. By the numerical simulations, we have shown that different
changes of δ will affect the cells behaviour. Parameter δ indicates the progression rate from infected to
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precancerous cells. If this value is lowered, then it is in line with the decreasing of precancerous cells
density (see Figure 3b). This result related to [7] by minimizing the precancerous cells population,
then it will minimize the risk of cancer cell growth.

Mathematical research constantly develops a model that addresses modern and basic cancer treat-
ments, such as using chemotherapy [33–35], immunotherapy [36, 37], TNF-α inhibitor therapy [38].
Moreover, it is beneficial to analyze the optimal control problem [39,40] and impulse control [41]. The
possibility of metastasis conditions for cervical cancer also needs to be discussed in a mathematical
point of view. However, some results that should be important are not discussed in our manuscript,
such as cancer treatment, optimal control and impulse control, the metastasis condition for cervical
cancer. These studies are still an open problem in this paper.
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