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Abstract: The study of drug side effects is a significant task in drug discovery. Candidate drugs with 

unaccepted side effects must be eliminated to prevent risks for both patients and pharmaceutical 

companies. Thus, all side effects for any candidate drug should be determined. However, this task, 

which is carried out through traditional experiments, is time-consuming and expensive. Building 

computational methods has been increasingly used for the identification of drug side effects. In the 

present study, a new path-based method was proposed to determine drug side effects. A heterogeneous 

network was built to perform such method, which defined drugs and side effects as nodes. For any 

drug and side effect, the proposed path-based method determined all paths with limited length that 

connects them and further evaluated the association between them based on these paths. The strong 

association indicates that the drug has a side effect with a high probability. By using two types of 

jackknife test, the method yielded good performance and was superior to some other network-based 

methods. Furthermore, the effects of one parameter in the method and heterogeneous network was 

analyzed. 
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1. Introduction  

Adverse drug reactions (ADRs), also called side effects, refer to the pharmacological effects of 

drugs beyond the purpose of treatment that occur after the standard dose of the drug is taken. The 

unaccepted side effects of drugs mainly cause the failure of drugs in clinical trials and withdrawal from 
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the market. In each year, approximately 2 million people are affected by the side effects of drugs [1,2]. 

According to some public information, a drug is released to the consumer market after 10–15 years 

from the initial stage. The entire process is highly expensive. Although the drug research and 

development market has invested and progressed in the past 20 years, the number of new drugs 

approved each year remains low [3]. To save time, reduce cost and risk, and accelerate the procedures 

of drug discovery, researchers should study drug side effects. However, the traditional experiment and 

clinical methods are very time-consuming and laborious. Therefore, fast, efficient, and low-cost 

methods should be designed urgently. 

In recent years, several essential progresses have been made in computer technology. These newly 

proposed technologies provide strong supports to deal with some realities, including drug side effect 

prediction. The accumulative knowledge on drugs and side effects, which have been stored in some 

public databases, provides strong data support to develop efficient computational methods for the 

identification of drug side effects. Several computational methods have been set up to identify drug 

side effects. In some studies, a binary classifier for each side effect has been built [4–8]. Considering 

the increasing number of side effects that have been reported, the efficiency of such type of methods 

is a problem. Several other studies developed multi-label classifiers to identify drug side effects caused 

by the multiple side effects of several drugs [9–14]. Some studies paired drugs and side effects as 

samples and built a uniform binary classifier involving all side effects [15–17]. The prediction of drug 

side effects was also modelled as recommended systems in some studies [2,18,19]. Most previous 

studies seldom considered the associations of drugs and side effects. Networks have been used to 

organize drugs or side effects in some methods. However, the networks for both drugs and side effects 

have not been included, hindering the deep investigation on the associations of drugs or side effects. 

The heterogeneous network is a good form to include drugs and side effects simultaneously. This study 

adopted such form and further designed a novel computational method to identify drug side effects. 

In this study, a new computational method was built to identify drug side effects. A heterogeneous 

network that defines drugs and side effects as nodes was constructed. On such network, a path-based 

method was designed. For each drug-side effect pair, we obtained all paths connecting two nodes, 

corresponding to the drug and side effect, with limited length. Based on these paths, we computed a 

measurement to evaluate the strength of the association between such drug and side effect. The strong 

association suggested that the drug had the side effect with a high probability. Two types of jackknife 

test were employed to assess the performance of the method, inducing satisfied AUROC and AUPR. 

The path-based method was also superior to some methods that incorporate random walk with restart 

(RWR) [20] or Laplacian heat diffusion (LHD) [21] algorithms. Finally, novel side effects of some 

drugs yielded using the path-based method were analyzed. 

2. Materials and methods 

2.1. Materials 

We sourced the drugs and their side effects from Side Effect Resource (SIDER) database 

(http://sideeffects.embl.de/, version 4.1) [22], a public database containing information about marketed 

medicines and their recorded ADRs. Based on the original downloaded file “meddra_all_se.tsv.gz”, 

1,556 drugs represented by STITCH compound IDs and 6,123 different side effects were obtained. 

This investigation was conducted with a heterogeneous network, drugs and side effects were defined 

http://sideeffects.embl.de/
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as nodes, and drugs and side effects that were not included in such network were excluded. After such 

operation, 1,489 drugs and 6,028 side effects remained. From these drugs and side effects, 164,047 

validated drug-side effect pairs were obtained and called as positive samples. The remaining drug-side 

effect pairs were not been labelled, and whether the drug had a side effect was not determined. These 

pairs were termed as negative samples when evaluating the performance of methods.  

2.2. Heterogeneous network construction 

A network is a well-defined scheme used to organize several objects at the system level. Under 

this form, the relationships between objects are clearly displayed to mine hidden information of 

different objects. Here, we adopted such form to investigate drug side effects.  

The constructed network defined drugs and side effects as nodes. Such type of network is called 

a heterogeneous network in computer science. Two types of nodes are included in this network, and 

edges in such network can be classified into the three following types: (1) edges connecting two drugs; 

(2) edges connecting two side effects; and (3) edges connecting one drug and one side effect. These 

three edge types induced three sub-networks, namely, drug network, side effect network, and drug–

side effect network. The construction procedures are as follows. 

2.2.1. Drug network 

This network was constructed by downloading the chemical–chemical interaction (CCI) 

information collected in STITCH (http://stitch.embl.de/, version 4.0) [23]. Each CCI is composed of 

two chemicals, represented by STITCH compound IDs, and one confidence score, ranging from 1 to 

999. This score was obtained by integrating four scores, which measure associations between 

chemicals based on their structures, activities, reactions, and co-occurrence in literature. The score 

derived from chemical structures is defined as the Tanimoto 2D chemical similarity score based on 

chemicals’ Simplified Molecular Input Line Entry System (SMILES) [24] strings, which is widely 

used in chemical- or drug-related studies. Thus, the integrated score reported in STITCH can 

extensively measure the associations of chemicals. Based on the downloaded CCI information, we 

extracted those involving 1,489 drugs mentioned in Section 2.1, and 151,316 CCIs were obtained. 

Each of these CCIs formed an edge in the drug network, that is, two chemicals were adjacent if and 

only if they can constitute a CCI. Furthermore, each edge was assigned a weight, defining as the 

confidence score of the corresponding CCI divided by 1,000.  

2.2.2. Side effect network 

This network contained 6,028 side effect nodes. Edges were determined in this network by 

measuring the associations between any two side effects. For side effect s, let D(s) be a set containing 

drugs having such side effect. Accordingly, the associations between two side effects si and sj can be 

evaluated based on their drug sets, and the expression is as follows:  
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We set a threshold of 0.1 in such association to define edges in the side effect network, in which 

two side effects si and sj were connected by an edge if and only if 1.0),( ji ssw  . In addition, 

),( ji ssw  was assigned to the edge as its weight. This side effect network contained 596,165 edges. 

2.2.3. Drug-side effect network 

Finally, the drug–side effect network defined drugs and side effects as nodes, and each edge 

connected one drug node and one side effect node. We used the positive samples, namely, the validated 

drug-side effect pairs, mentioned in Section 2.1 to define edges. One drug node and one side effect 

node were connected if they can constitute a positive sample. The edges in this network indicated the 

current known relationships between drugs and side effects. Each edge was assigned a weight of 1. 

This network contained 164,047 edges in total. 

The three networks above were combined to comprise the heterogeneous network. A total of 

911,528 edges were contained in such network. For convenience, this network was denoted as NH.  

2.3. Path-based method 

In Section 2.2, a heterogeneous network NH was constructed, from which the associations between 

any drug and any side effect can be assessed. Path is an important definition in network theory. Two 

nodes connected by a path imply the special associations between them. Such association can be 

measured according to the paths that connect them. Each of these paths provides its contribution, which 

is influenced by its length. Let P1 be a path with length one connecting two nodes, in which two nodes 

are directly connected by an edge. This path indicates the direct relationship between these two nodes. 

Let P2 be another path with length two that connect them, this path indicates indirect relationship 

between them. Evidently direct relationship is stronger than the indirect relationship. Thus, when 

measuring the association of these two nodes, path P2 provides less contribution than P1. This finding 

indicates that the contribution of a path generally follows a decreasing trend with the increasing of its 

length. Considering that each path connecting two given nodes can provide its contribution, the 

association of two nodes can be measured by aggregating the contributions of all paths connecting 

them. In the presence of several paths that connect two nodes, the aggregation of the contributions of 

these paths is large, indicating high association between them. However, when computing the 

contribution of each path, the path length should be considered as above arguments. Therefore, we 

designed the path-based method in the following manner. 

For one drug node d and one side effect node s, the paths connecting them in NH were picked up. 

However, obtaining all paths that connect two nodes is an NP-hard problem. We set a limitation on the 

path length, which was denoted by L, that is, only paths with length of no more than L were considered. 

Long paths slightly contribute to measure the associations of two nodes. Accordingly, such limitation 

was set. Let PL be a set containing all paths connecting nodes d and s and with length of no more than 

L. For each path P in PL, the weight is defined as the product of weights of edges in P. Such weight 

was denoted as w(P). Considering that the edge weights were all between 0 and 1, w(P) was much 

small if its length is high, thus supporting that short paths result in higher contribution for measuring 

the associations of two nodes than long paths. Accordingly, the associations of d and s were measured 

using the following expression:  
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where )( pFdeca  represents the decay function, which can further increase the influence of path length, 

as defined below.  

)()( plpFdecay =  ,         (3) 

where   = 2.26 as suggested in [25,26,27,28], and l(p) represents the length of path P. The higher the 

),( dsQ  value, the stronger the associations between s and d.  

2.4. Jackknife test 

Jackknife test was employed to evaluate the performance of the path-based method. Two cases 

were used for the prediction of drug side effects in terms of whether the side effects for a given drug 

are known or not. In the first case, some side effects of a given drug were validated, the method was 

used to discover novel side effects of this drug. For the second case, the side effects of an input drug 

were completely unknown, and the method was used to identify its side effects based on the side effects 

of other drugs. Thus, the performance of path-based method under two cases should be evaluated. 

For the first case, we singled out each drug-side effect pair one by one. When one drug-side effect 

pair was picked up, the corresponding edge present in the heterogeneous network NH was deleted. 

Then, the path-based method was performed on such network to evaluate the association of the drug 

and side effect measured using Eq (2). The test under such case was called local jackknife test. For the 

second case, the pairs of one drug and all its side effects were all singled out. Under such case, the 

edges that connect this drug node and all side effect nodes were deleted from NH. Then, the proposed 

path-based method was performed on this network to assess the associations between this drug and all 

side effects, which were also measured by Eq (2). The test under the second case was termed as global 

jackknife test. 

2.5. Performance measurement 

Through the local or global jackknife test, each drug-side effect was assigned a measurement (Eq 

(2)). Accordingly, all drug-side effect pairs can be sorted in decreasing order of their measurements. 

For a given threshold, a prediction can be made for each drug-side effect pair, and the pair with higher 

measurement than the threshold was predicted to be positive; otherwise, it was predicted to be negative. 

Accordingly, the true positive rate (same as recall), false positive rate, and precision can be computed. 

By setting a series of thresholds, a group of the above measurements can be obtained. Receiver 

operating characteristic (ROC) was plotted by setting the true positive rate into the Y-axis and false 

positive rate into the X-axis. Furthermore, the precision-recall (PR) curve was drawn with precision in 

the Y-axis and recall in the X-axis. We calculated the area under these two curves, called AUROC and 

AUPR, to assess the performance of path-based method. High AUROC or AUPR indicated the good 

performance of the method. However, these two measurements may lead to different results. 

Accordingly, we computed the mean of AUROC and AUPR to fully evaluate the path-based method 

with different parameters and other methods. Subsequently, a uniform result can be obtained.  
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Figure 1. Entire procedures of the path-based method for the identification of drug side 

effects. A heterogeneous network containing three networks, namely, drug network, drug-

side effect network, and side effect network, was constructed. For one drug and one side 

effect, all paths with limited length connecting them are extracted from the network. These 

paths were used to evaluate the association between the drug and side effect. Two types of 

jackknife test were adopted to evaluate the performance of path-based method, inducing 

ROC and PR curves. 

3. Results 

In the present study, a novel path-based method was built to identify drug side effects. The 

procedures are shown in Figure 1. This section provides the evaluation results and elaborated the 

superiority of the path-based method. 

3.1. Performance of the method 

Before executing the path-based method, the parameter L on the limitation of path length should 

be determined. In the present study, we set L = 2, that is, we only considered the paths that connect any 

drug and side effect with length of no more than 2. Two types of jackknife test were employed to 
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evaluate the performance of such method. The results induced one ROC and one PR curve, as 

illustrated in Figures 2 and 3. Furthermore, we calculated the area under these two curves, as shown 

in Figures 2 and 3 and Table 1. Based on the local jackknife test, the path-based method yielded 

AUROC of 0.9116 and AUPR of 0.4533. Based on the global jackknife test, the AUROC was 0.8662 

and AUPR was 0.3353. Therefore, the performance under local jackknife test was better than that under 

global jackknife test. This finding is reasonable, because the side effect information of the drug in the 

testing sample was included in the training dataset under local jackknife test, whereas such information 

was excluded under the global jackknife test. 

 

Figure 2. ROC and PR curves of path-based method with different parameters (L) on 

path length limitation under local jackknife tests. (A) ROC curves; (B) PR curves. 

Table 1. Performance of the path-based method under local and global jackknife tests. 

Path length limitation 

(L) 

Local jackknife test Global jackknife test 

AUROC AUPR Average AUROC AUPR Average 

2 0.9116 0.4533 0.6825 0.8662 0.3353 0.6008 

3 0.8157 0.3202 0.5680 0.9178 0.2224 0.5701 

4 0.9029 0.3132 0.6081 0.8668 0.1883 0.5276 

3.2. Effect of the parameter on path length limitation  

In the proposed path-based method, the parameter (L) on path length limitation was set to 2. Other 

values such as L = 3 and L = 4 were also investigated. For each method with different values of such 

parameter, two types of jackknife tests were used to assess the performance. The corresponding ROC 

and PR curves are illustrated in Figures 2 and 3. The AUROC and AUPR values are listed in Table 1. 

The AUPR value decreased with increasing L. However, the values of AUROC were quite strange. 

L = 2 yielded the highest AUROC for local jackknife test, while L = 3 produced the highest AUROC 

for global jackknife test. For a full comparison, we further calculated the average AUROC and AUPR 

values for methods with different values of L, as listed in Table 1. L = 2 always yielded the highest averages 

regardless of the local or global jackknife tests. Thus, we set L = 2 in the proposed path-based method.  
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Figure 3. ROC and PR curves of path-based method with different parameters (L) on 

path length limitation under global jackknife tests. (A) ROC curves; (B) PR curves. 

3.3. Effect of the networks 

The proposed path-based method for the identification of drug side effects was implemented on 

a heterogeneous network NH. The accuracy of the network may affect the performance of the method. 

This section provides several permutation tests to confirm this finding. 

 

Figure 4. ROC and PR curves of path-based method (L = 2) under different permutation 

tests and local jackknife test. (A) ROC curves; (B) PR curves. 

Three permutation tests were conducted. Each test resulted in a permutation on part or all nodes 

in NH. The first test permutated the drug nodes in NH, whereas the side effects nodes did not change. 

The second test was conducted for the side effect nodes, in which a permutation was done on side 

effects nodes, and the drug nodes were not changed. The last test resulted in a permutation on both 
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drug and side effect nodes. Notably, the relationships between drugs and side effects, such as the edges 

in drug-side effect network, did not change in the three permutation tests. Under each permutation test, 

the path-based method (L = 2) was assessed using local and global jackknife tests. Based on the 

outcomes, ROC and PR curves were plotted, as shown in Figures 4 and 5. Corresponding AUROC and 

AUPR values are listed in Table 2, showing that the performance of the path-based method descended 

compared with its original performance (Table 1). For local jackknife test, the performance of the 

method was almost at the same level when permutation test was applied on drug or side effect nodes. 

However, this finding was not observed case for global jackknife test. The permutation test on drug 

nodes provided much more influence on the method than the test on side effect nodes. Therefore, the 

heterogeneous network is important for the path-based method. 

  

Figure 5. ROC and PR curves of path-based method (L = 2) under different permutation 

tests and global jackknife test. (A) ROC curves; (B) PR curves. 

Table 2. Performance of path-based method (L = 2) under different permutation tests. 

Cross-validation Permutation test AUROC AUPR Average 

Local jackknife test 

Drug only 0.8514 0.3009 0.5762 

Side effect only 0.8695 0.2683 0.5689 

Drug and side effect 0.7478 0.1269 0.4374 

Global jackknife test 

Drug only 0.7362 0.1588 0.4475 

Side effect only 0.8649 0.3345 0.5997 

Drug and side effect 0.7365 0.1595 0.4480 

3.4. Comparison of other network-based methods 

In this study, a path-based method was proposed to identify drug side effects. This method 

provided satisfactory performance as mentioned in Section 3.1. To further confirm its superiority, we 

employed two network-based methods for comparison.  

The first network-based method employed the RWR algorithm [20], which has wide applications 

in the field of bioinformatics [29–33]. This algorithm simulates a walker starting from one or more 
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seed nodes and delivers the probabilities on seed nodes to other nodes in a network. Based on n seed 

nodes, a probability vector P0 was constructed with a length that is the same as the node number in the 

network. One component corresponds to one node. The component corresponding to a seed node was 

set to 1/n, whereas others were set to zero. Such vector was repeatedly updated in the following manner 

01 )1( rPPWrP t

T

t +−=+ ,         (4) 

where W represents the column-wise normalized adjacency matrix of network, r denotes the restarting 

probability, which was set to 0.15 in this study. When Pt+1 and Pt are close enough, as measured by 
6

1 10
1

−

+ −
Ltt PP  , the updating procedures stop. Pt+1 is outputted as the outcome of the RWR 

algorithm. From such outcome, a probability can be obtained for each node other than seed nodes. This 

probability can reflect the association between the corresponding node and seed nodes. For the 

identification of drug side effects, the RWR algorithm was executed on the drug network (Section 2.2.1) 

for each side effect. Given a side effect s, we first extracted all drugs with such side effect, comprising 

a drug set denoted by D(s). Jackknife test was performed by first singling out each drug in D(s) 

individually and feeding the remaining drugs in D(s) into the RWR algorithm as the seed nodes. When 

the RWR algorithm stopped, the probability on the singled out drug was picked up to measure its 

association to the side effect, that is, the association between the drug and the side effect. For drugs 

not in D(s), all drugs in D(s) were set as seed nodes and fed into the RWR algorithm to access their 

associations to the side effect. When all side effects had been considered, the pairs of drugs and side 

effects were ranked in decreasing order of associations. This further induced the ROC and PR curves, 

as shown in Figure 6. Their AUROC and AUPR are listed in Table 3. The AUROC was 0.5432 and 

AUPR was 0.0193. The average was only 0.2813. They were all much smaller than those of the path-

based method (L=2, Table 1), indicating the superiority of the path-based method.  

 

Figure 6. ROC and PR curves of RWR-based and LHD-based methods. (A) ROC curve 

of RWR- and LHD-based methods; (B) PR curve of RWR- and LHD-based methods. 
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The second method was based on another powerful network algorithm, namely, the LHD 

algorithm [21]. This algorithm has also been used to tackle various bioinformatics problems [33–35]. 

Given a network, let A be its adjacent matrix and D be the diagonal matrix, storing the degree of each 

node. L is the Laplacian matrix of the network, defined as D-A. According to the seed nodes, a heat 

distribution vector H(t0) at time t0 was constructed, which is the same as P0 used in the RWR algorithm. 

This vector was updated as follows: 

LtetHtH −= )()( 0 ,         (5) 

where H(t) denotes the heat distribution vector at time t. When the heat distribution vectors at two 

consecutive time are close enough, the procedures stop. The final vector was used as output as the 

outcome of the LHD algorithm. Then, the heat value of each node can be obtained to indicate the 

association between such node and seed nodes. Similar to the RWR algorithm, the LHD algorithm 

was applied into the drug network for each side effect. Jackknife test was executed to generate ROC 

and PR curves, as illustrated in Figure 6. The corresponding AUROC and AUPR values are listed in 

Table 3. The AUROC and AUPR values were 0.9159 and 0.2755, respectively, and the average value 

was 0.5957. The AUROC was even higher than the value obtained using the path-based method (L = 2), 

but AUPR was much lower. The average value was lower than that generated by the path-based 

method (L = 2) obtained using local or global jackknife test. These results also prove the superiority 

of the path-based method. 

Table 3. Comparison of other network-based methods. 

Method Cross-validation AUROC AUPR Average 

Path-based method (L=2) 
Local jackknife test 0.9116 0.4533 0.6825 

Global jackknife test 0.8662 0.3353 0.6008 

RWR-based method Jackknife test 0.5432 0.0193 0.2813 

LHD-based method Jackknife test 0.9159 0.2755 0.5957 

Based on the above arguments, the path-based method was superior to the RWR and LHD-based 

methods. In the path-based method, we constructed a heterogeneous network containing the three 

following types of associations: (1) drug associations; (2) side effect associations; and (3) associations 

between drugs and side effects. For the RWR and LHD-based methods, only drug associations were 

adopted. This finding indicates that these methods do not consider side effect associations and 

associations between drugs and side effects. Less known information was involved in these two 

methods, inducing their lower performance.  

3.5. Case study 

The path-based method provided good performance for the identification of drug side effects. 

Thus, we analyzed some drug-side effect pairs that were assigned with high measurements (cf. Eq (2)). 

The results of local jackknife test were adopted to identify novel side effects for known drugs instead 

of candidate or completely new drugs. The top 1,000 pairs of drugs and side effects are summarized 

in Table S1. 

Zinc is classified under the mineral and supplemental class of drugs. It plays a central role in 

physiological function, including gene expression, protein synthesis, and immune function, and it is 
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essential for the sense of smell and taste [36–38]. Zinc supplementation on infectious diseases is 

beneficial in clinical and experimental settings, such as diarrhea [39], acute lower respiratory tract 

infections [40], the common cold [41], respiratory syncytial virus infections [42], cytomegalovirus 

infections [43] and herpes labialis [44]. In our prediction results, for zinc, the side effects “nausea” and 

“vomiting” ranked highest, with values reaching 64.04 and 58.67, respectively, which are consistent 

with the common adverse events of zinc actually observed in many clinical trials. Singh et al. [45] 

extensively reviewed 18 randomized controlled trials, enrolling 1781 participants of all age groups, by 

using zinc for at least five consecutive days to treat, or for at least five months to prevent the common 

cold. The incidence of any adverse event was higher in the zinc group (OR 1.58, 95% CI 1.19 to 2.09, 

p = 0.002) than in the placebo group. The participants who received zinc experienced significantly 

worse nausea (OR: 2.15, 95% CI: 1.44–3.23, p = 0.002) than those in the placebo group. Lazzerini and 

Wanzira [46] combined 31 trial data, including 10,841 children, and compared oral zinc 

supplementation with placebo in children aged 1 month to 5 years with acute or persistent diarrhea 

data in meta-analyses. Considering the metallic taste of zinc, its supplementation increases the risk of 

“vomiting” in those given zinc across all age groups (children greater than six months of age: RR: 1.57, 

95% CI: 1.32–1.86; 2,605 children, six trials, moderate certainty evidence; children less than six months 

of age: RR: 1.54, 95% CI: 1.05–2.24; 1,334 children, two trials, moderate certainty evidence) [46]. When 

zinc was administered to patients with taste disorders, compared with placebo, Sakai et al. [47] reported 

adverse events such as “nausea”, “abdominal pain” and “diarrhea” in 16% (6/37) of patients. Watson et 

al. [48] reported “nausea” and “vomiting” in one patient after zinc intervention only. In a review by 

Cervantes et al., 10 studies using zinc in the treatment of acne vulgaris mainly reported gastrointestinal 

adverse reactions, the most common adverse reaction was “nausea”, which even led to 3 patients 

withdrawing from two studies [49]. 

Glycerol is a naturally occurring chemical substance. Glycerol is commonly used to treat 

constipation, improve hydration and athletic performance of athletes, and treat certain skin diseases 

(e.g., ichthyosis and xerosis), meningitis, stroke, obesity, ear infections, and other conditions. For 

either oral, rectal, topical or intravenous administration, glycerol is a well-tolerated and safe agent. 

“Nausea” (54.44), “vomiting” (51.64), “diarrhea” (45.96), and “headache” (40.83) are the most 

common adverse reactions that may be caused by glycerol, as confirmed in clinical applications [50]. 

In addition to the above-mentioned more likely adverse effects, “hematuria” (18.03) and “renal failure” 

(15.44) are the moderately possible adverse effects of glycerol that we speculate, and they have also 

appeared in clinical use [51–54]. Interestingly, different reports have inconsistent explanations of the 

correlation between hemolysis and glycerol. Theoretically, glycerol is expected to be related to 

hemolysis because it can enter erythrocytes, causing water to follow and swell cells [55,56]. Therefore, 

some scholars believe that hemolysis is an important adverse reaction caused by high concentrations 

of glycerol [55,57,58]. However, no hemolysis event was found in Wang et al.’s review analysis with 

administration of glycerol supplemented with 5% fructose in saline [52]. Hemolysis induced by 

glycerol can be avoided by the addition of fructose or glucose solution, which may be attributed to the 

weak acidifying effect of fructose or glucose solution [56]. Hemolysis did not appear in the top of our 

prediction results. 

Dopamine is a neurotransmitter naturally found in the body. It acts by stimulating dopamine 

receptors, α- and β-adrenergic receptors. When administered therapeutically, dopamine belongs to a 

class of drugs called inotropic drugs, which are used for the treatment of low blood pressure, low 

cardiac output, and reduced perfusion of body organs caused by shock, trauma, and sepsis. Generally, 
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low doses of dopamine (1–2 μg/kg/min) can activate dopamine receptors and cause vasodilation. The 

common side effects (1–10%) of dopamine that we predicted are consistent with clinical observations, 

including “gastrointestinal disorders” (20.50) in digestive system with symptoms of nausea and 

vomiting [59]; “hypotension” (23.96) in cardiovascular system (https://www.drugs.com/sfx/intropin-

side-effects.html#refs). With the increase in dose (2–10 μg/kg/min), β1-adrenoceptors were activated, 

which may lead to “arrhythmias”, including supraventricular tachycardia, atrial fibrillation, 

tachyarrhythmia, and even ventricular tachycardia [60]. This uncommon adverse effect (0.1 to 1%) 

has been reported in many studies. A further increase in the dose (10 μg/kg/min) stimulates α-

adrenergic receptors resulting in a potent vasoconstrictor effect. This condition may cause “skin 

disorders” (15.36), such as gangrene, which is a very rare adverse effect (less than 0.01%). Therefore, 

common, uncommon, and rare adverse reactions related to dopamine are reflected in the top prediction 

results. Unfortunately, the predictive value of various adverse reactions has no corresponding score 

distinction, which can be further improved in subsequent studies. In addition, dopamine does not easily 

penetrate the blood–brain barrier. In theory, dopamine has fewer central adverse reactions. However, 

we also predicted the possible adverse reactions in the central nervous system by dopamine, such as 

“hallucination” (13.28). Although these conditions have not been observed in the clinical application 

of dopamine, they have appeared in the clinical application of dopamine receptor agonists [61].  

Therefore, the path-based method can discover latent side effects of some drugs.  

3.6. Limitations of the path-based method 

The path-based method also has some limitations. As a network method, its utility is highly related 

to the accuracy of the network. For a novel drug, its associations to other drugs were not easy to 

evaluate because the limited information about this drug was known. In this case, its associations to 

side effects cannot be fully measured, influencing the performance for assigning side effects to novel 

drugs. We also measured the associations between side effects based on drugs annotated by them. This 

scheme is not perfect. The path-based method can be improved if more accurate associations between 

side effects can be evaluated. In the future, this study will be continued to improve the path-based 

method in these aspects.  

4. Conclusions 

This study developed a path-based method for identification of drug side effects. It was executed 

on a heterogeneous network, which can fully indicate the associations of drug or side effects. The good 

performance of such method was proved using two types of jackknife test and the comparisons of other 

network-based methods. We also proposed some latent side effects for some drugs according to the 

results of this method. The path-based method has a potential use for studying drug side effects.  
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