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Abstract: Gait recognition is an emerging biometric technology that can be used to protect the privacy of wearable device owners. To improve the performance of the existing gait recognition method based on wearable devices and to reduce the memory size of the model and increase its robustness, a new identification method based on multimodal fusion of gait cycle data is proposed. In addition, to preserve the time-dependence and correlation of the data, we convert the time-series data into two-dimensional images using the Gramian angular field (GAF) algorithm. To address the problem of high model complexity in existing methods, we propose a lightweight double-channel depthwise separable convolutional neural network (DC-DSCNN) model for gait recognition for wearable devices. Specifically, the time series data of gait cycles and GAF images are first transferred to the upper and lower layers of the DC-DSCNN model. The gait features are then extracted with a three-layer depthwise separable convolutional neural network (DSCNN) module. Next, the extracted features are transferred to a softmax classifier to implement gait recognition. To evaluate the performance of the proposed method, the gait dataset of 24 subjects were collected. Experimental results show that the recognition accuracy of the DC-DSCNN algorithm is 99.58%, and the memory usage of the model is only 972 KB, which verifies that the proposed method can enable gait recognition for wearable devices with lower power consumption and higher real-time performance.
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1. Introduction

With the dynamic development of sensor technology, small and low-cost wearable devices are widely deployed in the medical and health fields. However, wearable devices cannot deploy sophisticated security authentication mechanisms due to limited computing and storage capacity [1], which puts the privacy of wearable device owners at risk [2]. In recent years, biometric-based methods have become the preferred method of identification. Currently, mobile devices have implemented identification systems based on biometric features, such as the face [3] and fingerprints [4]. However, some of these biometric techniques are intrusive to users and require complex hardware that are not conducive to their application in wearable devices. Therefore, biometrics based on non-intrusive and fewer additional hardware systems, such as gait recognition, have attracted a lot of attention from academia and industry [5].

For gait recognition based on wearable devices, it is more common to use inertial sensors. A sensor-based gait recognition method was first proposed by Ailisto et al. [6]. The acceleration signal corresponding to the waist during walking was collected and gait recognition was performed using template matching and cross-correlation calculation. Based on their research, Rong et al. [7] used the dynamic time warping (DTW) algorithm for gait-curve matching. In 2019, Sun et al. [8] proposed a speed-adaptive gait cycle segmentation method and an adaptive matching threshold generation method. The experimental results showed that their method achieved a 96.9% user recognition accuracy. However, the robustness of the template matching method for gait recognition in complex environments is poor. With the development of artificial intelligence technology, gait recognition methods based on machine learning, such as support vector machine (SVM) [9] and k-Nearest Neighbor (KNN) [10], are increasing. Although machine learning methods can be effective for gait recognition, it is labor-intensive and time-consuming.

In recent years, deep learning-based gait recognition methods have become popular [11–16]. In 2016, Gadaleta et al. [11] used convolutional neural networks (CNNs) as feature extractors for gait recognition for the first time. They designed an IDNet user recognition framework based on a CNN and one-class SVM. The results of this experiment showed that the CNN can automatically learn gait features and obtain better recognition performance. In 2018, Ruben et al. [12] proposed an end-to-end method based on deep learning, which uses information from multiple sensors as the input of a single-channel CNN separately and fuses the extraction results. They conducted experiments on the OU-ISIR dataset, and the accuracy of identity recognition using their method improved from 83.3% to 94.8%. In 2020, Zou et al. [13] used smartphones to collect accelerometer and gyroscope data while walking in a field environment for recognition and authentication. Then, they proposed a method that used a deep neural network that combined a CNN and long short-term memory (LSTM). Identification tests were performed on a dataset containing 118 subjects, and an accuracy of 93.7% was obtained. To extract the temporal features of the gait, Tran et al. [14] proposed a new multi-model LSTM network which has six channels. They put each signal data from a group of continuous signals into one of the channels of one LSTM, respectively. Then, they constructed a hybrid architecture which combined the LSTM network and the CNN network. The experimental results showed that the identification accuracy was 94.15% for the whuGait dataset. In 2021, Middya et al. [15] proposed a new deep CNN model for privacy protected user identification. They evaluated the model on a real-world benchmark dataset and achieved an accuracy of 98.8%. Although these methods can achieve better recognition performance, the models have a large number of model parameters and high memory usage, which is
not suitable for wearable devices [16].

In order to improve the performance of gait identification based on wearable devices and reduce the memory size and improve robustness of the model, we propose a multimodal fusion method based on a double-channel depthwise separable convolutional neural network (DC-DSCNN). We improve the model by reducing the model complexity to make it suitable for wearable devices. In addition, we improve the robustness of gait recognition by fusing the time series data and Gramian angular field (GAF) images. The experimental results show that the method proposed in this paper has high classification accuracy and small memory size.

The main contributions of this paper are as follows:
1) To evaluate the performance of models for gait recognition, we build one gait dataset which is collected from 24 subjects. Each subject provides 6 samples and each sample contains thousands of data points. Then, the gait cycles are divided according to the sample data. We selected 100 gait cycles from each subject dataset. Therefore, we have a total of 2400 gait cycle samples.
2) The new lightweight DSCNN network based on depthwise separable convolution is proposed in this paper which can automatically extract features and the number of parameters is small. In addition, this model can increase recognition accuracy while reducing model memory requirements.
3) A multimodal fusion DC-DSCNN network based on the time series data and GAF images of acceleration and angular velocity is proposed which can automatically learn gait features and realize gait identification.

The rest of the paper is organized as follows. Section 2 describes the process of gait cycle data acquisition, extraction, and processing in the HD Dataset based on wearable devices. We also briefly introduce the basic principles of GAF and depthwise separable convolution (DSC) in this section. The details of the proposed model are also presented in this section. The experimental results are given in Section 3. Finally, the conclusion and future work are discussed in Section 4.

2. Materials and methods

2.1. Data collection unit

In this paper, a miniature wireless inertial-magnetic motion tracker (MTw), which includes a 3D accelerometer and a 3D gyroscope, was used to collect gait data. The three-axis accelerometer obtains the axial acceleration by measuring the force of the wearable device in a certain axis (X, Y, or Z). Meanwhile, acceleration measured by the accelerometer can reflect movement of the wearable device user. The working principle of the three-axis gyroscope is to measure the angle between the vertical axis of the gyroscope rotor and the device in a three-dimensional coordinate system, and calculate the angular velocity. Therefore, the gyroscope can capture the angular velocity by measuring its own rotational state, which also can determine the user’s movement state. To improve the recognition accuracy, a method of fusing acceleration and angular velocity data was adopted.

Considering identification without interfering with normal activities, wearable sensors should be designed to be lighter, smaller, and easier to wear. This paper selected the MTw (Figure 1) designed by Xsens as the data collection unit [17]. It has a size of 47 mm × 30 mm × 13 mm and its weights 16 g. The MTw was placed in the right of the waist and collected the acceleration and angular velocity data of the waist with a sampling frequency of 100 Hz. The MTw wirelessly transmits acceleration and angular velocity data to the PC in real time based on the Awinda Station connected to a recording PC.
The process of collecting gait data is illustrated in Figure 1.

![Figure 1](image)

**Figure 1.** Data acquired using the MTw.

2.2. **Datasets**

2.2.1. **HD dataset**

In this study, nine male and fifteen female volunteers were recruited via random sampling to collect their gait data during walking. All the subjects were informed of the purpose of the experiment, and data collection was performed with verbal consent. The age of volunteers was in the range of 22 to 60 years, and the height was between 1.58 and 1.87 meters, and the average weight was 45.5 kg. All the volunteers exhibited no abnormal gait during the experiment. In the experiment, the subjects’ shoes and walking environment were free. For the homogeneity of the experimental data, the MTw was worn on the right side of the waist of all subjects, the Z-axis was aligned with the direction of gravity, the X-axis represented the forward direction, and the Y-axis indicated the horizontal direction. Subjects were asked to walk for one minute on a specified path at their own walking speed and repeat this six times. The inertial signal data were recorded at the beginning of the walk, and the data were saved after completing one path cycle, thus each volunteer has six gait samples. The data in the dataset were collected at a sampling frequency of 100 Hz and processed by a Kalman filter. For gait identification, all collected data were processed using the method described in Section 2.3. We constructed the HD Dataset by selecting 100 gait cycle segments from each subject dataset. The gait cycle segments were then labeled according to the volunteer’s number. After matching all gait cycle segments and labels, we split the dataset into training and testing sets with the ratio of 7:3 by using a random shuffle method. There are 1680 training samples and 720 test samples. The detailed information of these datasets is shown in Table 1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Usage</th>
<th>Number of subjects</th>
<th>Samples for Training</th>
<th>Samples for Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>HD Dataset</td>
<td>Identification</td>
<td>24</td>
<td>1,680</td>
<td>720</td>
</tr>
<tr>
<td>whuGait Dataset #1</td>
<td>Identification</td>
<td>118</td>
<td>33,104</td>
<td>3,740</td>
</tr>
</tbody>
</table>

**Table 1.** Detailed information of the datasets.
2.2.2. whuGait dataset

Zou et al. [13] constructed the whuGait dataset by collecting gait data using a smartphone’s inertial sensor under unrestricted conditions in the field, and 118 subjects’ gait data were collected. Each sample in the dataset contains 3-axis acceleration data and 3-axis angular velocity data with a sampling frequency of 50 Hz. Four datasets were constructed for gait recognition and two datasets can be used for gait authentication. In this study, Dataset #1 was selected to validate the gait recognition performance of the model. It contains 33,104 training samples and 3,740 test samples, and each subsample contains two gait cycles. Table 1 shows the details of Dataset #1.

2.3. Gait cycle extraction and processing

The movement of moving the body forward using a series of repetitive limb movements while ensuring stability is known as walking. During the forward movement of the body, one lower limb acts as a source of support and the other one swings forward and becomes the next new source of support when the heel hits the ground. Subsequently, the two lower limbs keep exchanging roles until they reach the destination. The completion of a single sequence from a heel landing to landing again with one lower limb is referred to as a gait cycle [18]. A sample of gait data is shown in Figure 2, which includes acceleration (a) and angular velocity (b) curves.
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**Figure 2.** Data acquired using the MTw.

From Figure 2 it can be seen that the gait data have a certain periodicity. The period stability of the gait signal on the Z-axis is better than that on the X-axis and Y-axis. Therefore, the gait signal on the Z-axis is usually used to extract the gait cycle. Experimental analysis [19] has shown that the acceleration in the direction of gravity reaches the maximum value when the moment of heel landing and its minimum value corresponds to the initial force point when the foot stomp forward. By
analyzing the gait data of the subjects, it was found that the gait cycle which is divided by the maximum value of the acceleration in the Z-axis was more stable in terms of the shape of the data curve and the number of sample points than the minimum value. Therefore, the location of the maximum value point of the acceleration in the Z-axis is used as the basis for dividing the gait cycle segment in this experiment.

2.3.1. Gait cycle segmentation

Extracting the gait cycle is one of the key steps which affects the recognition accuracy of gait recognition systems. Techniques based on threshold or peak detection are the most widely utilized for gait cycle detection [20]. In this study, we use the maximum value of the gait acceleration signal in the direction of human gravity (Z-axis) as fundamental and used an algorithm combining peak detection and dynamic time warping (DTW) to segment the gait acceleration and angular velocity signal to achieve automatic segmentation of the gait cycle. Meanwhile, the time of each step in normal uniform walking is about 0.4 to 0.6 seconds. The sampling frequency of the MTw is 100 Hz, so that each gait cycle contains 80 to 120 sample points. The specific algorithm steps are as follows:

First traverse all the sample points of the Z-axis of the acceleration signal and detect all the maximum points. The principle of maximum value detection can be simply described as in the following formula:

\[ x_{i-1} < x_i \land x_i > x_{i+1} \]  

where \( x_i \) is the sample point at the current moment, \( x_{i-1} \) is the sampling points at the previous moment, and \( x_{i+1} \) is the sample points at the next moment.

Second, the pseudo-extreme points are removed according to a threshold value. The maximum points of the Z-axis of the acceleration data smaller than 9.8 m/s² are removed because the acceleration of a person’s foot falling to the ground when walking should be greater than the acceleration of gravity. In addition, the time interval between two consecutive local maximum points should be between 0.4 and 0.6 seconds. The maximum value points that do not satisfy this requirement are removed. Figure 3 shows the results of maximum value point detection.

Finally, the gait data are divided into cycle segments according to the index value corresponding to the maximum point of acceleration.

Figure 3. The result of the maximum value detection. The red dots represent the gait cycle segmentation points. The data between two red dots is one gait cycle.
To obtain the typical gait cycle segments which have a similar waveform trend, we utilize the DTW algorithm to match the similarity and filter out those gait cycles with insignificant periodicity and similarity. DTW [21] is a method to measure the similarity between two unequal long time series. It calculates the distance between two time series by lengthening and shortening them. If the distance of two time series is beyond the threshold, they are deemed as dissimilar. Since there are some disturbing gaits during walking, these should be eliminated. The gait cycle with significant periodicity is selected as a template. The DTW algorithm is used to calculate the similarity between the remaining segments and the template, and then gait cycle segments whose similarity exceeds a threshold are removed. Therefore, a series of gait cycle segments with similar waveform of the same subject are extracted and these have similar feature values which facilitates gait recognition.

2.3.2. Gait cycle processing

A user’s walking speed will vary under the influence of different scenarios and external factors. Even in the same scene, the walking speed will be slightly affected by different factors. This study uses interpolation to process samples of gait cycles at different walking speeds. We use cubic linear interpolation to process all gait cycle segments and turn each gait cycle segment into a sample with 128 sample points. Therefore, the inertial signal sequence in each gait cycle will have 128 sample points after interpolation, regardless of the subject’s stride. This is conducive to the later data processing and gait recognition. Figure 4(a) shows the Z-axis acceleration curve of the same subject for four gait cycles. Figure 4(b) shows gait cycles of the Z-axis acceleration curves of four different subjects. From Figure 4 we can see that the fluctuation trend of the sample curve of the same subject is roughly the same, and the fluctuation trend of the sample curve of different subjects has certain differences, so that it can be identified according to the gait cycle segmentation samples.

![Fig 4](image-url)

(a) Gait cycles from the same subject  (b) Gait cycles from four subjects

**Figure 4.** Gait cycle comparison.
2.4. Gramian angular filed algorithm

In wearable device-based gait recognition, the accelerometer and gyroscope are the most commonly used sensors. Most of the raw gait data collected by wearable sensors are one-dimensional time series. Although deep learning methods (e.g., 1D CNN, LSTM, etc.) can process one-dimensional time series data while preserving nonlinear features, their correlation on the time series is not fully considered. Wang et al. [22] proposed to preserve the time dependence and correlation of the original data by converting one-dimensional time series into two-dimensional images using the GAF algorithm. The GAF algorithm represents the time series through a polar coordinate system instead of a Cartesian coordinate system, which evolved from the Gram matrix. The specific implementation of the GAF algorithm steps [22] are as follows:

Given a time series \( X = \{x_1, x_2, \ldots, x_N\} \) which contains \( N \) real-valued observations; first, normalization is conducted to ensure that \( X \) is in the range [-1,1] as follows:

\[
\tilde{x}_{i-1} = \frac{x_i - \text{max}(X) + \text{min}(X)}{\text{max}(X) - \text{min}(X)}
\]  

(2)

Next, the normalized one-dimensional time series is used to preserve the absolute time relationship of the series using polar coordinates, encoding the values as angular cosines and the timestamps as radius, which can be expressed by the following equation:

\[
\begin{align*}
\{\varphi_i &= \arccos(\tilde{x}_i), \quad -1 \leq \tilde{x}_i \leq 1, \tilde{x}_i \in \tilde{X} \\
\tau_i &= \frac{t_i}{N}, \quad t_i \in N
\end{align*}
\]  

(3)

where \( \tilde{x}_i \) is any observation in \( X \), \( t_i \) is the timestamp corresponding to the time series \( X \), and \( N \) is the total length of the timestamp. When converted to the polar coordinate system, the cosine values of the data obtained by the above normalization operation in the range [-1,1] fall into angular bounds [0, \( \pi \]).

Finally, after transforming the rescaled time series into the polar coordinate system by calculating the sum of the trigonometric function between each sample point, the temporal correlation among different time intervals is identified from the perspective of the angle. The Gramian Angular Summation Field (GASF) is defined as follows:

\[
\text{GASF} = \begin{pmatrix}
\cos(\varphi_1 + \varphi_1) & \cos(\varphi_1 + \varphi_2) & \cdots & \cos(\varphi_1 + \varphi_n) \\
\cos(\varphi_2 + \varphi_1) & \cos(\varphi_2 + \varphi_2) & \cdots & \cos(\varphi_2 + \varphi_n) \\
\vdots & \vdots & \ddots & \vdots \\
\cos(\varphi_n + \varphi_1) & \cos(\varphi_n + \varphi_2) & \cdots & \cos(\varphi_n + \varphi_n)
\end{pmatrix}
\]  

(4)

Briefly, there are three steps to convert a one-dimensional time series to a two-dimensional image using the GAF algorithm: scaling, coordinate system conversion, and trigonometric functions. Figure 5 shows the complete process of transforming the rescaled time series into an encoded map in polar coordinates. The time series is normalized using Eqs (2) and (3) converts it to the polar coordinate system. Finally, the image can be obtained by using the GASF (Eq (4)).
2.5. **Depthwise separable convolution**

Inspired by the MobileNet model [23], our model mainly utilizes the depthwise separable convolution in the convolution layer. The depthwise separable convolution [24] consists of two parts: depth convolution and point convolution, which is primarily used to extract features. When feature extraction is performed on multi-channel inputs, one filter of the depth convolution corresponds to one input channel. Therefore, intermediate features of multiple channels can be obtained by the convolution operation. The pointwise convolution applies multiple $1 \times 1$ convolution kernels to the intermediate features to perform standard convolution operations and obtain multiple outputs with the same height and width as the input image. These outputs are combined on the channel axes to produce the final output. Using depthwise separable convolution has the effect of significantly reducing the number of parameters and computational cost, thus further improving the recognition efficiency. Figure 6 shows the convolution process for DSC.

![Convolution Process](image)

**Figure 6.** Example of the convolution process using the depthwise separable convolution.
The size of the input image is assumed to be $H \times W \times C$, where $H$, $W$, and $C$ are the height, width, and number of channels of the input image, respectively. The deep convolution is performed for each channel using a convolution kernel of size $3 \times 3$, and the parameters of the deep convolution are calculated as follows:

$$N_{\text{depthwise}} = H \times W \times C \times 3 \times 3$$  \hspace{1cm} (5)

For pointwise convolution, the output channels of the feature maps generated by deep convolution are expanded by $M$ convolution kernels of size $1 \times 1$. The cost of computing the parameters of pointwise convolution is:

$$N_{\text{pointwise}} = H \times W \times C \times 1 \times 1 \times M$$  \hspace{1cm} (6)

Therefore, the computational volume of the depthwise separable convolution is the weighted value of the depthwise convolution and the pointwise convolution:

$$N_{\text{separable}} = N_{\text{depthwise}} + N_{\text{pointwise}} = H \times W \times C \times (3 \times 3 + M)$$  \hspace{1cm} (7)

For standard convolution, the parameters are computed as:

$$N_{\text{standard}} = H \times W \times C \times 3 \times 3 \times M$$  \hspace{1cm} (8)

By comparing Eqs (7) and (8), we can see that the computation of parameters for the depthwise separable convolution is reduced by $(M \times 9)/(M + 9)$ times compared to the standard convolution. Therefore, the computational parameters of the DSCNN network based on DSC can also be reduced and the gait recognition accuracy can be improved.

2.6. Double-channel separable convolutional neural network

In this paper, a gait recognition method using multi-modal fusion is proposed, and a DC-DSCNN structure is designed. As shown in Figure 7, the two channels perform feature extraction on the time series data corresponding to the acceleration and angular velocity of gait and the GAF image, respectively. After this, the fusion of features is performed and the recognition results are output. The time series data and image will be separately trained with DSCNN, which can obtain the feature space of the gait data in different modalities and facilitate the optimal gradient descent during training. Thus, the feature information of the gait data can be better extracted.

2.6.1. Depthwise separable convolutional neural network

The network structure and parameters of the DSCNN model are shown in Table 2. The DSC in DSCNN is used to extract features. Three DSC layers containing different numbers of convolution kernels (32, 64, and 128) are used in the proposed model. A batch normalization layer is added between each DSC layer and the activation function layer. This is used to normalize the feature maps generated by the DSC layers. The purpose of this operation is to prevent gradient disappearance [25]. ReLU is chosen as the activation function that will compensate for the expressive deficiency of the linear model and mitigate the overfitting phenomenon. In addition, the max pooling layer with kernel of size $1 \times 2$ and stride of 2 is added after each the activation layer. The DSCNN module can be denoted as in Eq (9).
\begin{equation}
Y_{(H', W', C')} = \text{MaxP} \left( \delta_N \left( D_s \left( F_{(H, W, C)} \right) \right) \right)
\end{equation}

where \( F \) represents the feature map of size \( H \times W \times C \). \( D_s \) represents the depthwise separable convolution operation. The kernel size of the DSC layer is set to \( 1 \times 3 \). Batch normalization and the activation function are indicated by \( \delta_N \). MaxP is max pooling to reduce the size of the feature maps.

Global average pooling (GAP) is appended after the last module. It is a combination of two processes of the fully connected layer (FCL), where the feature map is expanded into multiple feature matrices and classified, thus eliminating the intermediate connection weight parameters and reducing a large number of parameters. The final layer is a softmax classifier that obtains the probability distribution associated with the input sample and outputs the classification results.

### Table 2. Structure and parameters of the DSCNN model.

<table>
<thead>
<tr>
<th>Layer Name</th>
<th>Kernel Size</th>
<th>Kernel Num.</th>
<th>Stride</th>
<th>Feature Map</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSCConv1</td>
<td>1 \times 3</td>
<td>32</td>
<td>1</td>
<td>1 \times 128 \times 32</td>
</tr>
<tr>
<td>BN</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>1 \times 128 \times 32</td>
</tr>
<tr>
<td>Activation</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>1 \times 128 \times 32</td>
</tr>
<tr>
<td>Pool1</td>
<td>1 \times 2</td>
<td>/</td>
<td>2</td>
<td>1 \times 64 \times 32</td>
</tr>
<tr>
<td>DSCConv2</td>
<td>1 \times 3</td>
<td>64</td>
<td>1</td>
<td>1 \times 64 \times 64</td>
</tr>
<tr>
<td>BN</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>1 \times 64 \times 64</td>
</tr>
<tr>
<td>Activation</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>1 \times 64 \times 64</td>
</tr>
<tr>
<td>Pool2</td>
<td>1 \times 2</td>
<td>/</td>
<td>2</td>
<td>1 \times 32 \times 64</td>
</tr>
<tr>
<td>DSCConv3</td>
<td>1 \times 3</td>
<td>128</td>
<td>1</td>
<td>1 \times 32 \times 128</td>
</tr>
<tr>
<td>BN</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>1 \times 32 \times 128</td>
</tr>
<tr>
<td>Activation</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>1 \times 32 \times 128</td>
</tr>
<tr>
<td>Pool3</td>
<td>1 \times 2</td>
<td>/</td>
<td>2</td>
<td>1 \times 16 \times 128</td>
</tr>
</tbody>
</table>

#### 2.6.2. Multimodal fusion

For gait recognition with the time series and GAF image, a multimodal fusion gait recognition method based on DC-DSCNN is proposed. The gait recognition process is shown in Figure 7. The multimodal fusion process combines information from the time series and GAF images of gait data to improve the accuracy of the prediction results and the robustness of the prediction model.

The identification process using the GAF image is as follows. The gait cycle segments are extracted from the time series acquired by the accelerometer or gyroscope, and then the one-dimensional time series are converted into a two-dimensional image matrix using the GAF algorithm. Taking the data acquired by the three-axis gyroscope as an example, the length of the gait cycle segment is given as \( S \). Since each sample contains three channels, the dimension of each sample is \( S \times 3 \). By using the GAF algorithm, the three-dimensional time series is converted into a two-dimensional image with three channels. In this study, the size of the GAF image is \( 128 \times 128 \times 3 \). This will obtain a GAF image in the same format as an ordinary RGB image. After this, the GAF images obtained from the angular velocity data are input to the DSCNN model. The result of the classification is the label corresponding to the highest probability after feature extraction. Experimental comparative results for gait recognition based on acceleration and angular velocity are presented in Section 3.3.
To improve the recognition rate and robustness, the time series and GAF images of gait cycles are used as inputs for two channels. For the upper layer network architecture, the gait cycle time series data are transferred to the DSCNN model, and after a series of feature extraction operations, the results are fed into the GAP layer. For the lower layer network, the time series data of the gait cycle are first converted into GAF images and then the same operation as the upper layer network is performed. Finally, the feature extraction results of both channels are added in a fusion layer to produce a joint feature vector. Then, the joint feature vector is fed into the softmax classifier. The classification label corresponding to the obtained maximum probability is the gait identification result.

2.6.3. Selection of activation function

Wang et al. [26] proposed a new CNN-based image recognition method in which an exponential linear unit (ELU) [27] was applied, and obtained higher recognition accuracy than state-of-the-art methods. Hence, we chose ReLU [28] and ELU as the activation function to train the DC-DSCNN model. The equation for ReLU is as follows:

\[ f_{\text{ReLU}} = \max(0, x) = \begin{cases} x, & x \geq 0 \\ 0, & x < 0 \end{cases} \]  

(10)

ReLU can avoid the gradient saturation phenomenon and speed up the training process, but it has a problem that the gradient is 0 when \( x \leq 0 \). ELU solves this problem by reducing the effect of bias offset, which brings the normal gradient closer to the unit natural gradient.

\[ f_{\text{ELU}} = \begin{cases} \gamma(e^x - 1), & x \leq 0 \\ x, & x > 0 \end{cases} \]  

(11)
3. Results

3.1. Evaluation metrics

In order to verify the classification performance of the proposed DC-DSCNN network, we need to introduce the evaluation indicators. For gait recognition using deep learning, classifier performance can be measured by computing accuracy, precision, recall, and F1-score. The accuracy is the ratio of the number of samples correctly classified by the classifier to the total number of samples for a given test dataset. A higher accuracy indicates better predictive ability of the model. The F1-score is used to balance precision and recall, with higher values representing better classifier performance. However, gait identification is a multi-classification task and cannot directly use the F1-score. The simplest approach is to calculate the macro-F1 score. The macro-F1 score calculates the precision and recall for each category, and then calculates the average. The above evaluation metrics are shown in Eqs (12) to (16), where true positive, true negative, false positive, and false negative are represented by TP, TN, FP, and FN, respectively.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

\[
F1 \text{ score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

\[
\text{Macro F1 score} = \frac{1}{M} \sum_{i=1}^{M} F1\text{-score}_i
\]

3.2. Performance comparisons of models for the time series data

In this experiment, the performance of the method proposed in this paper is evaluated with time series data. We conducted experiments on two datasets on a PC with an i5-8400 CPU and 8 GB RAM. In order to verify the effectiveness of our proposed method and that it is lightweight, we compared the performance of the gait recognition model using six methods. To ensure the consistency of the experiments, the optimizers were all changed to Adam, the learning rate was set to 0.001, and the number of epochs for training was 200. The experimental results for using different methods based on the HD Dataset are shown in Table 3.

Our results show that the existing gait recognition methods all have good recognition accuracy on the HD Dataset. This indicates that the different user’s gait data collected using the accelerometer and gyroscope in the wearable device are distinguishable. In addition, to compare the difference between the last layer of the network using the FCL and the GAP layer, we constructed two gait recognition models based on the DSCNN module combined with FCL or GAP, respectively. The experimental results show that the model using GAP has a 2.08% higher recognition accuracy and a 99.6%
smaller number of parameters than FCL. Meanwhile, the accuracy and macro-F1 score obtained using the DSCNN model are higher than those obtained using the existing methods. Although the accuracy of the DSCNN model is 0.28% better than CNN+LSTM, the memory size is reduced by at least 36 M.

### Table 3. Gait recognition performance evaluation using different methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Macro-F1 score</th>
<th>Parameters Num</th>
<th>Memory Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>IdNet [11]</td>
<td>98.33%</td>
<td>0.9832</td>
<td>26,284</td>
<td>452 KB</td>
</tr>
<tr>
<td>CNN+LSTM [13]</td>
<td>98.61%</td>
<td>0.9865</td>
<td>4,716,406</td>
<td>56.7 MB</td>
</tr>
<tr>
<td>CNN+LSTM [14]</td>
<td>75.97%</td>
<td>0.7215</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>deep CNN [15]</td>
<td>98.33%</td>
<td>0.9836</td>
<td>3,013,704</td>
<td>34.8 MB</td>
</tr>
<tr>
<td>DSCNN(FCL)</td>
<td>96.81%</td>
<td>0.9695</td>
<td>4,208,246</td>
<td>45.8 MB</td>
</tr>
<tr>
<td>DSCNN(GAP)</td>
<td>98.89%</td>
<td>0.9894</td>
<td>15,566</td>
<td>532 KB</td>
</tr>
</tbody>
</table>

The performance of gait recognition based on the different models for Dataset #1 is also evaluated. We selected five methods [11,13–16] to compare with our method. The results are shown in Table 4. From the table, we can see that our DSCNN network achieved better recognition accuracy than the other methods used in studies [13–16]. In Dataset #1, our model achieved an accuracy of 94.44%. Compared to [13], our method improved the accuracy by 0.92%. In [14], a lightweight model called CNN+CEDS was proposed in order to reduce the complexity of the model. Although the recognition accuracy of our model is lower than that of CNN-CEDS, the memory size of our model is much lower, only 532 KB.

### Table 4. Performance evaluation using different methods in Dataset #1.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Macro-F1 score</th>
<th>Memory Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN+LSTM [13]</td>
<td>93.52%</td>
<td>-</td>
<td>56.7 MB</td>
</tr>
<tr>
<td>CNN &amp; LSTM [14]</td>
<td>94.15%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>deep CNN [15]</td>
<td>90.64%</td>
<td>88.06%</td>
<td>36.4 MB</td>
</tr>
<tr>
<td>CNN-CEDS [16]</td>
<td>94.71%</td>
<td>93.98%</td>
<td>4.24 MB</td>
</tr>
<tr>
<td>DSCNN(GAP)</td>
<td>94.44%</td>
<td>93.42%</td>
<td>532 KB</td>
</tr>
</tbody>
</table>

3.3. Performance of the multimodal fusion method

In this part, we compare the performance of the DC-DSCNN model proposed in this paper with single modal and multimodal fusion. As described in Section 2.4, GAF images are generated in our method. A series of experiments are conducted to demonstrate the effectiveness of multimodal fusion based on DC-DSCNN in this section.

In order to evaluate the performance using GAF images, four cases were investigated: only using images extracted by acceleration, only using images extracted by angular velocity, using GAF images corresponding to acceleration and angular velocity as inputs for two channels, and GAF images with acceleration and angular velocity data fusion. The experimental results are shown in Table 5. The accuracy of using GAF images extracted by acceleration and angular velocity in the DSCNN model are 96.11 and 90.14%, respectively. The recognition performance is improved when GAF images of acceleration and angular velocity are input to two channels. However, the memory
size of the model is increased. The performance of the method with GAF images with fused acceleration and angular velocity data is better than other methods; the accuracy reaches 97.64%.

<table>
<thead>
<tr>
<th>Input Data</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceleration</td>
<td>96.11%</td>
</tr>
<tr>
<td>Angular velocity</td>
<td>90.14%</td>
</tr>
<tr>
<td>Acceleration and Angular velocity</td>
<td>96.39%</td>
</tr>
<tr>
<td>Acceleration and Angular velocity fusion</td>
<td>97.64%</td>
</tr>
</tbody>
</table>

**Table 5.** Classification accuracy with GAF images of different input data.

Therefore, we select the GAF images with fused acceleration and angular velocity data as the input to the DC-DSCNN model. We performed comparative experiments using only the time series of acceleration and angular velocity or only GAF images and using them both as inputs to DC-DSCNN. We can see from Table 6 that multimodal data fusion as input is better than the single modal. The accuracy and the macro-F1 score of multimodal fusion based on DC-DSCNN achieve at least 99.31 and 99.29%. Additionally, When the activation function of the ReLU is replaced by ELU, the accuracy is improved to 99.58%.

**Table 6.** Performance comparison of multimodal and singlemodal.

<table>
<thead>
<tr>
<th>Model Input</th>
<th>Accuracy</th>
<th>Macro-F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time Series</td>
<td>98.89%</td>
<td>98.94%</td>
</tr>
<tr>
<td>GAF Image</td>
<td>97.64%</td>
<td>97.56%</td>
</tr>
<tr>
<td>Time Series + GAF (ReLU)</td>
<td>99.31%</td>
<td>99.29%</td>
</tr>
<tr>
<td>Time Series + GAF (ELU)</td>
<td>99.58%</td>
<td>99.52%</td>
</tr>
</tbody>
</table>

4. **Conclusions**

In this paper, we proposed a multimodal fusion gait recognition method based on DC-DSCNN. First, we proposed a gait cycle segmentation method combining peak detection and DTW and made the HD Dataset. Then, a DSCNN is proposed to extract features from the time series of acceleration and angular velocity. By comparing the DSCNN model with six other models, the experimental results show that our proposed method not only has 98.89% recognition accuracy, but also the model only occupies 532 KB of memory. In addition, in order to preserve the time dependence of the original time series, we adopted the GAF algorithm to convert the time series into two-dimensional format. We compared the model performance of GAF images using only acceleration and GAF images using only angular velocity, and using a combination of both. The results reveal that the GAF images combining acceleration and angular velocity have better recognition results, at least 1.53 and 7.5% higher than the other two. Finally, we proposed a multimodal fusion method that uses the time series and GAF images as inputs to the DC-DSCNN model which can be helpful in gait-based identification. The recognition accuracy on the HD Dataset can achieve 99.58% with a recognition time of 1.7 s. In this study, we classified the subjects’ identities with gait data obtained from a wearable device. The proposed framework can
effectively recognize identity based on gait data. In the future, we intend to transfer the model to wearable devices for real-time gait recognition.
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