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Abstract: The ongoing COVID-19 pandemic has created major public health and socio-economic 

challenges across the United States. Among them are challenges to the educational system where 

college administrators are struggling with the questions of how to mitigate the risk and spread of 

diseases on their college campus. To help address this challenge, we developed a flexible 

computational framework to model the spread and control of COVID-19 on a residential college 

campus. The modeling framework accounts for heterogeneity in social interactions, activities, 

environmental and behavioral risk factors, disease progression, and control interventions. The 

contribution of mitigation strategies to disease transmission was explored without and with 

interventions such as vaccination, quarantine of symptomatic cases, and testing. We show that even 

with high vaccination coverage (90%) college campuses may still experience sizable outbreaks. The 

size of the outbreaks varies with the underlying environmental and socio-behavioral risk factors. 

Complementing vaccination with quarantine and mass testing was shown to be paramount for 

preventing or mitigating outbreaks. Though our quantitative results are likely provisional on our model 

assumptions, sensitivity analysis confirms the robustness of their qualitative nature. 
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1. Introduction  

The ongoing COVID-19 pandemic has created major public health and socio-economic challenges 

across the United States. Among them are challenges to the educational system. After the 2020 Spring 

Break, many colleges and universities in the U.S. sent residential students’ home and transitioned 

partially or completely to remote learning as an attempt to reduce the risk of COVID-19 transmission 

on their campuses. Though such a policy may have contributed to reducing the spread of the disease 

on college campuses as well as their surrounding communities, it resulted in severe financial and 

potential academic losses for many colleges. In an attempt to mitigate these losses, college 

administrators have struggled with the questions of how to open in-person activities while prioritizing 

student safety. In August, 2020, over a third of US colleges and universities had fully in-person classes 

and around 20% chose to be hybrid (a mix of in-person and remote classes) [1]. Many of these 

reopenings were followed by campus outbreaks that led several universities to shut down or impose 

increased restrictions once again. 

Analyses on the relative risk factors involved in the spread of COVID-19 have been conducted [2]. 

Before the availability of vaccines, control strategies focused on social/behavioral factors and 

preventive strategies such as facemask, reduced class size, reduced social gatherings/events size, and 

reduced residence hall (dormitory) occupancy to share the common utilities, bathrooms, and so on. 

Those strategies were combined with regular testing to rapidly detect and quarantine infected students. 

After vaccines became widely available, many colleges required or encouraged their students to get 

vaccinated before returning to campus. But with college reopening, many colleges, including some 

highly vaccinated colleges, experienced COVID-19 outbreaks [3–5]. Previous modeling studies have 

investigated different aspects of COVID-19 spread on college campuses [6–10]. For example, Paltiel 

et al. [11] used a simple homogeneous mixing SEIR compartmental model to evaluate the effectiveness 

of screening strategies in a college with 5000 students; Weeden and Gornwell [12] designed student 

contact networks though transcript data and used these networks to studied the effectiveness of small 

course enrollments on reducing the risk of epidemic spread. Gressman and Peck [13] used a full-scale 

stochastic agent-based model (ABM) of a reasonably large research university to conclude that testing 

accuracy is a critical issue and holding large classes greatly increases the risk of a significant outbreak 

on campus. Goyal et al. [14] also developed an ABM that incorporates important features related to 

risk at the University of California San Diego to assess the potential impact of strategies to reduce 

outbreaks. They found that increased frequency of asymptomatic testing from monthly to twice weekly 

has minimal impact on average outbreak size, but substantially reduces the maximum outbreak size 

and cumulative number of cases. Inspired by their work, we developed an individual-based model that 

explicitly accounts for the contribution from class, dorm, and social activities to COVID-19 

transmission through complex student interaction pathways on college campuses and use the 

model to quantitatively assess different control strategies such as vaccination, test screening, 

and symptomatic quarantine. 

Mathematical models are powerful tools to explore disease transmission, and the complex 

landscape of intervention strategies to quantify and assess different options. One of the key challenges 
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in modeling the spread of Covid-like pathogens in local communities is an efficient account 

(parameterization) of human social interactions. Conventional approach (population-based) employs a 

simplified form of social interactions based on ‘mean contact rate/host’ [15–18]. To address this 

limitation, individual-based modeling has been widely used in the study of pathogen spread and 

infection control, including Pandemic Influenza [19,20] and Covid-19 [21–24] among others [25–27]. 

Some have used individual-based models (IBM) where a community is viewed as a randomly colliding 

system of ‘host-particles’, whereby ‘infectives’ transmit the pathogen to ‘susceptibles’ via random 

collisions. The intensity (rate) of transmission is proportional to mean contact rate. On the opposite 

side are individual-based models based on social network structure where transmission pathways are 

rigidly confined to one's ‘neighbors’ - adjacent nodes on the social network [28]. In real life human 

social contact mixing combines both random and scheduled (prescribed) contacts/interactions. Our 

proposed approach differs from previous IBM works in two important aspects: 1) the basic 

transmission step in our model is 'many-to-many' [29] vs. conventional 'one-to-one'; 2) the model keeps 

a detailed account of daily social interactions. 

Here, we developed a flexible computational framework to model the spread of COVID-19 on a 

residential college campus. The modeling framework accounts for heterogeneity in social interactions, 

activities, disease progression, and control interventions. This allows us to generate and simulate more 

realistic synthetic college communities using a handful of basic inputs that combine scheduled and 

random contacts, and prescribed patterns of disease progression. 

2. Materials and methods 

2.1. Basic components of IBM 

The two basic components of our college IBM include (i) college community with structured social 

interaction patterns and (ii) infection transmission and disease progress. College community is made 

of individual students (other population groups such as faculty and staff could be added). They are 

engaged in their daily activities (classes, dorm residence, social activities). As a pathogen is introduced 

into such a community, it could spread via daily interactions.  

(i) Student body and social mixing combine scheduled and random contacts (See Figure 1). 

Scheduled contacts include classes with assigned seating and weekly schedule, plus dorm 

residence. Random social mixing consists of daily aggregation in contact pools of different 

sizes and frequencies. 

(ii) Disease progression. In our model, the individual’s health states are classified as susceptible 

(S), infected (I), and recovered (R) stages (See Figure 1). Once infected, each individual 

undergoes a prescribed infection progress history determined by I-stage duration (L) and 

variable, time-dependent infectivity (b_max). In our setup, infectivity serves as a proxy for 

viral load, as well as a predictor for symptoms expression, and diagnostic test sensitivity. We 

allow two types of disease progression: asymptomatic (mild, A-type) and symptomatic (severe, 

S-type), which differ in their duration of infection and infectivity levels. Only the infected S-

type have symptomatic disease expression, which is used for simulating quarantine isolation 

strategies. Furthermore, we account for the effect of vaccination (imperfect protection), via a 

reduced susceptibility and infectivity profiles. Figure 3 shows infectivity patterns for all 3 types 

(A,S, vaccinated). Each host is assigned its infectivity type. 
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Figure 1. An abstract flowchart of social mixing and disease progress. Social mixing is 

implemented via contact pools where students aggregate on a daily basis. Two types of 

contacts are considered: Scheduled (class and dorm mixing) and random (dining and/or 

other random social mixing). The infection stages are classified as susceptible (S), infected 

(I), and recovered (R) stages. 

 

Figure 2. Time-dependent infectivity levels for Mild (Asymptomatic), Severe 

(Symptomatic), and Vaccinated individuals, respectively. 

(iii) Transmission environment: Student mixing pools (scheduled and random) aggregate on a 

daily basis, and provide the key transmission mechanism of disease from infected to susceptible 

individuals. Furthermore, a student could partake in several daily activities, and thereby 

accumulate his/her exposure, or contribution to disease spread. We assume each type of activity 

(class, dorm, and social) takes place in a suitable environment, and each environment has an 

associated mean risk factor (𝑎𝑐, 𝑎𝑑 , 𝑎𝑠). These factors (0 < 𝑎𝑖 < 1) represent the individuals’ 

risk of exposure to the virus in a given environment. They account for physical conditions (e.g. 

seat density in classrooms, specifics of dorm units), and behavioral practices (e.g. adherence to 

face mask or other protective means during contacts). They also account for factors of the 

indoor environment such as ventilation systems and contaminated surfaces that have been 
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associated with a risk of airborne, aerosol, and fomites transmission of the COVID-19 virus 

[30]. Their values vary from 0 (full protection) to 1 (full exposure). More generally, risk factors 

could be made site-specific (varying between classrooms and/or other places of activity). 

Combined with individual infectivity, environmental risk factors determine the probability of 

disease transmission from infected to susceptible individuals as elaborated in the next 

subsection. 

 

Figure 3. Time-dependent probability of a positive test (yellow) and time-dependent 

probability of symptomatic expression for Severe infective pathway (See Figure 2) used 

for likelihood of symptomatic quarantine (blue). 

Note that the risk factors (𝑎𝑐, 𝑎𝑑  , 𝑎𝑠)  associated with three transmission environments (class, 

dorm, and social) are highly uncertain and could vary in different colleges. Hence, we explore a range 

of choices (low, moderate, high) for the three environmental risk factors. Other parameters of disease 

progression are reasonably chosen based on literature (See Table S3).  

Social mixing is implemented in our IBM via contact pools (social groups) with which students 

aggregate on a daily basis. Two types of contacts are considered: Scheduled and random contacts.  

Scheduled contacts include classes and housing/dorms. 

(i) Classes. Our model is capable of utilizing real college class schedules if the data is available. 

This includes the days and times of classes, each students’ attendance in the class, and student 

seat assignment. If this data is not available, the model can generate synthetic class schedules 

from a few basic inputs described in Supplement. Specifically, we generate a class weekly 

schedule, including a seat assignment, for every student in our college. We assume that each 

student has three randomly selected non-overlapping classes, meeting on a Monday, 

Wednesday, and Friday (MWF) schedule or on a Tuesday and Thursday (TuTh) schedule. Each 

class has a prescribed student seating in the classroom and weekly schedule. Based on their 

seating pattern, an infected individual can spread the pathogen to his/her neighbors within a 

prescribed radius (Figure 4). Probability of transmission drops with the distance between seats. 
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(ii) Housing/dorm. A particular form of scheduled contact whereby students aggregate in shared 

units, halls, utilities etc. This can again be initialized with real data if available. If not, synthetic 

housing assignment is generated by randomly dividing all students into non-overlapping groups 

of a specified number (unit occupancy). 

Random social contacts are simulated using a specified pool size distribution. Specifically, 

students randomly aggregate on a daily basis in contact pools of prescribed sizes 𝑚1; 𝑚2; . .. , and 

frequencies 𝑓1; 𝑓2; . ... The latter accounts for an average number of mixing pools of a given type (per 

host per day), a proxy for their social-contact preferences. More refined contact pools can be generated 

from the social network makeup of the host community. 

 

Figure 4. A typical classroom with 2 infected hosts (red) spreading pathogens to nearby 

susceptible students (yellow) within prescribed areas. Graph links indicate nearest 

neighbors within distance < r, for all occupied seats (gray). 

2.2. Infection and disease progression 

Different infected individuals can undergo different disease processes. Here for simplicity, we 

partition the population into three groups: asymptomatic (A-type), symptomatic (S-type) and 

vaccinated. The key difference between the three is the stage duration and the infectivity function 

profile. Vaccinated individuals are assumed to have lower susceptibility factor (0 < 𝑠 < 1) . 

Asymptomatic individuals have shorter duration and lower infectivity [31,32]; they do not exhibit 
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symptoms over the duration of infection, but are still capable of transmitting the pathogen. In contrast, 

symptomatic (S-types) could exhibit disease symptoms over their infection period. Vaccinated 

individuals similarly do not exhibit symptoms and have a reduced duration of infection and lower 

infectivity. 

The key quantifier of disease progression is the host infectivity function  𝑏(𝑑)  on day 𝑑  post 

infection. We view it as a proxy for variable viral load in the course of infection. It follows a prescribed 

dynamic pattern (shown in Figure 2); specifically, we use function 𝐵(𝑡) = 𝑡𝑘𝑒−𝑘𝑡  [33–35] with 

steepness 𝑘  and define 𝑏(𝑑) = 𝑏𝑀𝐵(𝑑/𝐿) , where 𝑏𝑀  is the peak infectivity and 𝐿  is the mean 

duration. Each infected individual would progress according to his/her b(d). Specific choices 

(𝑏𝑀; 𝑘; 𝐿) for asymptomatic, symptomatic, and vaccinated hosts are given in Supplement Table S3.  

The infectivity function b(d) determines the probability of transmission per contact from an 

infected individual to a fully susceptible individual. Hence, we employ it to estimate transmission rates 

within contact pools. We also use its value b(d) (or timing d) as a predictor for symptomatic expression 

and isolation, as well as a predictor of positive test diagnostics (See Figure 3). 

Host infection (𝑆 → 𝐼)  is modeled as a Bernoulli random process with the success probability 

determined by cumulative daily contacts of a given susceptible-host. In each contact pool, scheduled 

or random (class, dorm, social mixing), we estimate the survival probability (staying uninfected) 

depending on the pool's makeup and the associated-environmental risk factor. Specifically, for an 

individual with susceptibility level s, a contact pool with 𝑚  infectives with infectivity levels 

{𝑏1; . . . ; 𝑏𝑚}, and environmental risk factor 𝑎 gives a survival probability 𝑝𝑆 = ∏𝑖(1 − 𝑎𝑏𝑖𝑠). Note 

that the classroom setting is somewhat different from other contact pools, as the probability of survival 

depends not on the entire body of infected classmates, but only on the ‘nearest infected neighbors’ 

determined by classroom seating (see Supplement for details). All contact mixing pools for a given S-

host accumulate over a daily period; they determine the final probability of infection 𝑝𝐼 = 1 − 𝑝𝑠𝑐 ·

 𝑝𝑠𝑑 ·  𝑝𝑠𝑠, where 𝑝𝑠𝑐, 𝑝𝑠𝑑 , 𝑝𝑠𝑠 are survival probabilities in class, dorm and random social mixing. 

2.3. IBM community 

Each host in the IBM community is described by her/his attributes (id + disease type), and her/his 

current infectious state: (S-I-R); for I-hosts it also includes the day on infection d. The details are 

provided in Supplement. Hosts aggregate on a daily basis, determined by their scheduled and random 

activities, and the resulting change of infection status is recorded. The recorded IBM history keeps 

track of all individual histories, and the community outputs can be extracted from those. As our IBM 

is stochastic, such histories and outputs could vary in different simulations under identical conditions. 

So, in each case we simulate an ensemble of random histories. 

2.4. Model initializations 

We make suitable choices for model parameters mentioned in previous subsections. Important 

ones include (i) the population fractions of A-, S-, vaccinated types   with pathways of Figure 2 (the 

peak infectivity, duration, and steepness); (ii) the environmental risk factors; (iii) social mixing 

parameters.  

All inputs, social, environmental, disease, are freely adjustable, including A-S-vaccinated 

pathways (the duration and peak infectivity). For instance, should vaccinated individuals be fully 

immune, the peak infectivity simply needs to be set to zero. 
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2.5. Control interventions 

Our IBM setup allows us to investigate a wide range of interventions, including (i) vaccination, 

(ii) symptomatic isolation, (iii) test screening.  

(i) Vaccination is not fully protective, therefore vaccinated individuals can still undergo infectious 

processes and contribute to transmission. We assume that vaccination reduces the susceptibility 

of vaccinated individuals by a given factor (s = ½), and the host's infectious pathway as shown 

in Figure 2. Symptomatic isolation depends on symptom expression defined by a probability 

function shown in Figure 3. Only S-type individuals can express symptoms depending on their 

infectivity level and be isolated. So, on a daily basis the infected S-pool is selected, and some 

of them are sent to the quarantine via Bernoulli toss, determined by their probability of 

symptomatic expression. The quarantined individuals are excluded from social mixing, and no 

longer contribute to disease spread. 

(ii) Test screening is implemented via a preset number of tests per day to be randomly conducted 

on non-quarantined individuals. The test results will depend on their infectivity levels (the stage 

of infection), via probability function (Figure 3). A Bernoulli toss with this probability will 

determine individuals with a positive test, sent to the quarantined state similar to 

symptomatic isolation. 

Different control strategies can be compared in terms of their efficacy in mitigating an outbreak. 

For quantitative assessment of control interventions and their impact we use is the outbreak size (the 

cumulative infection by the end of a given time period, e.g. 15-weeks semester, relative to total 

population) as the primary measurement. This is estimated and compared with baseline cases to assess 

the efficacy of control. 

2.6. Model outputs 

Infection outbreaks in college communities were run over the 15-week (semester) period. 

However, under low transmission intensity, such outbreaks could last much longer and won’t be 

terminated by the end of semester. To have an outbreak run its full course, we extended the simulation 

beyond the 15-week academic semester. All results presented below were simulated over such 

extended (if necessary) time periods. 

The basic outputs used in our analysis below are outbreak size and duration, determined by daily 

SIR-counts. Many additional outputs however, could be derived on a daily or cumulative basis, 

including quarantine counts and infection severity. 

2.7. Numeric implementations 

All numeric codes were implemented in the Wolfram Mathematica platform, and used a variety of 

Wolfram tools for setting up and manipulating annotated objects, data structures and associations. 

Mathematica codes are provided in Github (https://github.com/qimin-h/College-IBM-of-covid-19). 

3. Results 

We generated a synthetic college community (class schedule and dorm residence), with no pre-
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existing immunity, and no external source of infection. We first explored the effect of college size 

(student body) on outbreak patterns, by simulating a range of colleges from small (1000) to medium-

large (6000-12,000), under similar social/environmental conditions. Within our setup, contact rates and 

patterns are independent of total student body and are limited by dorm occupancy, class seating 

distributions, and social interactions (see Figure S2). As such, the overall effect of size was marginal; 

more significant factors were social interactions (patterns and rates), and disease inputs. 

Therefore, all simulations below were run with a N = 3000 size synthetic community. 

3.1. Outbreak in naïve host community 

The students’ infectious pathways are split 60% Mild (A-type) and 40% Severe (S-type) as 

consistent with empirical COVID-19 data among young adults/college students [36-38]. A naive host 

population is initialized with a few infected individuals. 

3.1.1. Typical outbreak patterns and parameter sensitivity: baseline cases 

The most uncertain parameters of our model are the environmental risk factors. These can vary 

widely depending on the college and setting of student interactions. Influences such as quality of air 

ventilation and prevalence of mask wearing can alter the environment’s ability to spread pathogens. 

These influences can lead to disparate environmental risk factors even among neighboring classrooms 

on college campuses. 

To combat this uncertainty, it would be useful to explore a range of values for the environmental 

risk factors. We do not, however, perform an exhaustive analysis of the parameter-space, but explore 

a few scenarios to show how a range of risk factors can be useful in interpreting various strategies to 

combat outbreaks. Specifically, we focused on environmental risk factors {𝑎𝑐, 𝑎𝑑  , 𝑎𝑠}  , assigned 3 

values, low, medium, high, (See Table 1), along with the classroom distance scale for three values (d 

= {1.5, 2, 2.5}). So, most simulations below have varying a-factors, and some include d-factors. 

A typical outbreak pattern and duration depends strongly on the environmental risk factors. Under 

high values for the risk factors (see Table 1), we observe strong outbreaks over a relatively short time 

duration (usually less than a 15-week academic semester).  

An ensemble of 50 simulations were run for each combination of parameters with results presented 

in Figure 5(a). For the naïve cases, variation in the distance scale and environmental risk factors had a 

relatively minimal effect, but lower values for each did reduce the overall outbreak size. 

Table 1. Environmental risk factors for three different scenarios (Low, Moderate, and High). 

Scenario: 

Environment 

Low Moderate High 

Classroom 0.15 0.2 0.25 

Dorm 0.2 0.25 0.3 

Social 0.1 0.15 0.2 
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Figure 5: Relative outbreak-size distribution for (a) Naïve host community; (b) 50% 

vaccination; (c) 90% vaccination, for 3 environmental risk factor scenarios (low in green, 

moderate in blue, and high in red) and three distance scales for pathogen spread in 

classrooms (d = {1.5, 2, 2.5}). The environmental risk factor values are given in Table 1. 

3.2. Analysis of intervention 

3.2.1. Vaccination 

We now investigate the effects of vaccination on outbreak size. The two scenarios we look at are 

a 50% vaccination coverage and a 90% vaccination coverage amongst the students (meaning 50% and 

90%, respectively, of the student body is initialized with the vaccinated infectious pathway shown in 

Figure 2). We assume the vaccine in question has the effect of reducing infectious duration and peak 

infectivity with values as indicated in Figure 2 and host susceptibility by a factor of ½ [39–41]. A fully 

protective vaccine could be easily simulated by sending the vaccinated pool to the recovered pool. 

Once the vaccinated pool was selected, the remaining hosts are partitioned into 60% A-type and 

40% S-type as in the Naïve case. All other parameters are the same as the Naïve case. 

Ensembles of 50 simulations were run for each vaccination scenario with results shown in Figure 

5(b) for 50% vaccination and Figure 5(c) for 90% vaccination. As seen from the figures, 50% 

vaccination had marginal effects on overall outbreak size apart from introducing a few outliers. Such 

outliers arise typically in stochastic S-I-R type models (population based or IBM) due to bimodal 

patterns of outbreak outputs (size and duration) with a fraction of large and small outbreaks (see 

Supplement Figure S1). 90% vaccination, on the other hand, helps greatly reduce outbreak size for low 
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environmental risk factors, and has moderate effects on moderate environmental risk factors with lower 

classroom distance scale (same as in Naive host pool). However, high environmental risk factors still 

lead to large outbreak sizes for both vaccination scenarios. 

For Figure 5(b), three scenarios led to portions of outbreak burnout: d = 1.5 with low risk had 16% 

of simulations not lead to outbreak, d = 1.5 with high risk had 4%, and d = 2 with low risk had 8%. 

90% vaccination coverage in Figure 5(c) had much higher burnout: d = 1.5 with low risk had 90%, d 

= 1.5 with moderate risk had 18%, d = 1.5 with high risk had 6%, d = 2 with low risk had 20%, d = 2 

with moderate risk had 12%, d = 2.5 with low risk had 18%, and d = 2.5 with moderate risk had 4%. 

3.2.2. Symptomatic quarantine 

We now add another intervention strategy of symptomatic quarantine on top of vaccination. We 

fix the classroom distance scale at d = 2 and consider three choices of environmental risk, for 

vaccination levels of 50% vaccination (Figure 5(b)) and 90% (Figure 5(c)) as our baseline cases. 

Comparative results for the vaccination baseline cases (B) and vaccination plus symptomatic 

quarantine (Q) are shown in Figure 6(a) for 50% vaccination and Figure 6(b) for 90% vaccination. 

As seen in Figure 6(a), symptomatic quarantine can lead to a significant reduction in outbreak size 

as environmental risk factors decrease with 50% vaccination coverage. On the other hand, 90% 

vaccination coverages are less likely to be quarantined, but outbreaks are still slightly reduced. This is 

due to the symptomatic quarantine intervention only applying to S-type pathways which constitute 

only 4% of the total population for 90% vaccination as opposed to 20% of the total population for 50% 

vaccination. The bulk of transmission is carried out now by vaccinated hosts. 

 

Figure 6. Relative outbreak-size distribution for (a) 50% vaccination with quarantine and 

screening; (b) 90% vaccination with quarantine and screening, for the d = 2 triples of 

Figure 5 (b) and (c) as baselines. B indicates baseline scenarios, Q indicates addition of 

symptomatic quarantine, Q/S indicates the addition of symptomatic quarantine and 

screening tests. 

3.2.3. Screening and tests 

Next, we combine Test Screening with symptomatic quarantine intervention for the same cases as 

above. We assume that 5% of the student population can be screened on a daily basis (i.e., about 100% 
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of the population every three weeks). The test pool is drawn randomly. The test sensitivity depends on 

the host infective stage (Figure 3). We run symptomatic quarantine as before. 

Results for symptomatic quarantine plus screening (Q/S) are shown in Figure 6(a) for 50% 

vaccination and Figure 6(b) for 90% vaccination. Similar to the intervention of symptomatic quarantine 

alone, the addition of screening has a considerable impact on lowering outbreak size as environmental 

risk factors decrease for 50% vaccination. Additionally, added screening reduces the outbreak size for 

90% vaccination but comparatively less so than for 50% vaccination. 

For Figure 6(a) and (b), portions of outbreak burnout occurred for nearly every scenario. In Figure 

6(a): Q with low risk had 58% burnout, Q with moderate risk had 6%, Q with high risk had 2%, Q/S 

with low risk had 98%, Q/S with moderate risk had 2%, and Q/S with high risk had 12%. In Figure 

6(b): Q with low risk had 88%, Q with moderate risk had 16% Q with high risk had 0%, Q/S with low 

risk had 94%, Q/S with moderate risk had 16%, and Q/S with high risk had 10%. 

One interesting point to note: our particular selections for (Q/S) interventions for 90% vaccination 

led to marginally higher outbreaks than for 50% vaccination as seen by comparing Figure 6(a) with 

Figure 6(b). It appears the effect of test screening becomes less significant above 50% vaccination. It 

is important to realize, however, that the severity of the infections will be much less for higher 

vaccination coverages as more individuals will follow the vaccinated pathway (Figure 2). 

4. Discussion 

Controlling the spread of COVID-19 has been an ongoing critical challenge for colleges and 

universities. Though most colleges required or encouraged their students to get vaccinated, many 

highly vaccinated colleges have experienced large scale COVID-19 outbreaks which in some cases 

have resulted in interruption of campuses in-person activities. University administrators are still 

wondering to what degree they should continue to implement non-pharmaceutical interventions and 

what are the most efficient control strategies. 

To understand the disease dynamic on college campuses and help answer those questions, we 

developed an individual-based model (IBM) of COVID-19 transmission that accounts for 

heterogeneity in social interactions, disease progression, and control interventions. Since social mixing 

plays an important part in COVID-19 transmission, we considered two basic types of mixing typical 

for college communities: (i) scheduled contacts (classes and dorm residence), (ii) random contacts 

(e.g., dining and/or other forms of unstructured social activity). Once infected, each host undergoes a 

prescribed disease progression history, with a time-dependent infectivity pattern, viewed as a proxy 

for variable viral load during the course of infection. Such a computational framework allows us to 

generate and simulate more realistic college communities than standard SEIR models [10], and 

quantitatively assess the efficacy of different intervention strategies. 

In our IBM setup, daily activities (class, dorm, and social mixing) take place in a suitable 

environment, and each environment is assumed to have an associated risk factor. These factors mitigate 

the probability of transmission (exposure risk) in a given environment, so they could represent site-

specific control interventions (e.g., wearing facial masks, or providing clean contact space). Since these 

factors are highly uncertain and could vary in different colleges, we explore a range of choices of 

environmental risk factors, by taking three values (low, moderate, high) of each environmental risk 

factor (dorm, class, social mixing). Another control focus could be social activities (e.g. reduce class 

attendance or random social mixing). Our model setup can be easily adjusted to run such simulations. 
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We conducted an analysis with imperfect vaccination that allows infection transmission by the 

vaccinated pool. We considered 50% and 90% vaccination of the student body. In most cases, 

vaccination alone was not enough to prevent an outbreak, though it could significantly mitigate its 

size. The addition of symptomatic quarantine can have a large impact on outbreak reduction in lower 

vaccinated populations due to the larger prevalence of symptoms. We found that moderate frequency 

(every 3 weeks) random screening is effective in reducing outbreak size in all cases explored. The most 

important feature in all scenarios of vaccination and intervention is environmental/behavioral control 

measures (i.e., wearing facial masks in class, dorms, or at social events). These are required to ensure 

low environmental risk factors to mitigate disease spread. 

We developed a flexible methodology and computational framework to generate and simulate 

college communities for a broad range of conditions including student body size, class schedules, et. 

al. While we chose students to attend three classes to illustrate our analysis here, our model allows for 

any class schedule with any class number and a more structured student body. The basic setup 

combines the social mixing component of the system and disease progression. The inputs can be easily 

modified for all components, and a wide range of COVID like pathogens can be simulated with this 

model, for synthetic college communities to derive robust prediction. Moreover, our methodology 

can be extended to other local community settings such as workplaces, primary and secondary 

schools, or hospitals. 

Many additional topics could be explored by our IBM methodology, including assessment of 

environmental/behavioral risk factors and relative contributions of different transmission 

environments on disease outbreaks. Additionally, various other control measures not explored here 

such as contact tracing can be implemented with minor modification to the model. 

Different outbreak measures can be explored, which we did not discuss. For instance, we can 

extract daily quarantine counts from the infection history over the outbreak period. This measure could 

provide some guidelines to the University administration on how many quarantine pool capacity rooms 

are needed to sustain an outbreak, and could also give a simple economic measure of outbreak impact 

and putative intervention.  

Such assessment could guide effective intervention strategies. Our social mixing setup (scheduled 

and random) could be further expanded to account for more realistic intermediate levels of social 

connectivity. This work could also be extended to account for partial or dynamic vaccine schedules. 

Besides, since college campuses are often not isolated, we could extend the current model to couple 

college campus transmission to the local community. 

Our analysis has implications for informing control strategies against COVID-19 on college 

campuses. The risk of COVID-19 outbreak could be efficiently controlled or mitigated using existing 

control measures. Our model shows that COVID-19 outbreaks may occur on college campuses 

regardless of their vaccination coverage. Our analysis suggests that the use of random screening and 

quarantine remains effective tools to mitigate and even prevent an outbreak even on highly vaccinated 

college campuses. 
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