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Abstract: Biological invasions have been paid more attention since invasive species may cause certain 
threats to local ecosystems. When biological control is adopted, selecting control species for effect 
better becomes the focus of latest studies. A food web system, with one native species, one invasive 
species as predator, and one introduced control species preying on both native and invasive species, is 
established based on pair approximation, in which the spatial landscape of biological invasion and 
control is concerned, and the local and global dispersal strategies of invasive species, in addition to the 
predation preferences of control species for native and invasive species, are considered. The influence 
of the initial density and initial spatial structures of the control species is investigated and the effects 
of control species releasing time are analyzed. Generally, the earlier the species introduction, the better 
the control effect, especially for invasive species dispersing globally. Interestingly, too low control 
species predation preference for native species can lead to unsuccessful introduction, while too much 
predation preference will have a weak control effect. The larger the control species predatory 
preference for invasive species is, the more conducive it is to biological control. The extinction of the 
invasive species is closely related to the initial density and concentration of the control species. This 
study gives some insights on selecting control species, its appropriate releasing time, and the density 
and spatial aggregation of it. Some real-life examples are elaborated on, which provides references for 
biological invasion control. 

Keywords: biological invasion; biological control; pair approximation; cellular automata; predation 
preference; dispersion strategy 
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1. Introduction  

Biodiversity loss is a major global environmental issue [1]. The main reasons of the loss include 
habitat degradation, overexploitation and invasion, among other threats [2]. Now, invasion is 
considered as one of the major threats to global biodiversity and human livelihoods [3]. 

Recently, concerns about the potential invasion risks of alien species and the impacts on biodiversity 
have increased rapidly [4−6], because some non-native species can bring about serious problems for 
ecosystems, socio-economic and human health [7,8]. Some invasive species will compete for resources 
with native species [9], feed on native species, lead to the extinction of many native species [10,11], 
reduce local biodiversity [12,13], and result in ecosystem degradation [14]. Besides ecological impacts, 
economic costs are also high [15]. For example, the imported red fire ants invaded the United States 
destroyed local agriculture and environmental hygiene, causing huge economic losses [16]. The invasion 
of new pathogens also has a negative impact on human health [17,18]. The number of invasive species 
will increase if no measures are taken, and the negative impact will be serious. At present, ways like 
blocking incoming, mechanical processing, spraying drugs, and biological control are used to control 
invasion. This study will focus on the method of biological control. 

Biological control is a method of using biological interactions to inhibit or eliminate harmful 
species, which include microbial control, parasitic natural enemy control and predatory natural enemy 
control [19]. The application of drugs left residues, while blocking incoming and mechanical 
processing are impractical on large scale biological invasion, but the introduction of natural enemies 
for invasive species can reproduce themselves and control pests for a long time, with long-lasting 
effects and relatively low costs. 

Biological invasion happens quite often in recent years, and biological control was successful in 
some cases. Cases in point include: Locusts and planthoppers were controlled by releasing ducks in 
sweet potato and rice fields [20]; The introduction of Chrysoperla sinica Tjeder to control red spiders 
in fruit groves and agricultural pests in vegetable sheds [21]; Chouioia cunea Yang are stocked in 
garden to curb the spread of Hyphantria cunea by species interactions [22]. It should be noted that 
when applying biological control methods, in-depth researches on the introduced species need to be 
conducted to ensure that they do not become new harmful invasive species, making selection of control 
species a very important issue. 

There are studies on biological control [23,24], but most ignore the spatial structure of populations. 
Pair approximation (PA) is used in this study to investigate the invasion control theory with the spatial 
structure of species in consideration. Compared with the mean-field approximation (MFA), PA, which 
is often applied to biological phenomena such as population dynamics and epidemic spread [25,26], 
and which has obtained good results by its theoretical insights, considers the relationship between 
adjacent individuals and constructs a set of closed autonomous differential equations to represent the 
transfer process between patches. 

Many factors affect the results of species control, one of which is the timing of the control. 
Previous research has shown that once invasions are identified, even if they have not yet had an 
impact, preventive action should be taken. And if potential harms exist, they should be eliminated 
immediately [27]. A case in point is, only 17 days after the discovery of invasive algae in California 
coastal waters, measures were taken [28]. Previous studies also discover that species omnivore is 
one of the factors affecting species density [29−31]. Both predation preference and control starting 
time will be considered in this research. 
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Different dispersal patterns can alter the distribution of species in surrounding habitats, and 
previous studies have shown that dispersal patterns affect the density of species [25,32]. Whether 
the dispersal strategy of species will affect the control result is a question that have drawn much 
attention. Some studies have found that initial density may be an important determinant of 
competitiveness and may influence interactions between species [33−36]. Initial density of the 
species may also affect the control outcome. It is generally believed that when species invade new 
habitats due to human transportation or boat fishing, the invader density is small and scattered while 
the native species density is high. Few studies have explored the effects of initial species density and 
spatial distribution on control outcomes. 

We establish relevant models to explore biological control in this study, considering the 
situation of one native species and one invasive species. First, the effect of invasive species on native 
species was studied by pair approximation. Then, control species were introduced at different time 
nodes to study the effects of time introduction, predation preference, and dispersion strategies of 
invasive species on the density of species, and to compare the effectiveness of biological control. 

2. Model 

2.1. Model description 

We use the single-species occupation model in a discrete infinite lattice to describe a native 
species, assuming that the lattice is rotationally symmetric and the landscape is homogeneous, i.e., 
ρij = ρji, and all patches are suitable for species survival. In addition, von Neumann neighbors are 
used, and each patch has z = 4 neighbors. The second species will be introduced to the landscape 
as an invader, and the third species will be joined in the system as the control species. More details 
will be described in the next step on model building. Table  gives some symbols used to construct 
the model. 

2.2. Species invasion 

Suppose the native species in the landscape can only disperse locally to the nearest empty 
patch. Species 2 invades the landscape, and it only reproduces by hunting native species 1, 
colonizing the patch where native species 1 existed by mixed dispersion mechanism, namely 
dispersing locally and globally. Global dispersion refers to sending offspring to random sites of all 
lattice, while local dispersion refers to sending offspring to random neighboring sites. If there are 
native species in the site patch, the invader has successful colonization, otherwise it will be wasted. 

The possible states of each patch are 0, 1, and 2 (denoted empty patches, occupied by native 
species 1, and occupied by invasive species 2). Let ρi and ρij represent the density of single patch i 
and pair patches <ij>. <ij> is a pair of adjacent patches, one of which is type i and the other is type 
j. Let qi/j represents the conditional probability of arbitrarily selecting a j-type patch whose neighbor 
is i-type, and qi/j = ρij/ρj, i, j∈{0, 1, 2, 3}. Let c21 indicates the colonization rate of species 2 by 
preying on species 1 in its neighbors, dispersing to the site where species 1 is located, and c*21 
represents the colonization rate of species 2 by preying on any species 1 in the entire lattice. More 
symbols and explanations are in Table 1. 
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Table 1. The symbols and descriptions. 

Symbols Descriptions 
b1 The birth rate of native species 1 
di The mortality rate of species i 
c21 The local colonization rates of species 2 
c*21 The global colonization rate of species 2 
c*31 The predation preference of species 3 for species 1 
c*32 The predation preference of species 3 for species 2 
ρi The density of i-type patch 
ρij The probability of pair patches <ij> 
qi/j The conditional probability of pair patches <ij> 
T1 Introduction time of species 3 

Note: Species 1 is native species, species 2 is invasive species and species 3 is control species. 

In order to construct a predation system by pair approximation, using the dynamic of ρ12 in 
Eq (4) as an example, the two parts will cause the growth: (a1) Species 1 of the right site of pair 
sites <11> is occupied by species 2 through global and local predation, which can be denoted by 
ρ11 (c*21ρ2 + c21q2/11 (z-1)/z). (a2) The empty site of pair sites <02> is occupied by the offspring 
from its neighboring sites occupied by species 1, denoted by b1ρ02q1/02 (z-1)/z. Three parts will 
reduce ρ12: (b1) The death of pair sites <12>, denoted by -ρ12(d1 + d2). (b2) Species 1 of pair sites 
<12> is killed by neighbor species 2, denoted by -ρ12c21(1/z+ q2/12(z-1)/z). (b3) Species 1 of pair 
sites <12> is killed by arbitrary species 2 of all lattice, denoted by -ρ12c*21ρ2. The dynamic structure 
of other pair sites is the same as that of ρ12 (see Appendix for details). 

Depending on the relationship between single sites and pair sites, combined with the modeling 
methods of previous PA models [26,31], the corresponding equations can be obtained: 

ௗఘభௗ௧ = 𝑏ଵ𝜌ଵ(1 − 𝑞ଵ/ଵ − 𝑞ଶ/ଵ) − (𝑑ଵ𝜌ଵ + 𝑐ଶଵ∗ 𝜌ଵ𝜌ଶ + 𝑐ଶଵ𝜌ଵ𝑞ଶ/ଵ),    (1) 

ௗఘమௗ௧ = 𝑐ଶଵ∗ 𝜌ଶ𝜌ଵ + 𝑐ଶଵ𝜌ଶ𝑞ଵ/ଶ − 𝑑ଶ𝜌ଶ,       (2) 

ௗఘభభௗ௧ = 2𝑏ଵ𝜌ଵ଴(ଵ௭ + ௭ିଵ௭ 𝑞ଵ/଴ଵ) − 2𝜌ଵଵ(𝑑ଵ + 𝑐ଶଵ∗ 𝜌ଶ + 𝑐ଶଵ ௭ିଵ௭ 𝑞ଶ/ଵଵ),    (3) 

ௗఘభమௗ௧ = 𝜌ଵଵ ൬𝑐ଶଵ∗ 𝜌ଶ + 𝑐ଶଵ ௭ିଵ௭ 𝑞 మభభ൰ + 𝜌଴ଶ𝑏ଵ ௭ିଵ௭ 𝑞 భబమ − 𝜌ଵଶ[𝑑ଵ + 𝑑ଶ + 𝑐ଶଵ∗ 𝜌ଶ + 𝑐ଶଵ(ଵ௭ + ௭ିଵ௭ 𝑞ଶ/ଵଶ)], (4) 

ௗఘమమௗ௧ = 2𝜌ଵଶ[𝑐ଶଵ(ଵ௭ + ௭ିଵ௭ 𝑞ଶ/ଵଶ) + 𝑐ଶଵ∗ 𝜌ଶ] − 2𝜌ଶଶ𝑑ଶ.     (5) 

Taking into account the population spatial distribution, according to lattice rotational symmetry, 
the pair approximation relationship (qi/jk ≈ qi/j, the spatial structure of two adjacent patches is 
approximate to that of three adjacent patches), the sum of the single sites is 1 (∑iρi = 1), and the sum 
of the density of the pair sites is equal to the corresponding the density of the single site (ρi = ∑jρij). 
All other pair sites can be represented by these five quantities. Apparently Eqs (1)−(5) constitutes a 
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closed autonomous system on which the invasion process is analyzed. 

2.3. Biological control 

Since invasive species feed on native species, if not controlled, the local ecosystem may be 
affected, so we adopted a predatory natural enemy control strategy and introduced species 3 as 
controller. Assuming that control species 3 globally hunt invasive and native species, with predation 
preferences. Let c*31 indicates the predation preference of species 3 for species 1, and c*32 represents 
the predation preference of species 3 for species 2. Since new species need to adapt to the local 
environment, we assume that native species have stronger reproductive capacity and have lower 
mortality rates than the other species. 

According to the orthogonal neighborhood correlation algorithm given by Hiebeler, the density 
and spatial connectivity of control species should follow an inequality 2-1/ρ3 < q3/3 < 1 [25], 
otherwise, species introduction is considered invalid. After introduction, the possible states of each 
site are 0, 1, 2, and 3 (indicating unoccupied empty site, occupied by native species 1, occupied by 
invasive species 2, and occupied by control species 3, respectively). Based on the previous study [26], 
we can infer that at the moment of introduction of species 3, the dynamics of single site and pair sites 
satisfy the following constraints (Appendix for details): 

൜𝜌௜ା = 𝜌௜(1 − 𝜌ଷ),     𝑖 = 1,2𝜌ଷା = 𝜌ଷ.                                   ൞ 𝜌௜௝ା = 𝜌௜௝(1 − 2𝜌ଷ + 𝜌ଷ𝑞ଷ/ଷ),   𝑖, 𝑗 = 1,2𝜌௜ଷା = 𝜌௜𝜌ଷ(1 − 𝑞ଷ/ଷ),                     𝑖 = 1,2𝜌ଷଷା = 𝜌ଷ𝑞ଷ/ଷ.                                                       (6) 

Based on above facts and assumptions, combined with the PA methods [26], a dynamic equation 
of nine variables is obtained, and the constraint (6) is substituted to finally obtain the system: 

ௗఘభௗ௧ = 𝑏ଵ(𝜌ଵ − 𝜌ଵଵ − 𝜌ଵଶ − 𝜌ଵଷ) − 𝜌ଵ(𝑑ଵ + 𝑐ଶଵ∗ 𝜌ଶ + 𝑐ଷଵ∗ 𝜌ଷ) − 𝑐ଶଵ𝜌ଵଶ,   (7) 

ௗఘమௗ௧ = 𝑐ଶଵ∗ 𝜌ଵ𝜌ଶ + 𝑐ଶଵ𝜌ଵଶ − 𝑐ଷଶ∗ 𝜌ଶ𝜌ଷ − 𝑑ଶ𝜌ଶ,     (8) 

ௗఘయௗ௧ = 𝑐ଷଵ∗ 𝜌ଵ𝜌ଷ + 𝑐ଷଶ∗ 𝜌ଶ𝜌ଷ − 𝜌ଷ𝑑ଷ,       (9) 

ௗఘభభௗ௧ = 2𝑏ଵ(𝜌ଵ − 𝜌ଵଵ − 𝜌ଵଶ − 𝜌ଵଷ) ቀଵ௭ + ௭ିଵ௭ ఘభିఘభభିఘభమିఘభయଵିఘభିఘమିఘయ ቁ − 2𝜌ଵଵ ቀ𝑑ଵ + 𝑐ଶଵ∗ 𝜌ଶ + 𝑐ଷଵ∗ 𝜌ଷ +𝑐ଶଵ ௭ିଵ௭ ఘభమఘభ ቁ,         (10) 

ௗఘభమௗ௧ = 𝜌ଵଵ ቀ𝑐ଶଵ∗ 𝜌ଶ + 𝑐ଶଵ ௭ିଵ௭ ఘభమఘభ ቁ + 𝑏ଵ ௭ିଵ௭ (𝜌ଶ − 𝜌ଵଶ − 𝜌ଶଶ − 𝜌ଶଷ) ఘభିఘభభିఘభమିఘభయଵିఘభିఘమିఘయ −𝜌ଵଶ ቂ𝑑ଵ + 𝑑ଶ + 𝑐ଷଶ∗ 𝜌ଷ + 𝑐ଷଵ∗ 𝜌ଷ + 𝑐ଶଵ∗ 𝜌ଶ + 𝑐ଶଵ ቀଵ௭ + ௭ିଵ௭ ఘభమఘభ ቁቃ,   (11) 
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ௗఘభయௗ௧ = 𝑏ଵ ௭ିଵ௭ (𝜌ଷ − 𝜌ଵଷ − 𝜌ଶଷ − 𝜌ଷଷ) ఘభିఘభభିఘభమିఘభయଵିఘభିఘమିఘయ + 𝜌ଵଶ𝑐ଷଶ∗ 𝜌ଷ + 𝜌ଵଵ𝑐ଷଵ∗ 𝜌ଷ − 𝜌ଵଷ ቀ𝑑ଵ + 𝑑ଷ +𝑐ଶଵ∗ 𝜌ଶ +    𝑐ଷଵ∗ 𝜌ଷ + 𝑐ଶଵ ௭ିଵ௭ ఘభమఘభ ቁ,      (12) 

ௗఘమమௗ௧ = 2𝜌ଵଶ ቂ𝑐ଶଵ ቀଵ௭ + ௭ିଵ௭ ఘభమఘభ ቁ + 𝑐ଶଵ∗ 𝜌ଶቃ − 2𝜌ଶଶ(𝑑ଶ + 𝑐ଷଶ∗ 𝜌ଷ),   (13) 

ௗఘమయௗ௧ = 𝜌ଵଷ ቀ𝑐ଶଵ∗ 𝜌ଶ + 𝑐ଶଵ ௭ିଵ௭ ఘభమఘభ ቁ + 𝜌ଵଶ𝑐ଷଵ∗ 𝜌ଷ + 𝜌ଶଶ𝑐ଷଶ∗ 𝜌ଷ − 𝜌ଶଷ(𝑑ଶ + 𝑑ଷ + 𝑐ଷଶ∗ 𝜌ଷ),  (14) 

ௗఘయయௗ௧ = 2𝜌ଵଷ𝑐ଷଵ∗ 𝜌ଷ + 2𝜌ଷଶ𝑐ଷଶ∗ 𝜌ଷ − 2𝜌ଷଷ𝑑ଷ.      (15) 

It can be seen that Eqs (7)−(15) constitute a closed system for the control process. Compared with 
the invasion process (1)−(5), (7)−(15) consider the effects of species 3 hunting species 1 and 2, as well 
as the intrinsic mortality of species 3. 

2.4. Simulation process 

Due to the complexity of the model, we use MATLAB to calculate the above differential 
equations. And when the population density is less than 0.00001, this species is considered to be 
extinct. We set parameters based on mass simulations. Firstly, the four dispersion strategies of 
invasive species 2 were set as follows: global dispersion (c*21 = 0.5, c21 = 0), partial global dispersion 
(c*21 = 0.4, c21 = 0.1), partial local dispersion (c*21 = 0.1, c21 = 0.4), and local dispersion (c*21 = 0, c21 

= 0.5) (see Appendix Figures B1 and B2). Based on the assumption of reproduction rates and 
mortality rates let b1 = 0.7, d1 = 0.1, d2 = 0.15, and d3 = 0.2 (other parameter space situations see 
Appendix Figures B7−B10). In order to prevent invasive species from overly affecting native species, 
control should not start too late. So we set the introduction time T1 = 10, 20, 40 respectively. In order 
to explore the influence of the predation preference of control species, we suppose that control 
species prefer to prey on invasive species (c*31 < c*32), so we fixed the predation preferences of 
species 1 and 2 as c*31 = 0.3 and c*32 = 0.6, respectively (see Appendix Figures B3−B6 for other 
situations). Based on the above parameters, we study the effects of the initial density and initial 
spatial structure of introduced species on results. These parameters are biologically significant. And 
there are other available parameter values, so we changed multiple parameter values in the 
simulation and determined that they would not change our general results and conclusions (see 
Appendix Figures B1−B6). 

3. Results 

In order to visually observe the effect of biological control, we simulated the procedure on a 
lattice of 100 × 100 and drew landscapes of the invasion process of species 2 and the introduction 
process of species 3 by cellular automata (Figure 1). Set the initial densities of species 1 and 2 to 0.8 
and 0.5. When species 2 invades into a landscape where only species 1 exists, if left uncontrolled, we 
find that the density of species 1 decreases to approximately 0.1, and species 2 occupies most of the 
habitat (Figure 1(I)). After that, we introduce species 3, set the initial density and initial aggregation 
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of species 3 to ρ3 = 0.2 and q3/3 = 0.8 (Figure 1(II)), then the graph (Figure 1(III)) will be formed 
instantaneously, at which time three species coexist. After the three species reached equilibrium (IV), 
compare with Figure 1(III), the number of species 2 after control became significantly smaller, and the 
number of species 1 increased significantly, indicating that biological control was effective. 

 

Figure 1. Landscapes for species invasion and biological control. Green represents native 
species 1, red indicates invasive species 2, blue is control species 3, and white is empty 
sites. (I): Landscape after invasion of species 2. (II): Distribution of control species 3, 
setting ρ3 = 0.2, q3/3 = 0.8. (III): Instantaneous landscape of introduction of species 3. (IV): 
landscape after stabilization. 

Our aim is to explore the effects of the introduction of control species against invasive species 
based on different dispersal strategies, and to provide suggestions for the selection of control species. 
Figure 1 has shown that biological control is useful in certain cases, but in order to make the control 
effect better, the established differential equations are analyzed considering predatory preferences and 
invasive species dispersal strategies. 

The relationship between the predation preference of species 3 to species 1 and population 
density was studied by fixing the predation preference of species 3 to species 2, that is, c*32 = 0.6 
(Figure 2). Comparing Figure 2(a−d) reveals an interesting phenomenon in which species 3 does not 
survive when its predation preference for species 1 is very small, which may be because species 3 
preys on too little to meet its own survival conditions. When the living conditions of species 3 are 
satisfied, with the increase of the predation preference of species 3 to species 1, the density of 
species 2 gradually decreases, and the density of species 1 increases, indicating when c*31 > 0.1 
approximately, the control species can effectively control the development of species 2, playing a 
role in protecting native species and preventing invasive species, and the control effect is best at c*31 

≈ 0.3. However, when the predation preference of species 3 to species 1 exceeds 0.3, although the 
invasive species is eliminated, the density of native species will decrease, indicating that the high 
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predation preference of species 3 over species 1 would be detrimental to biological control. When 
the predation preference for species 1 is greater than the predation preference for species 2 (c*31 > 0.6), 
the density of native species is already lower than the critical situation in which the introduced 
species satisfies survival (c*31 = 0.1), possibly because species 3 overfished species1 becomes a 
harmful invasive species, which will not be suitable as the target species for control. In addition, 
comparing the four maps, it can be found that when species 2 is more partially dispersed, the lower 
the critical value for the extinction of invasive species. It may be that the distribution is more 
clustered when invasive species take local dispersion, and the neighbors of species 2 are mostly 
distributed with species 2, while only invasive species at the edge of the cluster can disperse, so the 
effective fecundity is low and extinction is more probable. 

 

Figure 2. Relationship between predation preference of introduced species 3 to species 1 
and population density. The four subgraphs represent four dispersal methods of species 2, 
(a): global dispersion (c*21 = 0.5, c21 = 0), (b): partial global dispersion (c*21 = 0.4, c21 = 0.1), 
(c): partial local dispersion (c*21 = 0.1, c21 = 0.4), (d): local dispersion (c*21 = 0, c21 = 0.5). 
Other parameters: b1 = 0.7; d1 = 0.1; d2 = 0.15; d3 = 0.2; T1 = 20; c*32 = 0.6. 

Next, we fixed the predation preference of control species to native species 1, i.e., c*31 = 0.3, to 
explore the relationship between the predation preference of control species for invasive species and 
population density (Figure 3). Figure 3(a−d) indicate that species 3 cannot survive when the 
predatory preference of species 3 to species 2 is small, consistent with conclusions from Figure 2. 
And the four charts all show that when meeting the living conditions of the control species, with the 
increase of the predation preference of species 3 over species 2, the density of species 2 decreased, 
and that of species 1 increased, indicating that the greater the predation preference of species 3 to 
species 2, the better the control effect, which is consistent with our conjecture. In addition, 
comparing Figure 3(a) and 3(d), when species 2 disperses locally and the predatory preference of 
species 3 to species 2 reaches around 0.4, species 2 is extinct. After that, species 3 and species 1 
exist in a stable state. And the density of native species reaches the maximum, indicating that locally 
dispersed invasive species are more easily controlled, which is consistent with the results shown in 
Figure 2. 
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Figure 3. Relationship between predatory preferences of control species towards 
invasive species and population density. The four subgraphs represent four dispersal 
methods, (a): global dispersion, (b): partial global dispersion, (c): partial local dispersion, 
(d): local dispersion. c21, c*21 is consistent with Figure 2. Other parameters: b1 = 0.7; d1 

= 0.1; d2 = 0.15; d3 = 0.2; T1 = 20; c*31 = 0.3. 

 

Figure 4. Control effects under different initial densities and initial spatial distributions 
of control species. Blue indicates invalid areas, i.e., the range that does not satisfy 
inequality 2-1/ρ3 < q3/3 < 1 [25]; red indicates the coexistence of species 1−3; and green 
indicates that species 2 are extinct and species 1 and 3 coexist. The four subgraphs 
represent four dispersal methods, (a): global dispersion, (b): partial global dispersion, (c): 
partial local dispersion, (d): local dispersion. c21, c*21 are consistent with Figure 2. Other 
parameters: b1 = 0.7; d1 = 0.1; d2 = 0.15; d3 = 0.2; T1 = 20; c*31 = 0.3; c*32 = 0.6. 
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The effects of the initial density and initial spatial distribution of control species on species 
density are explored (Figure 4). The time for releasing species 3 is set to T1 = 20. It can be seen from 
Figure 4(a−c) that when species 2 does not fully adopt local dispersion, species 2 will only become 
extinct when the initial density and aggregation of species 3 are high. It can be concluded that the 
extinction of the invasive species is closely related to the initial density and concentration of the 
control species. But Figure 4(d) shows that when species 2 adopts completely local dispersion strategy, 
invasive species 2 will become extinct when it reaches a steady state, regardless of the initial density 
and aggregation of species 3. It shows that the dispersion strategy of invasive species 2 is also 
closely related to the control effect, which is consistent with the relevant conclusions shown in 
Figures 2 and 3. 

 

The control effects of control species on invasive species at different time nodes are explored 
(Figure 5). The four rows represent four dispersal methods, and the three columns represent three nodes 
of introducing species 3. By comparing the three maps in each row of Figure 5, it can be found that 
regardless of the dispersal strategy of invasive species, the earlier species 3 is introduced, the larger 

Figure 5. Control effects of species 3 at different introduction times. The three columns 
represent three different introduction times, (a1−d1): T1 = 10; (a2−d2): T1 = 20; (a3−d3): 
T1 = 40. The four rows represent four diffusion methods, (a): global dispersion, (b): partial 
global dispersion, (c): partial local dispersion, (d): local dispersion. c21, c*21 are consistent 
with Figure 2. Other parameters: b1 = 0.7; d1 = 0.1; d2 = 0.15; d3 = 0.2; c*31 = 0.3; c*32 = 0.6. 
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the area of extinction of invasive species, indicating the better the effect of biological control, which 
is consistent with the actual situation. By comparing the degree of change in every row, we found that 
when the invasive species took global dispersion (Figure 5(a1−a3)), the starting time had the greatest 
impact on the control effect, so for invasive species with global dispersion, the starting time was 
important. But when invasive species take local dispersion, no matter when the control begins, the 
invasive species will eventually become extinct (d1−d3). In addition, comparing Figure 5(a1−c1), we 
found that when time to start prevention T1 = 10, globally dispersed invasive species were more likely 
to become extinct, probably because the distribution of invasive species with global dispersal is more 
scattered, while the control species are released quickly, and interspecific competition is relatively 
large. However, compared with Figure 5(a2−c2), and (a3−c3), when time to start prevention T1 = 20 
or 40, the difference in the control effect of different dispersal strategies was very small, indicating 
that the later the control starts, the smaller the impact of the dispersal strategy of invasive species on 
the outcome, probably because species 3 is released late, and there are many species2, and more control 
species are needed to eliminate species 2. 

4. Discussion 

The main reasons for the success of species invasions are the environment suitability and the lack 
of natural enemies. Globalization causes biological invasions occurring more frequently, rabbits 
invading Australia, Asian carp and tongue fish invading the United States being 2 examples. Of course, 
invasions are not always successful, such as the crayfish, bullfrogs, tilapia and other species on our 
dining table, but for those invasive species with strong fertility and great harm, prevention and control 
measures must be taken. 

In order to model the invasion process and the prevention process, some assumptions were made. 
First, some studies have shown that the higher the trophic level of a population, the more likely it is to 
disperse over long distances [37,38]. Therefore, this study assumes that native species, invasive species, 
and control species disperse locally, mixed, and globally, respectively. Second, according to the 
hypothesis of the nutritional cascade [39,40], the omnivorous nature of species affects interactions 
within the food web, so it is assumed that control species have a predation preference. Third, 
considering spatial structure, the density and aggregation of the control species can be described by 
Hiebeler’s algorithm [25,41]. Based on the above assumptions, the complex invasion and control 
process is shown in Figure. Selecting the right natural enemy can not only effectively control the 
invasion, but also reduce possible pollution of drugs to the environment due to drugs spraying. 

Obviously, control species with appropriate predation preferences for native species should be 
selected (Figure 2). When the predation preference of the control species to the native species is low, 
the control species cannot survive and cannot play a role, whereas when the predation preference of 
the control species for the native species is too high, the control species will become a new harmful 
invasive species, which will have a serious impact on the local ecology. Jamaica introduced too much 
Herpestes javanicus to control house rats, eventually the number of house rats decreased less than 
expected, and Herpestes javanicus nibbled on a large number of crops, becoming a new harmful 
species, with indelible effects on the local ecology [42], consistent with the conclusions of this study 
(Figure 2(a−d)). Besides, the predatory preference of Beroe ovatas for Mnemiopsis leidyis is large 
enough to control the growth of Mnemiopsis leidyis [43] without causing ecological damage. Therefore, 
before implementing biological control, it is necessary to conduct researches on the predation 
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preferences of introduced species to avoid unforeseen consequences. 
The more locally dispersed the strategy of an invasive species, the smaller the extinction 

threshold for the species (Figure 2). For biological interference, invasive species with a local 
dispersion strategy are easier to control. There may be two reasons. First, invaders can only breed 
by preying on native species, so the larger the range they can prey, the more likely they are to 
reproduce successfully, which means that global predation strategies are more beneficial to invasion. 
This guess echoes the result obtained by Johst et al. [44], who found that long-distance dispersion 
has a positive effect on species persistence in the landscape. Second, local dispersion strategies will 
largely lead to the aggregation of invasive species, which will become extinct more quickly due to 
the relatively strong intraspecific competition [45]. 

We found that the greater the predation preference of control species for invasive species, the 
easier they are to be targeted species for control (Figure 3). Some invasion facts can be explained by 
the results of this model. For example, when planthoppers invade rice fields, ducks or fish put to the 
field after rice grows to a certain height helps. The rice at this time is relatively tall, and fish and 
ducks have less negative impact on rice. It can be considered that fish and ducks have a higher 
predation preference for planthoppers, so as to achieve a good control effect [46]. There is also the 
case of Mosquitofish, when Mosquitofish invade the habitat of Oryzias latipes, people will introduce 
birds or fish to control the number of Mosquitofish, but the introduction of birds does not effectively 
control the situation [47], largely because birds do not have a large preference in predation on 
Mosquitofish and other fish. In addition, because ladybug have predation specificity, they are often 
used to control Aphis gossypii [48]. Therefore, species with stronger specific predation to invasive 
species are more suitable as candidate species for biological control, which is consistent with the 
previous findings [49]. 

When and how many to release the target species after being selected is under discussion. First 
of all, for the time of introduction, as we expected, the earlier the introduction, the better the 
prevention and treatment effect, which is the same as the conclusion of the drug release [32]. This 
conclusion may also explain the following example, where invasive seagrass was discovered in the 
Mediterranean Sea and no measures taken, it spread over a total of more than 100 square kilometers 
around it in the following decade [50]. Therefore, we must achieve early detection and early control 
of invasive species. For the initial number of introduced species, the greater the initial density of the 
control species, the more possible the invasive species on the verge of extinction (Figure 5). But 
when the initial density is not very sufficient, even if the invasive species are not exterminated, it 
will be smaller than density of the native species (Figures 2 and 3), at which time we also think that 
the control is effectual. For the initial concentration, the greater the initial concentration of the 
control species, the more possible the invasive species on the verge of extinction (Figures 4 and 5). 

This study gives some suggestions on how to select the target species for biological control, 
how to determine the amount and time released by the target species: 1) Early detection and early 
control; 2) Compared with global dispersion, local dispersing invasive species are easier to control; 
3) Natural enemies with higher predation preference for invasive species are best choice as control 
species, especially species with specificity predation; 4) For introduced species that hunt globally, 
the initial release density and aggregation has a positive impact on the control effect. These 
conclusions provide some insights into solving the problem of biological invasion, which is of 
practical significance. 



10264 

Mathematical Biosciences and Engineering  Volume 19, Issue 10, 10252−10274. 

Acknowledgments 

This study was supported by the National Natural Sciences Foundation of China (No. 42130113) 
and the National Key Research and Development Program of China (No. 2019YFA0607104).  

Conflict of interest 

All authors declare no conflicts of interest in this paper. 

References 

1. R. Dirzo, P. H. Raven, Global state of biodiversity and loss, Annu. Rev. Environ. Resour., 28 (2003), 
137−167. https://doi.org/10.1146/annurev.energy.28.050302.105532 

2. M. Sean, F. Richard, B. Thomas, W. James, Biodiversity: The ravages of guns, nets and bulldozers, 
Nature, 536 (2016), 143−145. https://doi.org/10.1038/536143a 

3. M. Enders, M. T. Hutt, J. M. Jeschke, Drawing a map of invasion biology based on a network of 
hypotheses, Ecosphere, 9 (2018), e02146. https://doi.org/10.1002/ecs2.2146 

4. K. Schulze, K. Knights, L. Coad, J. Geldmann, F. Leverington, A. Eassom, et al., An assessment 
of threats to terrestrial protected areas, Conserv. Lett., 11 (2018), e12435. 
https://doi.org/10.1111/conl.12435 

5. X. Liu, T. M. Blackburn, T. Song, X. Wang, C. Huang, Y. Li, Animal invaders threaten protected 
areas worldwide, Nat. Commun., 11 (2020), 2892. https://doi.org/10.1038/s41467-020-16719-2 

6. R. T. Shackleton, L. C. Foxcroft, P. Pyšek, L. E. Wood, D. M. Richardson, Assessing biological 
invasions in protected areas after 30 years: Revisiting nature reserves targeted by the 1980s 
SCOPE programme, Biol. Conserv., 243 (2020), 108424. 
https://doi.org/10.1016/j.biocon.2020.108424 

7. S. Branco, N. Videira, M. Branco, M. R. Paiva, A review of invasive alien species impacts on 
eucalypt stands and citrus orchards ecosystem services: towards an integrated management 
approach, J. Environ. Manage., 149 (2015), 17−26. 
https://doi.org/10.1016/j.jenvman.2014.09.026 

8. B. A. Jones, Invasive species impacts on human well-being using the life satisfaction index, Ecol. 
Econ., 134 (2017), 250−257. https://doi.org/10.1016/j.ecolecon.2017.01.002 

9. K. Petren, T. J. Case, An experimental demonstration of exploitation competition in an ongoing 
invasion, Ecology, 77 (1996), 118−132. https://doi.org/10.2307/2265661 

10. Z. A. Itoo, Z. A. Reshi, The multifunctional role of ectomycorrhizal associations in forest 
ecosystem processes, Bot. Rev., 79 (2013), 371–400. https://doi.org/10.1007/s12229-013-9126-7 

11. A. M. Stefanowicz, M. Stanek, M. Nobis, S. Zubek, Few effects of invasive plants Reynoutria 
japonica, Rudbeckia laciniata and Solidago gigantea on soil physical and chemical properties, 
Sci. Total Environ., 574 (2017), 938−946. https://doi.org/10.1016/j.scitotenv.2016.09.120 

12. D. S. Wilcove, D. Rothstein, J. Dubow, A. Phillips, E. Losos, Quantifying threats to imperiled 
species in the United States, BioScience, 48 (1998), 607−615. https://doi.org/10.2307/1313420 

13. G. Mollot, J. H. Pantel, T. N. Romanuk, The effects of invasive species on the decline in species 
richness: a global meta-analysis, Adv. Ecol. Res., 56 (2017), 61−83. 
https://doi.org/10.1016/bs.aecr.2016.10.002 



10265 

Mathematical Biosciences and Engineering  Volume 19, Issue 10, 10252−10274. 

14. Y. Kumagai, R. B. Gibson, P. Filion, Evaluating long-term urban resilience through an 
examination of the history of green spaces in Tokyo, Local Environ., 20 (2015), 1018−1039. 
https://doi.org/10.1080/13549839.2014.887060 

15. D. Pimentel, L. Lach, R. Zuniga, D. Morrison, Environmental and economic costs of 
nonindigenous species in the United States, BioScience, 50 (1999), 53−65. 
https://doi.org/10.1641/0006-3568(2000)050[0053:EAECON]2.3.CO;2 

16. C. Lard, J. Schmidt, B. Morris, L. Estes, C. Ryan, D. Bergquist, An economic impact of imported 
fire ants in the United States of America, Technical Research Report, (2006), 1999−2001.  

17. F. Kraus, Impacts from invasive reptiles and amphibians, Annu. Rev. Ecol. Evol. Syst., 46 (2015), 
75−97. https://doi.org/10.1146/annurev-ecolsys-112414-054450 

18. K. Chalkowski, C. A. Lepczyk, S. Zohdy, Parasite ecology of invasive species: conceptual 
framework and new hypotheses, Trends Parasitol., 34 (2018), 655−663. 
https://doi.org/10.1016/j.pt.2018.05.008 

19. Microbes and pathogens, in Theoretical Approaches to Biological Control (eds. B. Hawkins 
and H. Cornell), Cambridge University Press, (1999), 3−21. https://doi.org/10.1017/CBO97
80511542077.022 

20. K. Takayama, X. Liu, Y. Kakui, K. Yamashita, M. Manda, Y. Nakanishi, et al., The influence of 
free-ranging ducks (Indian runner, Chinese native duck and crossbred duck) on emerging weeds 
and pest insect infestations in paddy fields, Jpn. J. Livest. Manage., 34 (1998), 1−11. 
https://doi.org/10.20652/jjlm.34.1_1 

21. Y. Shan, Y. Zhu, J. Li, N. Wang, Q. Yu, C. Xue, Acute lethal and sublethal effects of four 
insecticides on the lacewing (Chrysoperla sinica Tjeder), Chemosphere, 250 (2020), 126321. 
https://doi.org/10.1016/j.chemosphere.2020.126321 

22. M. Boriani, Chouioia cunea Yang (Hymenoptera, Eulophidae), parasitoid of Hyphantria cunea 
(Drury) (Lepidoptera Arctiidae), new for Europe, Boll. Zool. Agrar. Bachic., 23 (1991), 193−196. 
https://doi.org/10.13140/2.1.3361.8565 

23. P. E. Hulme, Beyond control: wider implications for the management of biological invasions, J. 
Appl. Ecol., 43 (2006), 835−847. https://doi.org/10.1111/j.1365-2664.2006.01227.x 

24. P. M. J. Brown, T. Adriaens, H. Bathon, J. Cuppen, A. Goldarazena, T. Hägg, et al., Harmonia 
axyridis in Europe: spread and distribution of a non-native coccinellid, BioControl, 53 (2008), 5–
21. https://doi.org/10.1007/s10526-007-9132-y 

25. D. E. Hiebeler, Populations on fragmented landscapes with spatially structured heterogeneities: 
landscape generation and local dispersal, Ecology, 81 (2000), 1629−1641. 
https://doi.org/10.2307/177312 

26. J. Liao, Z. Ying, D. A. Woolnough, A. D. Miller, Z. Li, I. Nijs, Coexistence of species with 
different dispersal cross landscapes: a critical role of a spatial correlation in disturbance, Proc. R. 
Soc. B, 283 (2016), 20160537. https://doi.org/10.1098/rspb.2016.0537 

27. R. Wittenberg, Invasive Alien Species: A Toolkit of Best Prevention and Management Practices 
(eds. M. J. W. Cock), CAB International, (2001), 4−47. 
https://doi.org/10.1079/9780851995694.0000 

28. L. W. J. Anderson, California’s reaction to Caulerpa taxifolia: a model for invasive species rapid 
response, Biol. Invasions, 7 (2005), 1003−1016. https://doi.org/10.1007/s10530-004-3123-z 



10266 

Mathematical Biosciences and Engineering  Volume 19, Issue 10, 10252−10274. 

29. L. Wang, Y. P. Liu, R. W. Wang, Weak predation strength promotes stable coexistence of predators 
and prey in the same chain and across chains, Int. J. Bifurcation Chaos, 30 (2020). 
https://doi.org/10.1142/S0218127420502284 

30. J. M. Chase, A. A. Burgett, E. G. Biro, Habitat isolation moderates the strength of top-down 
control in experimental pond food webs, Ecology, 91 (2010), 637−643. 
https://doi.org/10.1890/09-0262.1 

31. J. Liao, D. Bearup, Y. Wang, I. Nijs, D. Bonte, Y. Li, et al., Robustness of metacommunities with 
omnivory to habitat destruction: disentangling patch fragmentation from patch loss, Ecology, 98 
(2017),1631−1639. https://doi.org/10.1002/ecy.1830 

32. S. Nie, W. Li, How spatial structure of species and disturbance influence the ecological invasion, 
Ecol. Modell., 431 (2020). https://doi.org/10.1016/j.ecolmodel.2020.109199 

33. R. MacArthur, Species packing and competitive equilibrium for many species, Theor. Popul Biol., 
1 (1970), 1−11. https://doi.org/10.1016/0040-5809(70)90039-0 

34. J. R. Ziegler, Dispersal and reproduction in Tribolium: the influence of initial density, Environ. 
Entomol., 7 (1978), 149−156. https://doi.org/10.1093/ee/7.1.149 

35. A. K. Gerry, S. D. Wilson, The influence of initial size on the competitive responses of six plant 
species, Ecology, 76 (1995), 272−279. https://doi.org/10.2307/1940648 

36. L. M. Puth, D. M. Post, Studying invasion: have we missed the boat? Ecol. Lett., 8 
(2005),715−721. https://doi.org/10.1111/j.1461-0248.2005.00774.x 

37. K. S. McCann, J. B. Rasmussen, J. Umbanhowar, The dynamics of spatially coupled food webs, 
Ecol. Lett., 8 (2005), 513−523. https://doi.org/10.1111/j.1461-0248.2005.00742.x 

38. S. S. Greenleaf, N. M. Williams, R. Winfree, C. Kremen, Bee foraging ranges and their 
relationship to body size, Oecologia, 153 (2007), 589−596. https://doi.org/10.1007/s00442-007-
0752-9 

39. B. E. McLaren, R. O. Peterson, Wolves, moose, and tree rings on Isle Royale, Science, 266 (1994), 
1555−1558. https://doi.org/10.1126/science.266.5190.1555 

40. A. P. Beckerman, M. Uriarte, O. J. Schmitz, Experimental evidence for a behavior-mediated 
trophic cascade in a terrestrial food chain, Proc. Natl. Acad. Sci. U. S. A., 94 (1997), 10735−10738. 
https://doi.org/10.1073/pnas.94.20.10735 

41. F. H. Bormann, G. E. Likens, Catastrophic disturbance and the steady state in northern hardwood 
forests, Am. Sci., 67 (1979), 660−669. https://www.osti.gov/biblio/5608130 

42. W. B. Espeut, On the Acclimatization of the Indian Mungoos in Jamaica, Proc. Zool. Soc. London, 
50 (2010), 712−714. https://doi.org/10.1111/j.1096-3642.1883.tb02783.x 

43. T. A. Shiganova, Invasion of the Black Sea by the ctenophore Mnemiopsis leidyi and recent 
changes in pelagic community structure, Fish. Oceanogr., 7 (1998), 305−310. 
https://doi.org/10.1046/j.1365-2419.1998.00080.x 

44. K. Johst, R. Brandl, S. Eber, Metapopulation persistence in dynamic landscapes: the role of 
dispersal distance, Oikos, 98 (2002), 263−270. https://doi.org/10.1034/j.1600-
0706.2002.980208.x 

45. A. Miller, D. Reilly, S. Bauman, K. Shea, Interactions between frequency and size of disturbance 
affect competitive outcomes, Ecol. Res., 27 (2012), 783−791. https://doi.org/10.1007/s11284-
012-0954-4 

46. R. Ju, H. Li, C. Shih, B. Li, Progress of biological invasions research in China over the last decade, 
Biodiversity Sci., 20 (2012), 581−611. https://doi.org/10.3724/SP.J.1003.2012.31148 



10267 

Mathematical Biosciences and Engineering  Volume 19, Issue 10, 10252−10274. 

47. O. Cano-Rocabayera, A. de Sostoa, L. Coll, A. Maceda-Veiga, Managing small, highly prolific 
invasive aquatic species: exploring an ecosystem approach for the eastern mosquitofish 
(Gambusia holbrooki), Sci. Total Environ., 673 (2019), 594−604. 
https://doi.org/10.1016/j.scitotenv.2019.02.460 

48. F. Ge, X. Liu, W. Pang, Y. Dang, Biological control efficiency of ladybirds on arthropod pests in 
cotton agroecosystems, Chin. J. Appl. Ecol., 13 (2002), 841−844. Available from: 
http://www.cjae.net/EN/Y2002/V/I7/841. 

49. E. Caudera, S. Viale, S. Bertolino, J. Cerri, E. Venturino, A mathematical model supporting a 
hyperpredation effect in the apparent competition between invasive eastern cottontail and native 
European hare, Bull. Math. Biol., 83 (2021). https://doi.org/10.1007/s11538-021-00873-9 

50. L. E. Johnson, Killer algae, Biodivers. Conserv., 10 (2001), 305–307. 
https://doi.org/10.1023/A:1008950708167 

Appendix 

A. The dynamic structure of pair sites 

The dynamic of ρ1 in Eq (1) is explained as follows, a part will cause the growth: (a) Empty sites 
are colonized in adjacent species 1, which denoted by b1ρ1 (1 -q1/1 -q2/1). Three parts will reduce ρ1: 
(b1) The intrinsic death of species 1, which denoted by -d1ρ1. (b2) Species 1 is killed by neighbor 
species 2. Denoted by -c21ρ1q2/1. (b3) Species 1 is killed by arbitrary species 2 of all lattice. Denoted 
by -c*21ρ1ρ2. 

The dynamic of ρ2 in Eq (2) is explained as follows, two parts will cause the growth: (a1) 
Species 1 is killed by neighbor species 2. Denoted by c21ρ2q1/2. (a2) Species 1 is killed by arbitrary 
species 2 of all lattice. Denoted by c*21ρ2ρ1. A part will reduce ρ2: (b) The intrinsic death of species 2, 
which denoted by -d2ρ2. 

The dynamic of ρ11 in Eq (3) is explained as follows, the two parts will cause the growth: (a1) Empty 
site of pair sites <10> is occupied by species 1 of the left of empty site, and <01> was the same as <10>, 
which denoted by 2b1ρ10(1/z). (a2) The empty site of <10> is occupied by species 1 in the neighborhood 
except for the left neighbor, as is <01>, which denoted by 2b1ρ10q1/01(z-1)/z. Three parts will reduce ρ11: 
(b1) The death of pair sites <11>, which denoted by -2ρ11d1. (b2) Species 1 of pair sites <11> is killed 
by neighbor species 2. Denoted by -2ρ11c21q2/11(z-1)/z. (b3) Species 1 of pair sites <11> is killed by 
arbitrary species 2 of all lattice. Denoted by -2ρ11c*21ρ2. 

The dynamic of ρ22 in Eq (5) is explained as follows, the three parts will cause the growth: (a1) 
Species 1 of pair sites <12> is killed by species 2 of the right of species 1, as is <21>, which denoted 
by 2ρ12c21(1/z). (a2) Species 1 of pair sites <12> is killed by species 2 in the neighborhood except for 
the right neighbor, as is <21>, which denoted by 2ρ12c21q2/12(z-1)/z. (a3) Species 1 of pair sites <12> 
is killed by arbitrary species 2 of all lattice, which denoted by 2ρ12c*21ρ2. A part will reduce ρ11: (b) 
The death of pair sites <22>, which denoted by -2ρ22d2. 

After the introduction of species 3, the structure of the food chain has changed since species 3 
feeds on species 1 and 2, assuming that at the moment of introduction of species 3, species 1 and 
species 2 in the area where species 3 is located will be eaten, so that ρi+ and ρij+ represent the density 
of single site and pair sites at the moment of the introduction of species 3. The density of species 1 
and 2 will become: 



10268 

Mathematical Biosciences and Engineering  Volume 19, Issue 10, 10252−10274. 

𝜌௜ା = 𝜌௜(1 − 𝜌ଷ)      𝑖 = 1,2.       (A1) 

Let ρ3-3- indicate the density of pair sites that are not occupied by species 3 at the moment of the 
introduction of species 3, then: 𝜌௜௝ା = 𝜌௜௝𝜌ଷషଷష      𝑖, 𝑗 = 1,2.       (A2) 

Based on the fact that the sum of the densities of pair sites is equal to the density of the 
corresponding single site, we can obtain: 𝜌ଵଷା = 𝜌ଵା − 𝜌ଵ଴ା − 𝜌ଵଵା − 𝜌ଵଶ.ା        (A3) 

From Eq (6) to know constraint ρ1 = ρ10 + ρ11 + ρ12, substituting (A1 and A2) into (A3), simplifying 
to get the density of sites <13>: 𝜌ଵଷା = 𝜌ଵ(1 − 𝜌ଷ − 𝜌ଷషଷష).       (A4) 

The same can be obtained to the density of sites <23>: 𝜌ଶଷା = 𝜌ଶ(1 − 𝜌ଷ − 𝜌ଷషଷష).       (A5) 

According to the ideas of Liao et al. (2016), there are: 𝜌ଷషଷష = 𝜌ଷష − 𝜌ଷషଷ = 1 − 𝜌ଷ − (𝜌ଷ − 𝜌ଷଷ) = 1 − 2𝜌ଷ + 𝜌ଷ𝑞ଷ/ଷ.  (A6) 

where ρ33 = ρ3q3/3, substituting (A6) into (A2) (A4-5) yields the (6). 

B. Simulation of multiple parameter values 

To prove that the results obtained in this study are general, we selected multiple parameter 
values that are biologically significant and found that they do not change our general conclusions.  

First, the parameter values of the dispersal strategy of invasive species were changed (Figures 
B1−B4), and compared with Figures 2 and 3, it was obvious that although the population density 
changed, the conclusions in Figures B1−B4 are consistent with those in Figures 2 and 3.  



10269 

Mathematical Biosciences and Engineering  Volume 19, Issue 10, 10252−10274. 

 

Figure B1. The relationship between the predation preference of introduced species to 
species 1 and species density. (a): Species 2 takes global dispersion (c*21 = 0.6, c21 = 0). (b): 
Species 2 is partially global dispersed (c*21 = 0.5, c21 = 0.1). (c): Species 2 is partially local 
dispersed (c*21 = 0.1, c21 = 0.5). (d) Species 2 takes local dispersion (c*21 = 0, c21 = 0.6). 
The other parameters are the same as Figure 2. 

 

Figure B2. The relationship between the predation preference of introduced species to 
species 1 and species density. (a): Species 2 takes global dispersion (c*21 = 0.8, c21 = 0). (b): 
Species 2 is partially global dispersed (c*21 = 0.7, c21 = 0.1). (c): Species 2 is partially local 
dispersed (c*21 = 0.1, c21 = 0.7). (d): Species 2 takes local dispersion (c*21 = 0, c21 = 0.8). 
The other parameters are the same as Figure 2. 
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Figure B3. The relationship between the predation preference of species 3 to species 2 and 
species density. Let c*31 = 0.3, other parameters are the same as Figure B1. 

 

Figure B4. The relationship between the predation preference of species 3 to species 2 and 
species density. Let c*31 = 0.3, other parameters are the same as Figure B2. 

Then, the predation preference of the introduced species was changed to c*32 = 0.55 and c*31 
= 0.35, respectively (Figures B5 and B6), and the trends were also consistent with Figures 2 and 3.  
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Figure B5. The relationship between the predation preference of species 3 to species 1 and 
species density. Let c*32 = 0.55, other parameters are the same as Figure 2. 

 

Figure B6. The relationship between the predation preference of species 3 to species 2 and 
species density. Let c*31 = 0.35, other parameters are the same as Figure 3. 

Finally, the corresponding parameter values were determined by simulating the effects of different 
birth and death rates of the three species. we changed the birth rate of native species (b1 = 0.5) and 
explored the control effects under different initial densities and initial spatial distribution of control 
species (Figure B7). Figure B7(d) found that invasive species with local dispersion are not always 
extinct, which is somewhat different from Figure 5(d). This may be due to the higher birth rates of 
native species, and according to the bottom-up cascade effect, the density of invasive species increased 
accordingly, keeping invasive species from going extinct, but other conclusions are unanimous. As for 
the selection of birth and death rates of native species, the stable population density of the native 
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population under different death rates and birth rates without the influence of invasion was considered, 
as shown in Figure B8. As the predation invasion model was established in the paper, the medium and 
high population density was selected, i.e., b1 = 0.7, d1 = 0.1. Then the birth and death rates of invasive 
species were determined, and the population density corresponding to different predation rates and 
death rates of invasive species under different dispersal modes was explored, as shown in Figure B9. 
In selecting the mortality rate of introduced species, the influence of the mortality rate of introduced 
species was studied by fixing the predation preference for native and invasive species and considering 
different dispersal modes of invasive species, as shown in Figure B10. 

 

Figure B7. Control effects of control species under different initial densities and initial 
spatial distributions. Let b1 = 0.5, other parameters are consistent with Figure 2. 

 

Figure B8. Final population densities for different mortality and birth rates of native 
species without invasive effects. Different colors represent different densities of native 
species. The red circle is the parameter group selected in this paper (b1 = 0.7, d1 = 0.1). 
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Figure B9. Effects of mortality and birth rate of invasive species on density under different 
predation strategies. The two figures on the left: d2 = 0.15; on the right: c*21 = 0.5, c21 = 0 
(bottom), c21 = 0.5, c*21 = 0 (top). Other parameters: b1 = 0.7, d1 = 0.1. 

 

Figure B10. The effect of introduced species mortality on the final density of the three 
species. (a): global dispersion (c*21 = 0.5, c21 = 0), (b): partial global dispersion (c*21 = 0.4, 
c21 = 0.1), (c): partial local dispersion (c*21 = 0.1, c21 = 0.4), (d): local dispersion (c*21 = 0, 
c21 = 0.5). Other parameters: c*31 = 0.3; c*32 = 0.6; b1 = 0.7; d1 = 0.1; d2 = 0.15. 

It can be seen from the figures above that the selection of parameters only affects the final 
density of the population without affecting the overall trend. The same conclusion can be obtained 
by selecting different parameter groups, so we choose global dispersion (c*21 = 0.5, c21 = 0), partial 
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global dispersion (c*21 = 0.4, c21 = 0.1), partial local dispersion (c*21 = 0.1, c21 = 0.4), and local 
dispersion (c*21 = 0, c21 = 0.5), b1 = 0.7, d1 = 0.1, d2 = 0.15, d3 = 0.2, c*31 = 0.3 and c*32 = 0.6. 
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