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Abstract: This paper presents an edge detection algorithm based on singular value eigenvector and 
gradient operator. In the proposed algorithm, the singular values of image blocks are first 
calculated, and the Sobel gradient template is extended to eight other directions. Then the gradient 
values of image pixels are determined according to the stability of the singular values of image 
blocks. The determination of gradient threshold is considered from both global and local aspects. 
After calculating the global and local gradient thresholds of the original image, the gradient 
threshold of the whole image is determined by weighting function. Then the edge pixels of the 
image are filtered according to the gradient threshold, and the edge information image of the 
original image is obtained. The experimental data show that the proposed algorithm can resist a 
certain degree of noise interference, and the accuracy and efficiency of edge extraction are better 
than other similar algorithms. 
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1. Introduction  

Image segmentation technology plays a very important role in the field of machine vision [1–5], 
and it is the basis of subsequent image processing work. Image edge detection technology is the most 
important part of image segmentation technology [6]. Edge is an area in which the local gray level 
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changes significantly [7,8]. It mainly exists between different objects, objects and backgrounds, and 
different regions. How to improve the accuracy of edge detection is an active topic in the field of 
machine vision [9,10]. For image signals, drastically changing parts, such as edges and contours, 
carry important feature information. Edge detection can find the boundary contours of objects to 
achieve the goal of target recognition [11,12]. Therefore, it has a wide range of applications in image 
processing, computer vision, fault diagnosis, hydrodynamics, seismic signal analysis, data 
compression, etc. [13]. Gradient-based edge detection operators are actually high-pass filters used 
to enhance edge points in images, such as Roberts [14], Sobel [15] and Prewitt operators [16]. 
Classical edge detection operators are very effective for high SNR image processing, but because 
they use a small template to convolute with the image, the effect of image processing with noise is 
not good [17]. The standard wavelet transform studied by Mallat and Zhong is also a representative 
gradient method [18]. However, when the detected image contains noise, the detection effect of the 
wavelet edge detection operator is greatly reduced. Many scholars have proposed various improved 
methods for wavelet edge detection, such as applying New Wavelet to traditional wavelet edge 
detection [19], and combining wavelet with other methods [20]. However, most of the above 
methods aim at non-noisy image edge detection, which can achieve good detection results, but the 
effect for noisy image is not good [21]. In this paper, singular value decomposition is introduced into 
edge detection. Local gradient singular value decomposition is applied in gradient field. The 
calculation methods of gradient modulus and gradient direction are improved. The gradient modulus 
defined by singular value can enhance image edge features and suppress noise. This method can not 
only extract weak edges and detect clear and complete single edges in noiseless images, but also can 
extract ideal edges in the presence of noise interference. 

The remainder of the paper is organized as follows. In Section 2, basic principles of image 
gradient and Obel operator are introduced. Then we extend the Sobel gradient template to other 
directions. Section 3 designs an image edge detection algorithm based on singular value feature 
vector and gradient operator. The experimental results are given in Section 4. Finally we summarize 
the full paper in Section 5. 

2. Image edge detection algorithm based on gradient operator 

2.1. Gradient of image pixels 

Image gradient is a highly discriminatory feature representation method, which has a certain 
anti-noise ability [22]. In gray image, gradient is usually used to reflect the gray change at the edge. 
The gradient of image has been proved to be a highly discriminatory feature representation method, 
and has a certain degree of noise resistance [23,24]. 

Let f
 
be a continuous function, so the gradient of  ,x y  is  
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where  ,f x y  is the first order differential of  ,f x y  in different direction.  ,M i j  is the 

gradient of  ,x y . For discrete pixels of gray image, the discrete first-order difference is used to 

replace the continuous first-order differential operation for gradient calculation. 
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 (2) 

where  ,f x y  is the pixel value located at  ,x y  in the image f . 

2.2. Principles of Sobel operators 

At present, Roberts operator, Prewitt operator, Kirsch operator and Sobel operator are 
commonly used to detect image edges by finding the maximum. Laplacian algorithm and its 
derivative algorithm are used to detect image edges by finding zero-crossing points of second 
derivative. Sobel algorithm is a very important algorithm in the field of image detection. It plays an 
irreplaceable role in both machine vision and image processing. It is a discrete first-order difference 
operator, which is mainly used to calculate the approximation of image gray function under the 
first-order gradient. Using this algorithm for every point of digital image, different gradient vectors 
or other vectors can be obtained. Sobel algorithm uses these vectors to get image edge points [25,26]. 

Generally, Sobel operator contains two sets of matrices, namely, two directional templates, the 
size of which is 3 × 3. Generally, the principle of edge detection by Sobel operator is convolution, 
that is, image and directional template are convoluted, and the result can be obtained as 
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 (3) 

So the direction template is also called convolution core. Two commonly used horizontal and 
vertical templates are as Figure 1. 

In edge extraction, each pixel in the image is convoluted with the template separately, and the 
larger value of the convoluted results is used to replace the pixel value of the corresponding point in 
the center of the template. If the pixel value of the processed pixel is greater than or equal to the 
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smear value, it can be preliminarily judged that the pixel is an edge point. Since the adjacent pixels 
of a pixel point in an image are not only in its horizontal and vertical directions, in order to better 
reflect the gradient of the pixels in each direction, the Sobel operator is extended from horizontal and 
vertical directions to other directions as Figure 2. 

 

Figure 1. Convolution template of image block in horizontal and vertical directions. 

 

(a) (b) (c) (d) 

 

(e) (f) (g) (h) 

Figure 2. Convolution template in eight directions of image block, the direction angles 
of (a–h) are 0, 45, 90, 135, 180, 225, 270, 315. 

The gradient of the pixels can be obtained by convolution template in eight directions as 

     2 2
0 315, , ... ,s x y f x y f x y      (4) 

where   is the gradient direction of Sobel template.  ,x y  represents the coordinate position 

of the image pixels. For the boundary pixels of gray image, there may be some incomplete 
gradient calculation model in some direction. Because of the particularity of the boundary pixels, 
we can regard the area outside the gray image as the same area as the boundary pixel value, so 
that the gradient value of the boundary pixels of gray image is only determinated by the pixel 
within the image. 
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3. Algorithm for image edge detection 

This section proposed a detailed algorithm for image edge detection. For simplicity, we analyze 
the singular values of image blocks firstly, then determine the threshold of image pixel gradient 
based on global and local thresholds, and finally extract edge pixels. The solving process is divided 
into three stages. 

3.1. Gradient of image pixels 

Singular Value Decomposition (SVD) is an important matrix decomposition method in linear 
algebra. Singular values of images have good characteristics in describing the distribution 
characteristics of image pixel matrix, and can capture the important basic structure of image data, 
thus reflecting the essence of image pixel values [27,28]. Singular value decomposition is defined 
as follows: 

Let  Z Z R  be the image pixel matrix, where R  is the real number field. The singular 

value decomposition of matrix Z  is defined as 

TZ U V  (5)  

where ,m m n nU R V R    are the unitary matrixs, they satisfy the condition ,T TUU E VV E  . 

T  represents the transpose of a matrix. m nR   is a diagonal matrix whose elements on the 

non-diagonal line are non-negative. The element i  on the diagonal line is called the singular value 

of matrix Z . The common practice is to arrange singular values from large to small as 

1 2 1... ... 0i i          , then i  can be uniquely determined by A . 

3.2. Stability analysis of singular values 

In order to prove the stability of singular values, the concept of norm is introduced in this 
section. The norm of image matrix has the following relationship with singular values: 

Let TA USV  be the singular value decomposition of matrix m nA R  , where 

1{ , , }pS diag    . Then its 2-norm is as 

max 12
( )TA A A    (6)  

Let , m nA B C   be two sets of image blocks, which singular values are 1 2 ... 0n      , 

1 2 ... 0n      . Then for each unitary invariant norm , 
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 1 1 2 2, ,..., n ndiag B A          . From known conditions we can get 1 2 ... 0p      , 

for each unitary invariant norm on m nC  , we can get 

 1 1 2 2, ,..., 'n ndiag A A           (7)  

Obviously  1 1 1 1 2 2, ,..., n ndiag             and 'A A A   , so we can get 

1 1 'A A A       (8)  

where A  represents the difference between two matrices. For the gray image in this paper, A  

can be regarded as the difference between the gradient operator matrices of two adjacent pixels. 
From the adjacency of the pixels, it can be seen that the difference between the gradient operator 
matrices of adjacent pixels is small. From the above process, we can see that the maximum singular 
value of the image pixel matrix has good stability, that is, the maximum singular value of the image 
pixel matrix changes little after slight noise interference. Moreover, the maximum singular value of a 
matrix is often much larger than other singular values, and the stability of the matrix is guaranteed 
without affecting the order of the size of the singular values. 

3.3. Adaptive gradient operator threshold 

Global threshold refers to the use of only one threshold in all image processing, which is 
called global threshold. We usually determine the global threshold based on the image histogram. 
Certainly, it is also necessary to use the distribution of gray space to determine the global threshold. 
The principle of binarization based on global thresholds is simple. It only needs to compare the 
gray values of all the pixels in the image with the global thresholds. If the gray values of the pixels 
are larger than the global thresholds, they are taken as white; otherwise, they are taken as black. It 
can be seen that the global threshold algorithm is relatively simple to run. Local threshold is a 
threshold set for each locality, which is called local threshold. That is to say, the local threshold is 
determined according to the distribution of the pixels in the neighborhood for the pixels in the 
location. The advantage of local thresholds is that they are flexible. Different thresholds can be 
determined according to different situations without generalization and specific analysis. However, 
the design of local threshold has strong pertinence, and there is no general algorithm to realize 
automatic threshold processing. 

Therefore, this paper combines global threshold with local threshold to seek adaptive threshold 
setting. The adaptive global threshold is based on the method of maximum inter-class variance, and 
the local threshold is based on Bernsen algorithm. 

Suppose the number of gray levels contained by image is L , the number of pixels with gray 

value i  is iN  , and the total number of pixels in the image is 0 1 1... LN N N N      . Then the 

probability of the point whose gray value is i  is 

/i iP N N  (9)  
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Set a threshold t , the whole image can be divided into dark areas  1 0,1,...,c t  and bright 

areas  2 1,..., 1c t L  . The global threshold TM  can be obtained as 

    
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Let  ,f i j  be the gray value of the image, the window size centered on the pixels  ,i j  is 

   2 1 2 1    , then the local threshold TL  of each pixel is 

      , 1/ 2 max , min ,TL i j f i m j m f i m j m        (11) 

The final threshold of this algorithm is determined as the weighting of global and local 
thresholds. The formula is 

   , 1T TM TL i j       (12) 

where   represents the weight factor, TM  and TL  represent the global and local gradient 
threshold. When   is assigned to an initial value, the final threshold T  of the image pixel 
gradient can be calculated automatically by Eq (12). 

3.4. Proposed edge detection algorithm 

Based on the above theoretical basis, this section gives the specific steps of the edge detection 
algorithm in this paper as follows: 

Stage 1 (Image Pixel Gradient Calculation Based on Singular Value). Let f  be original 

image. Firstly, for each pixel, we can find a 3 3  image block centered on it. For example, for an 

image pixel  ,f i j , the set of image blocks is  
1, 1

1, 1

,
i j

m i n j

f m n
 

   
 . For each image block, we 

decompose it into singular values, and then replace the original pixels with the maximum of the 
singular values of the image block. The image is divided into 3 3  image block sets 

 
1, 1

1 1, 1

,
i jN

l
l m i n j

f m n
 

    
  , where N  is the number of the image blocks. Using the eight templates in 

Figure 2 to convolute each image blocks, we can get the gradient set of each pixel by Eq (4). 
Stage 2 (Determination of Adaptive Pixel Gradient Threshold). For the gradient set E  in 

stage 1, we first calculate the global gradient threshold and local gradient threshold of the original 
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image gradient according to Eqs (10) and (11), then assign an initial value to the weight factor  , 
and calculate the final threshold T  of the image pixel gradient according to Eq (12). The value of 
weight factor   can be adjusted according to the final edge information. For example, if the edge 
information image obtained by this algorithm is too complex for an original gray image, that is, there 
are more edge pixels, then the value of weight factor   can be reduced and the gradient threshold 
of the image can be recalculated. Conversely, if the edge information image obtained by this 
algorithm is not clear for an original gray image, that is, fewer edge pixels can be calculated, the 
weight factor   can be increased, the gradient threshold of the image is recalculated after the new 
value of  . Repeat this process until the final satisfactory edge information image is obtained. 

Stage 3 (Extraction of Image Edge Pixels). On the basis of the first two stages, we determine 
whether the pixel of an image is an edge point according to the threshold T  and the gradient value 
of the pixel. If the gradient of the pixel of an image is greater than the threshold gradient, we 
determine that the pixel is an edge pixel of the image. If the gradient value of the pixel of an image is 
less than the threshold gradient, we determine that the pixel is a non-edge pixel of the image. For 
edge pixels, we use black dots instead of original pixels (let the gray value of the pixel be 0); for 
non-edge pixels, we use white dots instead of original pixels (let the gray value of the pixel be 255). 
The formula is 

 
 
 

0, ,
' ,

255, ,

s x y T
f x y

s x y T

 


 (13) 

where  ' ,f x y  represents the pixel value of the edge information image. We use this method to 

process each pixel and finally get the edge information image of the original image. 

4. Experimental results and analysis 

In this section, we tested the performance of our algorithm with images from the UCID test 
database. All the experiments are performed using MATLAB v7.0 on a Windows XP platform with a 
CPU at 1.9 GHz and 4 GB memory. The algorithms to be compared include the proposed algorithm, 
WT algorithm and Curvelet algorithm. 

4.1. Parameters setting 

In this paper, we adjust the value of weighting factor   to make the extracted edge 
information most obvious. The quality of edge information image can be evaluated by 
imperceptibility. Peak signal-to-noise ratio (PSNR) is used to evaluate the algorithm by comparing 
the original image with the edge information image and expressing the peak mean square error of the 
image in logarithmic form. The calculation formula of PSNR is 

   

  

2

1 0 0
10 2

,

, ' ,
10log

max ,

d M N

k k
k m n

k
m n

I m n I m n
PSNR

d M N I m n
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  
 

  


 (14) 

where  ,kI m n  is the pixel value of the original image,  ' ,kI m n  is the pixel value of an edge 
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image, 3d   represents the image is a color image, 1d   represents image is gray image. M N  

is the size of image,   2

,
max ,k

m n
I m n  represents the square of the maximum pixel, and for gray 

image,   2 2

,
max , 255k

m n
I m n  . 

4.2. Results and analysis 

Figure 3 shows the edge detection results of the algorithm under different noise conditions, 
where (a) is the original image; (b) is the image after adding salt and pepper noise; the noise intensity 

0.01  ; (c) is the original image after adding Gauss noise, the noise intensity 20  ; (d) is the 
edge detection result of the original image; (e) is the edge detection result of the image (b); and (f) is 
the edge detection result of the original image (a). The edge detection result of image (c) shows that 
the edge information of image can still be detected by this algorithm after adding salt and pepper or 
Gauss noise. Experiments show that the proposed algorithm has a certain anti-noise performance. 

   

(a) (b) (c) 

   

(d) (e) (f) 

Figure 3. Edge detection results of proposed algorithm under different noise interference 
conditions: Salt and pepper noise and Gaussian noise. 

Figure 4 shows the experimental results of three different edge detection algorithms. Three 
representative gray-level images Lena, House and Peppers are selected in this paper. The first line are 
original image, the second are WT detection algorithm, the third are Curvelet algorithm and the 
fourth behavior our proposed algorithm. From the data in the graph, it can be seen that the edge 
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information extracted by the algorithm in this paper is clearer than that extracted by the other two 
algorithms. That is to say, the detection effect of the proposed algorithm is better than that of the 
other two algorithms. 

   

   

   

   

Figure 4. Comparisons of edge extraction results of three algorithms: WT algorithm, 
Curvelet algorithm and our proposed algorithm. 

   

   

   

   

Figure 5. Comparison of edge detection results between three algorithms under different 
noise conditions. 
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Figure 5 shows the detection results of three detection algorithms for Lena image under 
different noise conditions. The first column is the detection results of three algorithms for the 
original image, the second the detection results of three algorithms after adding Gauss noise, and the 
third the detection results of three algorithms after adding salt and pepper noise. From the 
information in the graph, it can be seen that the edge information extracted by this algorithm is 
clearer than that of the other two algorithms after adding Gauss noise, and the edge information 
extracted by this algorithm is obviously better than that of the other two algorithms after adding salt 
and pepper noise. The experimental results show that the proposed algorithm is superior to other 
similar algorithms in anti-jamming. 

The experimental test images are 8 images in Figure 6. 

  

Barbara Baboon Boat Cartoon 

  

Lake House Lena Peppers 

Figure 6. Experimental images for testing running time and PSNR. 

Table 1 presents the comparison of PSNR results of three algorithms for image detection time 
and edge information extracted. From the experimental results in Table 1, we can see that the 
algorithm in this paper runs faster than the other two algorithms, and the edge information image 
extracted by this algorithm has higher PSNR value. 

Table 1. Comparisons of runtime and PSNR between three methods. 

Image 
Our method WT method Curvelet method 

PSNR Time (s) PSNR Time (s) PSNR Time (s) 

Barbara 11.918 8.2124 8.928 16.0680 7.917 25.0420 

Baboon 11.930 6.6189 9.491 18.7680 8.836 21.3780 

Boat 11.712 8.8901 9.908 16.9420 8.959 25.4220 

Cartoon 10.991 10.3894 8.663 16.3340 7.900 24.6960 

Lake 12.065 15.1090 9.597 15.8810 8.926 33.4920 

House 11.890 9.2783 10.910 21.2630 9.884 33.0670 

Lena 10.910 8.3820 9.652 21.2910 8.950 23.7630 

Peppers 11.790 11.2891 8.886 17.4220 8.836 36.8600 

In order to test the edge detection accuracy of our proposed algorithm and other algorithms, 
images with known number of edge pixels are selected as the test images, as shown in Figure 7. 
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Three algorithms are used to detect the edge information, and then according to the ratio of the 
number of extracted edge pixels to the number of known edge pixels, the edge detection rate of the 
three algorithms can be obtained. 

    

    

Figure 7. Experimental images with known number of edge pixels. 

Three detection algorithms are used to detect the edge of the eight gray-scale images and extract 
the edge information image. Then the number of black points in the edge information image (i.e. the 
number of pixels whose pixel value is 0) is calculated. The detection rate of the algorithm is the ratio 
of the number of black points in the edge information image extracted by the algorithm to the 
number of known edge pixels. 
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Figure 8. Experimental results of three different algorithms. 

Figure 8 is a comparison of the detection rates of three algorithms for detecting experimental 
images. The abscissa is eight different test images, and the ordinate is the percentage of edge pixels 
detected by the algorithm. From the data in the graph, it can be seen that the detection rate of this 
algorithm is higher than that of the other two algorithms for different experimental images. 
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5. Conclusions 

An image edge detection algorithm based on singular value vector and gradient operator is 
proposed in this paper. The effectiveness and advantages of this method are verified by experiments. 
In this paper, the gradient operator is extended to eight other directions to make the calculated 
gradient value more accurate. By analyzing the stability of the image block singular value, the 
maximum singular value of the image is used to improve the anti-interference ability of the 
algorithm. The threshold of image gradient is determined adaptively according to global and local 
image information. Experiments are given to compare the proposed algorithm with other similar 
algorithms in terms of visual perception, anti jamming and running time of the algorithm. The results 
show that the algorithm presented in this paper has good performance. 
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