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Abstract: Based on ecological significance, a delayed diffusive predator-prey system with food-
limited and nonlinear harvesting subject to the Neumann boundary conditions is investigated in this
paper. Firstly, the sufficient conditions of the stability of nonnegative constant steady state solutions
of system are derived. The existence of Hopf bifurcation is obtained by analyzing the associated
characteristic equation and the conditions of Turing instability are derived when the system has
no delay. Furthermore, the occurrence conditions the Hopf bifurcation are discussed by regarding
delay expressing the gestation time of the predator as the bifurcation parameter. Secondly, by using
upper-lower solution method, the global asymptotical stability of a unique positive constant steady
state solution of system is investigated. Moreover, we also give the detailed formulas to determine
the direction, stability of Hopf bifurcation by applying the normal form theory and center manifold
reduction. Finally, numerical simulations are carried out to demonstrate our theoretical results.
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1. Introduction

The ordinary differential equation

du(@)
dt

=rU@)(1 - % (1.1)

is well known as the logistic equation in both ecology and mathematical biology, where r and K
are positive constants that stand for the intrinsic growth rate and the carrying capacity, respectively.
It follows from Eq (1.1) that the U’(¢)/U(¢) is a linear growth function of the density U(#). However,
Smith [1] concluded that the Eq (1.1) does not have practical significance for a food-limited population
under the influence of environmental toxicants. Based on the above fact, Smith established a new
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growth function in [1]. Besides, Smith also pointed out that a food-limited population requires food
for both preservation and growth in its growth. For another thing, when the specie is mature, food is
needed for preservation only. Therefore, the modified system is as follows

dU(®) _ rUNOK - U(1)
dt  K+aU®

) (1.2)
where r, K and « are positive constants, and * is the replacement of mass in the population at K.
In [2], Wan et al. considered a single population food-limited system with time delay:

dUu@® _rU@OK - U(t - 1))
dt  K+aU@t-71)

>0, (1.3)

they studied existence of Hopf bifurcations and global existence of the periodic solutions at the positive
equilibrium. Eq (1.3) has been discussed in the literature by numerous scholars, they mainly concluded
global attractivity of positive constant equilibrium and oscillatory behaviour of solutions of Eq (1.3) [3,
4]. Su et al. [5] considered the conditions of steady state bifurcation and existence of Hopf bifurcation
of food-limited population system under the dirichlet boundary condition for Eq (1.1). In addition,
Gourley et al. [6] investigated the global stability, boundedness and bifurcations phenomenon of Eq
(1.2) with nonlocal delay. About more interesting conclusions for food-limited system, we refer to the
literature [7-11].

However, in real world, the interaction of prey and predator is one of the basic relations in biology
and ecology. The dynamical analysis of the predator-prey system is a hot issue in biomathematics all
the time, an important reason is that compared with single population system, multi-population
system can exhibit complex dynamical behavior. The well-known predator-prey system has been
widely studied by many ecologists and mathematicians. The authors in [12, 13] developed
food-limited population system to prey-predator system of functional response. Moreover, the
reproduction of predator after preying upon prey is not instantaneous, but is mediated by some
reaction time delay 7 for gestation. Compared with the predator-prey system without delay, the
time-delay predator system is more ecological significance. The delay has an effect on population
dynamics and induces very rich dynamical phenomenon, see [14-20]. Here, we will take
ratio-dependent functional response into consideration, i.e., the characteristic of consumption of prey

is B’ZZ;/V' The predation and reproduction of predator are not simultaneous. Taking into account the
delay, the reproduction of predator from consuming the prey is /3?/[(]3—;)2‘;\/ Hence, the prey-predator

system with ratio-dependent and food-limited as follows

du@ry _rUK-U)  mUV

dt K+aU BU+yV’
vy _ nUG-0V (1.4)

dt ~ BUG-1)+yV

where the variables U(¢) and V(¢) denote the densities of the prey and predator at time ¢, respectively. r,
K, m, n and e are all positive constants that stand for the intrinsic growth rate of the prey, the carrying
capacity of the prey species, predate rate of prey, converation rate from prey, and mortality rate of
predator, positive constants S and y are half saturation constant, 7(> 0) is a time delay which occurs in
the predator response term and represents a gestation time of the predators.
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In fact, biological resources in the predator-prey system are most likely to be harvested for
economic benefit, human need to develop biological resources and capture some biological species,
such as in fishery, forestry and wildlife management [21]. Hence, the demand of sustainable
development for suitable resources is felt in different region of human activities to maintenance the
stability of the ecosystem. We know that harvesting in population has a significant impact on the
dynamic behavior of species, because of the reduction of food in the space. There are some basic
types of harvesting being considering in the literature, see [21-26]. Nevertheless, a great number of
mathematicians have a strong interest in nonlinear harvesting, because Michaelis-Menten type
harvesting is more realistic in biology and ecology [22]. Inspired by the above discussion, system
(1.4) with nonlinear prey harvesting transforms into the following system

dU()y rUK -U) mUV qEU

dt ~ K+aU BU+YV mE+mU’
V() __nUG-=nV e (1.5)
_ oV,

dt ~ BUG-1)+yV

where ¢, E, my, m, are also positive constants. g is the catchability coefficient, E is the effort applied
to harvest prey species, m; and m, are suitable constants. Fang gave some sufficient conditions of the
existence of positive periodic solutions for a food-limited predator-prey system with harvesting effect
in [24,25] .

In nature, the populations all require food, space and spouse and so on for survival and reproduction.
When the larger the density of population is, the higher require on the environment. The shortage of
food and the change in space always limit its survival and development. Naturally, the populations
change position or have a diffusion to search better environment. We assume that the populations
are in an isolate patch and ignore the impact of migration, including immigration and emigration.
Individuals tend to migrate towards regions with lower population densities for each population. To
take spatial effects into consideration, reaction diffusion system become more and more important,
see [12,13,23,27-35]. In this paper, we study the following reaction diffusion system:

K — E
Wx) _ppy UK mUV_ qEU o
aat K+ aU BU +yV  mE +mU
V(t t— |4
(’x):DZAer nU(t = 7, %) —-eV,t>0,x €,
ot BU(t—1,x)+yV (1.6)
ou _ov 0,t>0,x € 0Q
o - aa Y » X H
o9 09
U(t,x) = Uyp(t,x) > 0,V(t,x) = Vo(t,x) > 0,1t € [-7,0], x € Q,

where Q c R"(n > 1) is a bounded region and it has smooth boundary 0Q. D; and D,, respectively,
denote the diffusion coeflicients of the prey and predator, and they are positive constants. A denotes
the Laplacian operator in R”", ¢} is outer normal vector of a boundary 9€.

To simplify the system (1.6), we use the following nondimensionalization:

U vV . 1 K E
u:—,v:—,t:rt,%:rr,d:—,s:m,a:'B—,b:r—,h: 99 ,
K r a a @ rmy K
E k D D
p="2 T s 2 g 2T g =22
my K r r r r
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Then rewrite the system (1.6) as follows:

t 1- h
Ot x) _ gy =0 s veq
aat d+u au+bv p+u
v(t, X) cu(t —T)v
=dAv+ ———— — o, t>0,x € Q,
5 ot 3 28V au(t — ) + by Y x (L.7)
u %
_—= — = Q
39~ 39 0,7>0,x € 0Q),
u(t, x) = uy(t, x) > 0,v(t, x) = vo(t,x) = 0,1 € [-7,0], x € Q.
u(l —u) Suy hu cu(t —T)v
Denote F(u,v) = - - ,G(u,vyy= ————6v,A ={a,b,c,d,h, s,p, 6}.
enote F(u, v) d+u au+bv p+u (,v) au(t — 1)+ bv Y a.b,¢ -0}
In this paper, the domain of system is confined to Q = [0, Ir], we define a real-valued Hilbert space
ou ov
X:{ e R@QxH@Q: 2 =% :o}.
(u,v) Q) Q) 390~ 39 e

The corresponding complexification is X¢ := {x; + ix, : X;, X, € X}, with the complex-valued L?

inner product
I

1
<U1, U2> = — (l/l]ﬁz + vﬁz)dx
lﬂ' 0

for U; = (u;,v;) € Xc(i = 1,2).

The rest of the paper is arranged as follows. In section 2, the existence and priori bound of solution
of the system (1.7) are considered. In section 3, the existence of nonnegative constant steady state
solutions is investigated. In section 4, the stability of the nonnegative constant steady state solutions
of system (1.7) and the conditions of Hopf bifurcation and Turing instability are discussed by stability
analysis and bifurcation theory. In section 5, we give the detailed formulas to determine the direction
of Hopf bifurcation and the stability of the bifurcating periodic solutions by the normal form theory
and center manifold theorem for PFDEs. In section 6, some numerical simulations are carried out to
illustrate the correctness of the theoretical results. Finally, some conclusions and discussions are given.

2. Existence of solution and priori estimate

In this section, we establish the existence of solution of system (1.7) and a priori estimate of the
solution. Firstly, we have

u(l—u)_ suy hu < u
d+u au+bv p+u  (d+u)p+u)

F(l/l, V) = f(u, V),

where f(u,v) = —u> + (1 —p — h)u + p — dh. Define m = L-p-h-4d _§_h)2 — A —p)’
1—p—h+ (1 -p-h?-4dh-p)
> .
Theorem 2.1. The following statements are true for system (1.7).
(1) Given any initial condition uy(x) > 0, vo(x) > 0, and uy(x) # 0, vo(x) # O, then system (1.7) has
a unique solution (u(t, x), v(t, x)), such that u(t, x) > 0 and v(t, x) > 0 for t € (0, o) and x € Q.

m =
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(2) If one of three conditions holds
(2a) (1 —p —h)> <4(dh - p) and dh — p > 0,
2b) (1 —p—h)?*>4dh-p), 1 —p—h<0anddh > p,
Rc)(1—=p—h?>4dh-p), 1 —p—h>0,dh>pand uy(x) < m,
then (u(t, x), v(t, x)) tend to (0, 0) uniformly as t — oo.
(3) For any solution (u(x, t), v(x, 1)) of system (1.7), if one of two conditions holds

(Ba) dh < p,
Bb)(1—p—-h)?>4dh-p),1—p—h>0anddh > p,
then
lim sup max u(t, x) <m, lim f v(t, x)dx < Cy,
t—oo  xeQ = Jo
where C, = 75=|Qf + £|Q).

4) Ifd, = d> and T = 0, then lim sup,_, ., maxg v(z, x) < le% + @for any x € Q.
s s
Proof. (1) Obviously, F(u,v) and G(u, v) are mixed quasi-monotone in set @ = {(u, v)|u > 0,v > 0}.
According to the definition of upper and lower solutions in [16], denoted (1, v) = (0,0) and (&, V) =
(u, v), where (u,v) is the unique solution of the following system,

@ _u(l —u) B hu
dt  d+u p+u
dv _ cu(t—T1)v 2.1)

—=— -0, t >0,
dt  au(t—7)+ by (S
u(t) = uy, v(t) = vy, t € [-1,0],

>0,

where uy = supg uo(t, x), vo = supg vo(t, x), t € [-7,0]. Consider that

@zdlAﬁ+u(l —_u)_ _Su\_/ B hu_’

ot d+u au+by p+u

Pt -

s AV —— v,

ot au + by _ 22
u u(l —u) SUv hu (2.2)
— <diAu+ = - - -

ot - d+u au+bv p+u

é)Z<alA o 0

—_— + —_ s

ar = 0% au + by r

and 0 < u(t, x) < up, 0 < vy(t, x) < vo. Then (u,v) and (i, v) are the upper-solution and lower-solution
of system (1.7). So we have that any solution of system (1.7) is nonnegative and exists on [0, c0), it
exhibits that system (1.7) has a global solution (u(z, x), v(t, x)) satisfying

O<ut,x)<u, 0<v(t,x)<v,t>0,x€Q.

Then u(t, x) > 0, v(t, x) > 0 by the strong maximum principle for all # > 0 and x € Q.
(2) We are able to get from the first equation of system (1.7) that

ou

— <d|Au+
o — ! "

u
m((l — l/l)(p +u)—dh- hu)
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If (1 — p — h)? < 4(dh — p), we can obtain that (1 — u)(p + u) — dh — hu < 0 for all u > 0, it leads
tou — 0ast — oo. Suppose (1 —p — h)* > 4(dh — p) and dh > p hold, if either 1 —p — h < 0 or
1 —p—~h>0anduy(x) < m, thenu — 0 as t — oo. Therefore u(z, x) — 0 uniformly on Qast — oo.
Similarly, we have that v(¢, x) — 0 uniformly on Q as 1 — oo from the second equation of system (1.7).

(3) Consider any of conditions (3a) — (3b), then it follows from the first equation of system (1.7)

that

ou u
— < dA - @
o =M A+

according to Eq (2.3) and comparison principle, we can get that

(m — u)(u — m), (2.3)

lim sup max u(t, x) < m.
t—00 xeQ

There exists a 1, such that u(¢, x) < m+¢efort > t; and x € Q, where gis a arbitrarily small positive
constant.

To the estimate v(¢, x). Denote U(f) = fg u(t, x)dx and V(f) = va(t, x)dx. By the Neumann
boundary condition, we obtain

dU ou u(l —u) Suy hu
Yo %ax= | dirud ( - _ )d,
dt Lﬁt * L ! ux+£ d+u au+bv p+u *

dv ov cu(t —T)v

— = | —dx= | d)Avdx + (——6)41.

dt L@t x ‘[g; 20vax L au(t — 1)+ bv V)

d(cU() + sV(t+ 1)) u(l-u)  hu
. —cfg( T —p+u)dx—sj;6v(t+T)dx

< iﬂm — 5(cT(1) + sVt + 1)) + e5T(1).

It follows from u(z, x) < m + & that U(7) < (m + €)|Q| for any ¢ > t;, we have

Then

d(cU(@) + sV(t + 1))

= < =8(cU@) + sV(t+1)+ C1,t > 1y, (2.4)

where C; = 5|Q| + co(m + £)|Q].
By the comparison principle and Eq (2.4), we obtain

cU®t) + sV(t+ 1) < (cU0) + sV(1))e™ + %(1 — e,

limsup (ST@) + Ve + 1) < ——10f + Z40) = ¢,
4dso )

t—00 S

Hence,

lim f v(t, x)dx < C,.
Q

[—o0
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(4) Whend; = d, and 7 = 0, let S (¢, x) = cu(t, x) + sv(t, x). By Eq (1.7), we have

1 —

a—S:dlAS+cu( u)_ chu —sov,t>0,x € Q,

gt d+u p+u

a—i —0,1>0,x€dQ, 2:5)

S0, x) = cu(0, x) + sv(0, x), x € Q.

From Eq (2.5), we get
cu(l—u) chu
d+u p+u

—s6v£§u(1—u)+c5u—5$ Sé+c6(ﬁ+s)—65

fort > 0 and x € Q.

Consider 97
= = diAZ+ é + O+ E) —6Z.1>0,x€Q,
7
= =0.1>0,xed0, (2.6)

Z(0, x) = cu(0, x) + sv(0, x), x € Q.

The solution Z(t, x) satisfies lim,_,, Z(t, x) = @ + cm by using [36, Theorem 2.4.6], then the

comparison principle displays that

S(t, x) ¢ N cm

lim sup max v(z, x) < lim sup max <
t—00 Q t—00 Q S 4d56 S

This completes the proof of Theorem 2.1. O

3. The nonnegative constant steady states of system (1.7)

In reality, we are interested in all the nonnegative steady state solution. Next, we give the conditions
of existence of nonnegative constant steady state solutions for system (1.7).

Proposition 3.1. (1) The singularity Ey, = (0,0) always exists.

Q) If (h+p—1)* = 4(dh—p) and h+p—1 < 0 hold, then semi-trivial steady state Ey = (l_g_p ,0)(the

boundary equilibrium) exists.

(3) If p > dh holds, then semi-trivial steady state E;y = (m, Q) exists.

D Ifth+p—-12>4dh—-p), h+p—1 < 0and p < dh hold, then semi-trivial steady state
E>y = (m,0) and E3y = (m,0) (the boundary equilibrium) exist.

In ecology, we concentrate on the existence of the positive constant steady state solutions. System

— ad)u,
(1.7) has a positive constant steady state E, = (u,, v.), where v, satisfies v, = % under ¢ —ad >
0 and u, satisfies the following quadratic equation
Apl* + A +A, =0 (3.1)
—ad —ad)(d + —ad)d,
with Ao = (Cb—“)s+ 14, = CTWOdEOS | gy p, = €T AP

C C C
For the distribution of roots of Eq (3.1), we are able to get the following results about the existence
of a positive constant steady state solution.
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Lemma 3.1. Suppose ¢ — ad > 0 holds, then the following statements are true.
—A1+ A\ [A2—
(HIfA, <0, A% —4A0A, > 0 and A, > 0, then Eq (3.1) has two positive roots u; = M.

x 24,
) IfA, <0, A% —4ApA, = 0, then Eq (3.1) has a unique positive root u® = — AL

240"
(3) IfA; < 0, then Eq (3.1) has a unique positive root u, = u;.
By Lemma 3.1, the following Proposition is existing.

Proposition 3.2. Suppose ¢ — ad > 0 holds, then the following statements are true.
(1) When A; < O,A% —4Ap0A; > 0 and Ay > 0, the system (1.7) has two positive steady states
_ o . (c—ad)u;
Ef = (uf,v}) and E; = (u;,v;), where vi = ————

bé
(2) When Ay < 0,A? — 4A¢A, = 0, E! and E; merge, denoted by E° = (u?,1?).

(3) When A, < 0, the system (1.7) has a unique positive steady state E. = (u., v.).
4. Stability and bifurcation

In this section, we consider the stability of nonnegative steady state and the conditions of Hopf
bifurcation and Turing bifurcation. In [37], we know that Laplacian operator —A exists the eigenvalue
'l‘—i(n € Ny := N U {0}) under the homogeneous Neumann boundary condition, let ¢! = (8, 0)7,
cpﬁ = (0 B,)T be eigenfunctions on X, where 3,(x) = cos (?x) The linearization of system (1.7) at a

constant steady state E = (@, V) can be represented by

ou
a9 | u(t) u(t) u(t — )
& | = DA (v(t)) i (v(t)) + 2 (v(t - r))’

ot
where D =diag(dy, dy), J, = [ 4?), 7, = 0 9 ana
0 axn ay 0
d -u? - 2du® bsv? hp asu?
ajp = - — - A1 = — T = —=>>
! (d +u)? (au+ bv)* (o +u)? 12 (au + bv)?

bcv? acu? 5
) = ——,0»n = T———5; —O.
T @u+ b (au + by)?
The characteristic equation of system (1.7) is
det(A — D, — J, — J,e™) =0,
where [ stands for 2 X 2 identity matrix and D, = —’}—;diag(dl ,d»), n € Ny. Then we obtain

A +MA+N, + Qe =0 4.1)

2 4 2
. n n n
with M, = (d; + dz)l—2 —an —ap, Ny = didy7 — (andz + and)) 7 + anaxn, @ = —ana.

Firstly, we discuss the stability of the singularity £y, = (0,0) and the semi-trivial steady state
solutions E;o(i = 1,2, 3).
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Theorem 4.1. (1) The singularity Ey = (0,0) is always locally asymptotically stable if dh > p, and
unstable if dh < p.

(2) Suppose (h+p—1)*> = 4(dh—p) and h+p—1 < 0 hold, the semi-trivial steady state E is always
locally asymptotically stable if c —ad < 0 and (dh +dp — 1)(p + vJdh — p)* + h(d + +Jdh — p)* < 0, and
unstable if c —ad > 0 ord(p + h) > 1.

(3) Suppose dh < p holds, the semi-trivial steady state Ex is locally asymptotically stable if c—ad <

d—2dm-1 h d—
0 and (d+nn1)2 s < 0, and unstable if c —ad > 0 orm < R d> 1.
(4) Suppose (h+p —1)* > 4(dh —p), h+p—1 < 0and p < dh hold,
d—2dm-1
(i) the semi-trivial steady state Ey is locally asymptotically stable if c — aé < 0 and W
m
h d-1 N
(p+—n_1)2 < 0, and unstable if c —ad > 0 or m < YR d>1;
d—-2dm-1
(i) the semi-trivial steady state Ey is locally asymptotically stable if ¢ — adé < 0 and ﬁ
m

h
(o + m)?
Proof. (1) By Eq (4.1), the corresponding characteristic equation of system (1.7) at Ey = (0,0) is

-1
< 0, and unstable if c — a6 > 0 or m < dz—d,d> 1.

2 1 2
(/1+dll—2——+ )(/l+d2 +0) =
clearly, we have
n? 1 h n’
A =-d -, A =-dy— —06.
7 d P 2 2P

Therefore, if dh > p, A, and A, have negative real part for all n € N, so we get that the equilibrium
Ey = (0,0) is locally asymptotically stable. On the contrary, if dh < p, there exists n = 0 that 4; > 0,

then E, = (0, 0) is unstable.
s Ky
ap - aj -

(2) At E,, then J;, = c-%sl = (8 8), we are able to get J(n, Ejg) = c-%s
0 0

a a
Wherea“:l—p—h( dp+dh—1 h )
2 Md+ \dh—p)*  (p+ +Jdh - p)?

For n > 0, the corresponding characteristic equation of system (1.7) at £ is

A2+MA+N, =0,

2 nt n2
where M, = (d, + d2)— —ay - ,N, = dldz— —(andy + dl)_

a
By c—ad < 0and(dh+dp— 1)(p+ \dh — )2+h(d+ \dh — )2 <0, wehaveN >0and M, >0
for n > 0, which implies E/q is locally asymptotically stable. In a similar method, by ¢ — ad > 0 or
d(p + h) > 1, it is obvious that J(n, E}() has at least one eigenvalue with a positive real part for n = 0,
which implies E is unstable.
(3) Suppose dh < p holds, then semi-trivial steady state E3y = (m,0) exists by Proposition 3.1.

c—ad c—ad c—a6

Mathematical Biosciences and Engineering Volume 17, Issue 4, 3520-3552.
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s
an T d—-2dm -1 h
We can have J(n, E3y) = e ~%s | where aj; = m( a +nn_1)2 + ® +m)2).By c—ad < 0and
a

d—2dﬁ—1+ h
(d + m)? (p + m)?

asymptotically stable. Similarity, by ¢ —aé > 0 orm <

< 0, we have N, > 0 and M,, > O for n > 0, which means Ej3, is locally

and d > 1, it is obvious that J(n, E3o) has

at least one eigenvalue with a positive real part for n = 0, which implies E3 is unstable.
(4) The proof of (4) is similar to (3), so we omit it.
This completes the proof. O

Theorem 4.2. If (p + h — 1)? < 4(dh — p) holds, then Ey = (0,0) is globally asymptotically stable in
R2 for system (1.7) with T = 0.

Proof. Define the following Lyapunov functional

Vu,v) =c f u(t, x)dx + s f v(t, x)dx.
Q Q

Then
d 3 u(l —u) SUy hu cuy
d—tV(u(t, x),v(t,x)) =c¢ fQ( - )dx + s L( - 5v)a’x

d+u au+bv p+u au + by

:Cf(u(l—u)_ u )dx—s&fvdx
o\ d+u o+u Q

u
:cfgm(—uz—(pm—1)u—dh+p)dx—s5fﬂvdx.

It follows from (o + h — 1)* < 4(dh — p) that for all u > 0,

—w?—(p+h—-Du—-dh+p<0.

d d
Furthermore, EV(u,v) <0, d—tV(u, v) = 0if and only if (&, v) = (0,0). Then we can have that the

trivial steady state Ey = (0, 0) is globally asymptotically stable for system (1.7) with 7 = 0.
This completes the proof. O

Next, we investigate the stability of positive constant steady state E.. In the following discussion,

we always assume

— ab)d
(H)) : c—a6>0,(CZJ+dh—p<O(i.e.,A2 <0).

For the convenience of discflssion, we make the following hypothesis:
(Hy) :an +axn <0
(H3) @ anjaxn — apax > 0;
(Hy) : andy + and, <0,
d — u? - 2du? bsv? hp asu? bev?

d+uw)?  (am+bv)y  pru? T T s T (s + bv)?

where a;; =

acu?

3k

= s
a2 (au, + bv,)?
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Theorem 4.3. Assume that (H,) ~ (H,) hold. Then the unique positive constant steady state E, =
(uy, vy) of system (1.7) with T = 0 is locally asymptotically stable, that is, system (1.7) has no stationary
pattern under these hypothesis.

Proof. If (H,) holds, the system (1.7) has a unique positive constant steady state E.. When 7 = 0, the
corresponding characteristic equation of system (1.7) at E, is

A2+ M,A+N,+0Q=0. (4.2)

Obviously,

nZ

A+ =-M,=-(d + dz)l—2 +an + an,

1’14 2

n
L =N+ Q0= dldzl—4 —(and + Clz2d1)l—2 + apaxn — apas.

It follows easily from (H,) ~ (H,) that all roots of Eq (4.2) have negative real parts. Hence, by
Routh— Hurwitz stability criterion, the unique positive constant steady state E, is locally asymptotically
stable for 7 = 0 when hypothesis (H,) ~ (H,) hold.

This completes the proof. O

According to the work by Turing [38], positive constant steady state E, is Turing instability,
implying that E, is asymptotically stable for non-spatial system (1.7) but is unstable for spatial system
(1.7) with T = 0. So we make the following hypothesis:

(Hs) : andy + axnd; > 0;

(Hs) : ayndy + apd, —2Vddy(araxn — apas) > 0.

Theorem 4.4. If v = O, then diffusion-driven instability (i.e., Turing instability) occurs for the system
(1.7) if (Hy) ~ (H3) and (Hs) ~ (Hg) hold, that is, system (1.7) has stationary pattern under these
hypothesis.

Proof. We know that the positive equilibrium E, = (u.,v,) is stable for the non-spatial system (1.7),
and is unstable with respect to the constant steady state solution of the spatial system (1.7) with 7 = 0.
The stability of non-spatial system (1.7) is guaranteed if hypothesis (H,) ~ (H3) hold. When 7 = 0, the
corresponding characteristic equation of system (1.7) at E., is Eq (4.2). Obviously, for spatial system
(1.7), it follows from (Hs) ~ (He) that if there isan € Ny such that N, + Q < O for 0 < ky < n < ky,
which implies that Eq.(4.2) has a eigenvalue with positive real part, it is shown that the positive constant
steady state E., is unstable for spatial system (1.7), that is, the diffusion-driven instability occurs.

This completes the proof. O

Now, by regarding 7 as the bifurcation parameter, we investigate the stability and the Hopf
bifurcation near the unique positive constant steady state E.. Assume that iw(w > 0) is a root of Eq
(4.1), w satisfies the following equation

—w* + iM,w + N, + Q( cos(wt) — i sin(wT)) = 0, (4.3)

which implies that

{ —w? + N, = =0 cos(wT), 44)

M,w = Q sin(wT).
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By Eq (4.4), adding the squared terms for both equations yields

(,()4 + inZ + Qn = 0, (45)
where
2 nZ 2 I’l2 2
Pn = Mn — 2Nn = (all + dll—z) + ((122 + dzl—z) > O, (46)
0, =N, = Q* = (N, + Q)(N, - Q). 4.7)
Let S = w?, we have
S2+PnS+Qn:O- (48)

For the following discussion, we make some assumption:
(H7) : anax +apnay >0,
(Hg) : anax +apnax <0.

Theorem 4.5. Assume that (H,) ~ (H,) and (H7) hold. Then all roots of Eq (4.1) have negative real
parts for all T > 0. Furthermore, the unique positive constant steady state E, = (u.,v.) of system (1.7)
is locally asymptotically stable for all T > 0.

Proof. From Eq (4.6), we have P, > 0. By (H;) ~ (H,) and Theorem 4.3, we have N,, + Q > 0. If (H7)

holds, then

n4 2

n
N,-Q= dldzl—4 —(andy + a22dl)l_2 +anan +apday >0
for all T > 0, which implies that Eq (4.8) has no positive roots, according to [19, Lemma 2.3], therefore
the characteristic Eq (4.1) has no purely imaginary roots. Combined with Theorem 4.3, we are able to
obtain that all roots of Eq (4.1) have negative real parts for any 7 > 0.

This completes the proof. O

Lemma 4.1. ( [39])Let f(y) be a positive C' function for y > 0, and let d > 0,8 > 0 be constants.
Further, let T € [T, o) and w € C*'(Q x (T, o)) N C'(Q X [T, o)) be a positive function.
(i) If w satisfies

w; — dAw < )P f(w)(a — w), (t, x) € (T, 0) X Q,
%—‘;’ =0,(t,x) € (T, o) x 0Q,

and the constant > 0, the

lim sup max w(t, -) < a(lim sup min w(t, -) > @).
t—00 Q t—o00 Q
(i) If w satisfies
w; — dAw < WP f(w)(a — w), (t,x) € (T, ) X Q,
B~ (), (1,x) € (T, 00) X OO,

and the constant a < 0, the
lim sup max w(¢, -) < 0.

t—00 Q
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Theorem 4.6. Suppose that the conditions of Theorem 4.5 are satisfied. Furthermore, assume that

d>p, p—dh- s 0 hold. Then the unique positive constant steady state E, = (u.,v.) of system
(1.7) is globally asymptotically stable.

Proof. By the strong maximum principle of parabolic equations, for any nonnegative initial values
(uo(x), vo(x)) £ (0,0), we have u(t, x) > 0,v(t,x) > 0 forall £ > 0 and x € Q.
From the first equation of system (1.7), we get
ou u(l —u) suy hu

=d,Au+ - -
ot T au+bv p+u

1
<d|Au + c_lu(l —u).

By Lemma 4.1, we obtain

limsupmax u(z, x) < 1 :=u,;
t—00 Q

for any given € > 0, there exists #; > 0 such that for any 7 > 1, u(t, x) < u; + &.
Then from the second equation of system (1.7), we have
ov cu(t —T)v
— =dbAv+ ——— —§
ot 28V au(t—7) + by Y
c(u + ey

<dHAv+ — —-§
28V alu; + &)+ bv Y

N
= d,A — ((c—ad)(u — bov).
h v+a(ﬁ1 +8)+bv((c ad)(u; + ¢€) V)

By Lemma 4.1 again and the any &, we obtain that

) c—adu; _
lim sup max v(z, x) < ; =V
—00 ﬁ b6
for t > t; + 7, there exists #, > #; such that for any t > #,, v(t,x) < V| + &.

On the other hand, from the first equation of system (1.7), we have

@:dlALH_u(l—u)_ suv_ hu
ot d+u au+bv p+u
> diAu+ u(l —u) _ su(§1_+ £€) _ hu
d+u au+b(vi+¢e) p+u
=d,Au+ . B(u,v, + &),

(au + b(vy + &))(d + u)(p + u)

where B(u, v, +¢&) = (1 —u)(au + b(vy + €))(o + u) — s(vi + &)(d + u)(p + u) — h(d + u)(au + b(v, + €)).
Here, let u(y) be solution of B(u,y) = 0. If d > p,p — dh — % > 0 hold, we get B(—p, v, + ¢€) < 0,
B(-d,vi +¢) <0, B(0,v; + &) > 0, B(1,v; + ¢) < 0, then B(u, v, + &) = 0 exists unique positive root
u(vy + ).

It follows from Lemma 4.1 that

t—00

lim inf min u(z, x) > u(vy) := u,
Q
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for > 1, and any & > 0, there exists 73 > 1, such that for any ¢ > 13, u(t, x) > u, — €.
Then from the second equation of system (1.7), we have
ov cu(t —1)v
— = d2 v+ # _
ot au(t —7) + by

c(u, — ey

> d)Av + -0V

a(u, — &)+ by

1%
= dr)Av + m((C - 615)(21 —-&)— de)

By Lemma 4.1 again and the any &, we obtain

.. . (C - aé)ﬂ]
lim inf min v(¢, x) 2 ————— =y,
1—00 Q b5 -
forz > 13 + 7 and any ¢ > 0, there exists 74 > #3 such that for any 7 > 1, v(t,x) 2 v, — €.
Meanwhile, the first equation of system (1.7) can be written as

@:dlALH_u(l—u)_ suv_ hu
ot d+u au+bv p+u
sdlAu+u(1_”)— suv, —&)  hu
d+u au+b(y,—&) p+u
=diAu+ - (u, v, — &).

(au + b(y, — &)(d + u)(p + u)B

d
Similarly, by d > p,p — dh — % > 0, we know that B(u,y, — &) = 0 has a unique positive root
u(y, — €) and

lim sup max u(z, x) < u(v,) := u,
1—00 Q

for t > t4 and any € > 0, there exists #s > 74 such that for any ¢ > s, u(t, x) < u, + €.
It is easily known that
u <u(t,x) <uy, v, <v(t,x)<vy,

and u,,uy,v,, v satisty the following inequalities

w(l-u Suyy hu
1( _1)_ Sy,
d+u au; +by,  p+iu
cuv
% —o0v; <0,
auy + bV] _ (4 9)
u (1 —u) su, v hu, ’
u )  su Y
d+u, au, +bvy  p+u,
Y,
——=— =06y, 20.
au, + by, ~

The Eq (4.9) reveals that (u;, ;) and (u,, v,) are coupled upper and lower solutions of system (1.7)
by Definition 2.1 in [16].
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Moreover, we derive the following inequality:

I/t](l - I/t]) SU1vVy hu1 (u2(1 - I/lz) SUrvVo huz )
d+ uy auy +bvy  p+u d+u, au, +bv, p+u,
(g -
Uy — Uz + —({V1 — V2,
d b a
cuvy CupV; c c—ad
- - (— - 6v2) < —'ul - uz‘ + ‘vl - vz‘
auy + bvy auy + bv, b

It is easy to display that there exists a positive constant K;(i = 1, 2) such that the following Lipschitz

condition holds
|Fu1,v1) = Fup, v)| < K1(|M1 — | +|vi - V2|),

|G(Lt1, Vl) - G(l/tz, V2)| < K2(|u1 - u2| + |V1 - V2|).

So we can define sequences (u,, v,) and (u,,v ) as follows

— 1 un—l(l - ﬁn—l) Sﬁ"—lzn—l hﬁn—l
Uy = Uy 1 + — — e — — ,
K; d+u, aw,_1 +by, | p+u
cu 1V 1
- Vn 1+ _( e ﬁn—l)’
au,, 1 +bvn 1 B
_ 1 U ) Szn—l V-1 hgn—l
I/l En ] — - )
d + u aw,  +bv,.y ptu,
_ 1 n l —n—1
=y _ —ov._ )
- au, | +by, -
where n = la 29 ) (ﬁ()a vO) = (ﬁlavl) and (ZO’ K()) = (Z]’Kl)'

Itis easy to deduce that the sequences (u,,v,) and (&, v, ) satisfy the following a series of inequalities
(u]’ ) < (I/t \4 ) < (M,H_]a n+1) < (un+1,Vn+1) < (l/ln, Vn) < (ula Vl)

and that the limits

lim u, = u,limv, =v,limy, =y, limy =v
n—oo —00 1—00 1—00
exist and satisfy the following equations
F(u,v)=0,F(u,v) =0,Gu,v) =0,G(u,v) =0. (4.10)

From the conditions of Theorem 4.6, we get that the system (1.7) has a unique positive constant
steady state E, = (u., v.), therefore it follows from Eq (4.10) thatu = u and v = v. It is well known [36,
Theorem 2.4.6] that the solution (u(t, x), v(z, x)) of system (1.7) satisfies

lim u(t, x) = u,, limv(z, x) = v,
1—00 —00
uniformly for x € Q. By Theorem 4.5, if (H) ~ (H4) and (H7) hold, then the unique positive constant

steady state E. = (u.,v.) is locally asymptotically stable. Hence, the unique positive constant steady
state E, = (u.,v.) is globally asymptotically stable. O
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Denote

N = l\/(andz +andy) + \/(alldz +a1dy)? — 4d\dy(ay1ax + anas)
- 2d,d;

and
v = [ INLN¢N,
*“ 1 N-1,NeN.

Therefore, we have the following Lemma.

Lemma 4.2. Assume (Hy) ~ (H4) and (Hs) hold, then Eq (4.1) has a pair of purely imaginary roots

+iw,(0 < n < N,) at T, where
0o 2jm

=1+ ,J € Ny,
n
2
o 1 w, — N,
T, = — arccos ,
Wy,

an 5 7 _ 2 _ 02
Y \/an M + (MG - 2N, — 4(N; - ) (4.11)

2

Clearly, we know that ' > ¢/, therefore the following Lemma exhibits that we get a complete

ordering of the Hopf bifurcation parameters 7.

Lemma 4.3. Assume (H,) ~ (Hy) and (Hg) hold, then

j j J
T, > T, > 7

j (4.12)

J cee> gl
42Ty 02 >T
for j € Ny.

Proof. From Eq (4.11), we have

W= 2N, — M2 + /(M2 — 2N,)* — 4(N2 - Q?)

" 2
2
- Mg_ZNn (M%—ZN”)z 4
o t Ny tow

Obviously, by Eq (4.6) and Eq (4.7), we know that M> — 2N,, is increasing in n and Q* — N2 is
decreasing in n. Hence we have that

Wy, SWN,-1 SWN,2 < S W1 < Wy
2— . .
And notice that N, is strictly increasing in n € [0, N.], then we deduce that % is strictly
i 2— i . . . . .
decreasing in n € [0, N.]. Hence, 1), = wi arccos wTN" + i}ﬂ is strictly decreasing in n € [0, N,], that is,
Eq (4.12) is correct for any n € [0, N.].
This completes the proof. O
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It follows from Eq (4.12) we obtain
75 = min{rl}, 0<n<N,, jeN,.

Let A(1) = p(7) £ iq(7) be the pair of root of Eq (4.1) near 7 = T,’; satisfies p(Tﬁ) = 0and q(T,’;) = Wy.
Then we have the following transversality condition.

Lemma 4.4. Forn €{0,1,2,---,N,} and j € N,

dp(7)
dr |=)

Proof. Differentiating two sides of Eq (4.1) with respect to 7, we get

dAa
A1+ M, - QTe_M)d— = 10e™ V.
T

Therefore,

d)\ QA+ M,)e" - Ot
(E) - 10 '

Thus, by Eq (4.3) and Eq (4.4), we have

w{(G))

J

By _ Re((2/1 + M/’{)th _ QT)

((Zia),, + M,)einm — Q‘r)
= Re -
iw,Q
_ 2w, cos(a),,ri;) + M, sin(w,,r{;)
- w0
2w? + M? - 2N,
= 0 > 0.
This completes the proof. O

According to above analysis, and the qualitative theory of partial functional differential equations,
we obtain the following results on the stability and Hopf bifurcation.

Theorem 4.7. Assume (H,) ~ (H4) and (Hg) hold, then the following statements valid

(1) The unique positive constant steady state E, = (u., v.) of system (1.7) is locally asymptotically
stable for T € [0, Tg) and always unstable when t > Tg.

(2) System (1.7) undergoes Hopf bifurcations near the unique positive constant steady state E, =
(s, v,) at T forn €{0,1,2,---,N,}, j € No. If n = 0, the bifurcating periodic solutions are all spatially
homogeneous. Otherwise, these bifurcating periodic solutions are spatially inhomogeneous.
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5. Stability and direction of Hopf bifurcation

In this section, we investigate the stability of the bifurcating periodic solution and direction of
Hopf bifurcation by applying center manifold theorem and normal form theory of PFDEs [40]. For
convenience, for fixed j € Ny, 0 < n < N,, we denote 7, = Ti;.

Firstly, we let u(z, x) = u(tt, x) — u., (¢, x) = v(rt, x) — v, and drop the tilde. Then system (1.7) can
be transformed into:

Ou(t, x) (u+u)1—u-u,) _ s(u+u)v+v,) _ h(u + u,)
5 E?t : = vdAut T( (d(+ (ul;k u,) y a)(u +u)+bv+v.) p+u+ u*))’t > 0,x€(0,im),
v(t, x) clut—D+u)v+v)
2 = v+ T(a(u(t e e o v*)),t >0, x € (0, b),
ou(t, x) _ ov(t, x) 0.3 0,x=0.In,
on on
M(t, -x) = MO(.X) - M*,V(t, -x) = VO(X) - V*a(ta X) € [_1’0] X [Oa lﬂ-]

(5.1
Letu=71-71,ueR, U= (u-) vit, -))T. After the system (5.1) can be rewritten in an abstract
form in the phase space C = C([-1,0], X) as

U(t) = 7.DAU(t) + L(r.)(U,) + F(U,, ), (5.2)
where D =diag(d;, d»), L(7.)(¢) and F(¢, 1) are defined by

a11$1(0) + a12¢-(0)
a191(=1) + a¢,(0))’

F(¢, 1) = uDAG + L(u)(@) + f(¢, ),
with f(¢, 1) = (1. + ©)(F1($, 1) Fa(¢, )" and

L(7.)(¢) = 7. (

(010+)(1=010-1.)  s(¢10)+1. ) (#2(0)+v,) h(p1(0)+1.)
Fi(p,un) = — — —a 0)—a 0),
1(¢ 1) d+(¢1(0)+1.) a( @10+ )+b(420)+v.)  p+(¢1(0)+u.) n¢i(0) 12¢2(0)

_daicnru)(604v) _ L
F2(¢"u)_a(¢1(—1)+u*)+b(¢2(0)+v*) 8(42(0) +v.) — az¢1(=1) — an¢»(0),

for (41 ¢2)" € C.
Linearizing Eq (5.2) at (0, 0), we can obtain the following equation
dU(1)
Cdr
About the discussion of characteristic roots in section 4, we get that the characteristic equation of
Eq (5.3) has a pair of simple purely imaginary eigenvalues A, = {iw,T., —iw,7.} and consider the
following functional differential equation

dU(1) n?
7o —T*Dl—2 U, + L(t.)(U,). (5.4)
According to the Riesz representation theorem, there exists a 2 X 2 matrix function n(0, 7, n)(—1 <

6 < 0), whose elements are of bounded variation functions such that

= 1.DAU(t) + L(7.)(U,). (5.3)

I’l2

-1.D 2

0
#(0) + L(t.)(¢) = f 1 [dn(8, 7., n)]|p(0)
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for ¢ € C.
Actually, we choose

l’l2
- all_dll_z ap e=0
b b
0 ay — dyz

n@,7.,n) =1 0, 0 € (-1,0),
0 0
. ( 0), o=1.

Let us define C* = C([0, 1], R**), where R** is the two-dimensional vector space of row vectors,
A(7.) denotes the infinitesimal generator of the strongly continuous semigroup induced by the solution
of Eq (5.4) and A* with domain dense in C* and is the formal adjoint of A* under the bilinear form

0 0
W (s), p(0)) = ¥(0)$(0) - f oo W& = O)dn(O)p(£)dé
f=— =

° 0 0
—uowo) . [ e n]) o
-1 21

forp e C, ¥ € C".

Let P and P* be the center subspace, that is, the generalized eigenspace of A(t.) and A* associated
with A,,. A(7,) has a pair of simple purely imaginary eigenvalues +iw,7., and A* has also a pair of
simple purely imaginary eigenvalues +iw,T..

Let g(0) = (1 M)Te“™%(-1 <0 <0),g*(s) = (1 N)e™5(0 < s < 1) be the eigenfunctions of
A(r.) and A* corresponds to iw, 7. and —iw,T., respectively. By simple calculation, we have

2 2
. n . n
lwn+d]l—2—611] lwn+d11—2—a11
= , = -
an ap e onts

Denote @ = (®; ®,) and ¥* = (¥; ¥5)" by

0,0 = 10300 _ (

Re(ei“’"T*(")

g0 —qO [ Im(e“™?)
Re(Meiw"T*g) ’

)’ (DZ(Q) = 2—1 = Im(Mei“”lT*g)

for 8 € (-1,0), and

* _ q*(s) + q*(S) _ Re(e‘i“"lT*s) N B q*(s) - C]*(S) B Im(e—iwnT*S)
\Pl(s) - 2 - Re(Ne—iwn‘r*é)) ’lPZ(s) - 2 = Im(Ne_iw"T*s) "
for s € (0, 1).
We define

) - ((\P*,cbo cP*,ch))’

(P35, @) (Y5, Do)
and construct a new basis ¥ for P* by ¥ = (¥, ¥,)" = (¢*, ®)"'¥*, then (¥, ®) = L.
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We denote f, = (¢! ¢?). Let a - f, be defined by
_ 2 _ T
a-fon=a19, + a2y, a=(a; @) €C.

According to [40], the center subspace of linear Eq (5.4) is given by PcyC, where
PcnC = O, (D, 1) - fu,¢ € C, and C = PcpyC @ P,C, P,C denotes the complement subspace of
PCNC in C.

Eq (5.2) can be rewritten the following an abstract ordinary differential equation

dU(t)

dr = A(t)U, + XoF(Uy, p),

where
0,-1<6<0,

XO(H):{I 6=0.

By the decomposition of C, the solutions of system (5.2) are

U(t) = @ (xl) + h(x1, X2, 1),
X2

where

X1 _
(-XZ) - (\P7 <Ut7 ﬁl)),

and
h(xy, x2, 1) € P,C, h(0,0,0) = 0, Dh(0,0,0) = 0.

Following the theory in [40] and [41], the center subspace of the linear system of system (5.3) with
u = 0is given by PcyC where

1 -
PcnC = E(zq(H) +29(0)) - 1, (5.5).

Then the solutions of system (5.2) are
1 — _
U = E(ZQ(G) +29(0)) - fu + W(z(0), 2(D))(0), (5.6)

where W(z,7) = h(ﬁ, @, 0),z=x; —ixp.  According to [40], z satisfies the following equation

Z = iwnT*Z + g(Z’ Z)a (57)
where
8(z,2) = (¥1(0) = i¥Y>(0))XF(U,, 0), f). (5.8)
Let
22 z
W(z,2) = Wzoz + Wiizz + Wozz +- (5.9)
2z z
8(z,2) = 807 +gnzz+g02§ e (5.10)

Mathematical Biosciences and Engineering Volume 17, Issue 4, 3520-3552.



3540

and ¥,(0) — i¥>(0) = (x1 x»2)- By Eq (5.6) and Eq (5.9), then we get
1 1 1 1 2
u,(0) = §(z +2)B(x) + W;())(O) + W0)zZ + Wg;(O)—
1 — @ @ @z
v,(0) = E(MZ + Mz)B,(x) + W20 (0) + W (O)zz + W02 (O)E + .y

1. o 72
u(-1) = —(ze_""”” + 76 ™)B(x) + W;))(—l) + W=Dz + W (- 1)— +-

2
vi(=1) = —(Mze_“"” + Mze"™)B,(x) + Wig (- 1)— + W=Dz + WS (- 1)— + -

and
— 1 by
Fi(U,0) = —Fy = =1;(0) + by 0)vi(0) + == il S (0) + b = 1(0) + —u2<0)v,(0>
Ty
b 03 3
+—u,(0)vt ) + —vt ) +-
1
Fa(U,0) = —F> = @bﬂ( D)+ (=1 (0) + 2 SV0) + = = (1) + —uz( 1)v,(0)
+—u,( v (0) + —v3(0) + -
where
2dQ2du, + u, + 1) 2absv? 2hp 2absu.v, 2absu,
by = — 3 + 3+ 5=, by = ———,
(d+u,) (au, + bv,) (o +u.) (au, + bv,) (au, + bv,)
b = 8d*u, + 4du, — 4d°® — 2d* + 6d 6a’bsv? 6hp _ 4a’bsu.v, - 2ab’sv;
0 (d + ux)* (au. + bv.)* (e +u)® 2T (au, +bv)t
b 4ab®su.v, — 2a’bsu? 6ab’su, 2abcv? 2abcu, v,
= s =, C =, C =
12 (au, + bv,)* 03 (au, + bv,)* 20 (au, + bv,)3 H (au, + bv,)3
2abcu? 6a’bcv? 2ab*cv? — 4a’bcu,v, 2a*bcu? — 4ab’cu, v,
Cp=—"T"—"""—""",C3=—"F—,C = , C12 = ’
02 (au, + bv,)? 30 (au, + bv,)* 2 (au, + bv,)* 12 (au, + bv,)*
6ab*cu’
3= —————.
0 (au, + bv,)*
Therefore

2

7 z 7 7z
Fi(U,,0) = (& + 21 + 542())/9,% + OB+ OB -

2 =2

= z 3 2z
Fo(U;, 0) = (Svao + v + 51720)@% + 5By + VvaBy) s

<F<U,, 0), f.) = 7.(F(U,,0), f,) = r*(Flwt, 0>so,i + Fa(U,, 0)¢2)
_ $20 ¢ 20 7 ..
= 2 —T. (Vzo) I' + zz7. (Vll) I+ > —T. (‘_/20) '+ — 2 (72) + -

withT = L ["B0)dx, y1 = & [ (G + LBL0Yx, 72 = & [7 (1B + vaBi)d,

and
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1 1 _ _
oo = Z(bzo + MQ2by; + Mby,)), {11 = Z(bzo + (M + M)by; + MMby,),

by + Mb bi + Mb
{1 = Wy O(=——) + W)O)(bao + Mbuy) + W (O)(———)

+ W O)(b1y + Mbp), _ B
_ @ + (2M+ M)b21 + (M2 + 2MM)b12 + Msz03

(2 % 8 8 8 ’
Voo = Z(czoe_zm)"‘r* + M(2C“€_iwn‘r* + MCOZ))»

1 ) . —
vii = Z(Czo + (Me“"™ + Me™™)cyy + MMcy),

Cr0e" "™ + Mcyy

Vi = Wé(l))(_l)(
+ Wag (O)(L722) + WP (0) (e + Mepn),

) + W (=D(caoe ™™ + Mcyy)

2
c3e ™ (2M + Me 2™ )ey  (MPe ™ + 2MMe ™ )c1y  M?Mcgs
V) = + + + .
8 8 8 8

Consider that 1
1 /8
— P(X)dx =0, n=1,2,3,- (5.11)
lﬂ' 0

then we deduce

8(z,2) = (¥1(0) — V2(0))XF (U, 0), fu)
2
Z _
= 5(520)(1 + vaox2)I'7. + z2(Lixt + vyt
7~ 2z
+ E(fzo)(l + Voox)I'7, + 7()’1)(1 + Yox )T + - -
Combine with Eq (5.8), Eq (5.10) and Eq (5.11), we have gy =8 =8n = O,n=1273-"--.
If n =0, g0 = (Q20x1 + Vaox2)T, 811 = (X1 + Vix2)Ts, 802 = ({aoX1 + Vaox2)Ts, and for n € Ny,

821 = (Yix1 + Y2X2)Ts.
By Eq (5.5), we obtain

W(Z, Z) = WgoZZ + W“(ZZ + Zz) + Wozz_é + - (512)
z 7
A(T*)W = A(T*)WQOE + A(T*)WUZZ + A(T*)WQZE + -l (513)

Moreover, W(z, z) satisfies

where

2 =2
_ Z _ Z
H(z,2) = Hzoz + Hyzz + Hozz +--

= Xo(O)F (U, 0) = (Y, (Xo(O)F (U1, 0), f)) - f-
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Hence, it follows from Eq (5.8), (5.10) and Eq (5.12-5.14) that

(2iwnT* - A(T*))WZO = H20a
—A(T.)Wi = Hyy, (5.15)
( - 21(,()”7'* - A(T*))WO2 = HO2-

Since A(7,) has only two eigenvalues +iw,7., Eq (5.15) has only a unique solution W;;.
Next, we need to calculate H;;(6), 6 € [-1,0]. We get that for -1 < 6 <0,

H(z,2)() = —DO)Y(OXF(U,, 0), f) - fi
_ _(q(9> +4(0) q(6) - @) ¥,(0)
- 2 2 ¥, (0)

2
_ —1(<q(9)g20 + @goz)z— + (6](9)811 + ﬁgn)i

(0O + 70F) % ) £+
Hence, by comparing the coefficients, and notice that

H(z,2)(0) = F(U;, 0) = ®(0)Y(OXF (U, 0), fu) - fas

we have
~3(a®)g20 + q<e>goz) f—1<6<0,
Hy(0) =
20( ) (é/ )ﬁz ) (6)820 + Q(Q)goz) ﬁ,,e =0.
-1(9@g11 +903,,) - fr,—1 <0 <0,
Hi(0) = -
11(0) (gll)ﬁz (q(é’)gn +C[(9)§11)'fn,9=0.

By the definition of A(t,) and Eq (5.15), we have
W20 = A(T*)Wzo = 2iwnT*W20 - Hzo, -1<6< O,

W]] :A(T*)Wn :_Hlla -1<6<0.

That is -
q(e)g W, T,
Wao(6) = (4(9)820 + 02) S+ Ere¥ Ol
20, T, 3
Wi (6) = (4@, - q®)g1) - £, + Ea.

2a)n T,
Utilizing the definition of A(7.) and combining Eq (5.15) and the above discussions, it follows that

. nz _l
E = (2zwn + dlﬁ —ai ‘ —61122 ) (520),8%,

_aZIe—lenT* 21(1);1 + dzlz_z —axn V20

Mathematical Biosciences and Engineering Volume 17, Issue 4, 3520-3552.



3543

> -1
E, = (dll_z —an —aj, ) (gll)ﬁﬁ.

2
n
—azi 'y —an Vi1

Thus, we can compute the following formulas which determine the direction and stability of
bifurcating periodic orbits:
Ci(0) = (811820 — 2lgul” — $1g02l") + 58215
20, T, 3 2
_ Re(C1(0)
Re('(1.))’ (5.16)

B> = 2Re(C1(0)),
_Im(C1(0)) + palm(X (x.)

Wy Ty

Mo =

0 =

In fact, u, determines the directions of the Hopf bifurcation, 5, determines the stability of the
bifurcating periodic solutions, 7, determines the period of bifurcating periodic solutions. Moreover,
by [41], we have the following results.

Theorem 5.1. For any critical value 7). the following statements valid

(D) If uio > 0 (resp. < 0), then the Hopf bifurcation is forward (resp. backward), that is, the
bifurcating periodic solutions exist for T > 7 ( resp. T < 7).

(2) If B < O (resp. > 0), then the bifurcating periodic solutions are orbitally asymptotically stable
(resp. unstable).

(B)If T, > 0 (resp. < 0), then the period increases (resp. decreases).

6. Numerical simulations

In this section, we perform some results of the numerical simulations to illustrate our mathematical
findings in the previous sections. All of our numerical simulations employ the Neumann boundary
conditions.

6.1. Global stability

To portray the global stability of trivial steady state E, and the positive constant steady state E,,
leta = 1.35,b = 0.01,c = 1.353,d = 0.5676,6 = 1,h = 0.28,p = 0.045,s = 0.001, by simple
calculation, we are able to obtain (o + & — 1)> < 4(dh — p). It follows from Theorem 4.2 that E,
is globally asymptotically stable. It can be seen Figure 1a. Moreover, denote a = 0.2,b = 1.5,¢ =
1.35,d = 0.5676,6 = 1,h = 0.06,p = 0.045, s = 0.01, then the unique positive constant steady state
E. = (0.8984,0.6894) is globally asymptotically stable by Theorem 4.6. As shown in Figure 1b.

6.2. Turing instability

We consider the Turing instability with respect to the unique positive constant steady state E, of
system (1.7) with 7 = 0. Leta = 1.2,b = 0.5,¢c = 04,d = 1.8,6 = 0.15,h = 0.161,p = 0.5,s =
0.2,d; = 0.005,d, = 0.5 and / = 4. By simple calculation, we obtain that system (1.7) has a unique
positive steady state E. = (0.0527,0.1547). It follows from Theorem 4.4 that assumption (H;) ~ (H3)
and (Hs) ~ (Hg) are satisfied, that is, the positive steady state E, for the ODE system is stable. However,
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Figure 1. (a) The trivial state steady E, of system (1.7) is globally asymptotically stable. (b)

The positive constant state steady E. of system (1.7) is globally asymptotically stable.
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Figure 2. The positive steady state E, = (0.0527,0.1547) is Turing unstable, and there exists
a stable nonconstant steady state solution.

for the PDE system, the positive steady state E. becomes unstable, and system (1.7) has a stable
nonconstant steady state solution, which means that a Turing instability occurs. This is shown in
Figure 2. It portrays that the population is irregularly distributed in space. We also observe that the
system (1.7) has a stationary spatial pattern, that is shown in Figure 3. Moreover, choose d; = 0.01, we
are able to observe that under the effect of diffusion coefficients of d, , system (1.7) portrays different
spatial patterns that can be periodic, stationary, as shown in Figure 4.

6.3. Delay induced Hopf bifurcation in system (1.7)

Firstly, we consider that the unique positive constant steady state E, of system (1.7) is locally
asymptotically stable forall 7 > 0. Leta = 1,0 = 0.5,¢ =04,d =2,6 = 0.15,h = 0.01,p = 0.5, s =
0.2,d, = 0.01,d, = 0.02. By calculation, the positive constant steady state E, = (0.3783,1.2611), the
conditions (H;) ~ (H4) and (H7) are satisfied. It follows from Theorem 4.5 that the unique positive
constant steady state E, of system (1.7) is locally asymptotically stable for all 7 > 0 in Figure 5.

Consider system (1.7) with the parameters a = 1,b = 0.5,¢ = 0.4,d = 2,6 = 0.15,h = 0.1,p =
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Figure 4. Examples of spatial patterns for d, = 0.02(left), d, = 0.2(right).
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Figure 5. The local asymptotic stability of positive equilibrium E, = (0.3783,1.2611) for
system (1.7) for all 7 > 0. 7 = O(left), T = S(right).
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Figure 6. The local asymptotic stability of positive equilibrium E, = (0.1293,0.4311) for
system (1.7) when 7 = 0.

0.5,5s =0.2,d, =0.01,d, = 0.02 and / = 1. Calculation shows that system (1.7) has a unique positive
constant steady state £, = (0.1293,0.4311). Hypothesis (H;) ~ (H4) and (Hyg) satisfy for n = 0, by
calculation we have wy = 0.0652. It follows from Theorem 4.7 that homogeneous Hopf bifurcations
occur at Té ~ 6.1868 + 96.3679; for j € Ny. We use the forward Euler method to find numerical
solutions to system (1.7) with 7 = 0, 5.85, 6.20, respectively. From Theorem 4.3, the unique positive
constant steady state £, = (0.1293,0.4311) of system (1.7) with 7 = 0 is locally asymptotically stable,
it can be seen from Figure 6.

As shown in Figure 7 and 8, we observe sustained oscillations when delay 7 crosses the critical
value 79 ~ 6.1868. We have 1'(7)) ~ 0.0035 — 0.0014i by Lemma 4.4. From Theorem 4.7, we know
that if 7 € [0,7)), then the equilibrium E, = (0.1293,0.4311) is locally asymptotically stable. This
is shown in Figure 7. And we conclude that the equilibrium E, = (0.1293,0.4311) loses its stability
and Hopf bifurcation occurs when 7 crosses the critical value 78. By calculation and Eq (5.16), we get
C1(0) = -0.5076 — 1.4071i, p, =~ 145.0286 >0, B, = —1.0152 <0, T, = 3.9916 > 0.

Hence, it follows from Theorem 5.1 that the direction of the bifurcation is forward, and the
bifurcating period solutions are locally asymptotically stable. Moreover, the period of bifurcating
periodic solutions increases. This is shown in Figure 8. If 7 is increasing crosses the critical value
70 ~ 10.0462, a spatially inhomogeneous periodic solution occurs near the positive equilibrium
E. = (0.1293,0.4311). However, the bifurcating periodic solution bifurcating from the critical value
T(]) must be unstable on the whole phase space since the characteristic equation always has roots with
positive real parts for 7 > 78 ~ 6.1868. This is shown in Figure 9. Besides, as 7 increases further, with
the same initial values, the solution of system (1.7) converges to (0,0), which implies that the

increasing delay may cause the prey and predator to go extinct. As shown in Figure 10.

Mathematical Biosciences and Engineering Volume 17, Issue 4, 3520-3552.



3547

0.1294

0.12935

Prey u(x,t)
£
5

0.12925
0.1292

0.12915
4

2

distance x o o

08 208
> <
Los Sos
o 3
2
0.4 a04r
0.2 0.2
L L L L : L L L L 0 L . L L L
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 0 0.1 0.2 0.3 0.4 0.5 0.6
Time t Prey u(x,t)
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Figure 9. The positive equilibrium E, = (0.1293,0.4311) is unstable and spatially

inhomogeneous stable periodic solution bifurcates from E, for system (1.7) when 7 =
10.10 > 79 = 10.0462.
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Figure 10. The solution of system (1.7) converges to (0,0) with 7 = 15.9 > T‘f > 7'8.
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Figure 11. Stability region exploring the dynamics of the system (1.7) in the (h, T) parameter
space.

Mathematical Biosciences and Engineering Volume 17, Issue 4, 3520-3552.



3549

6.4. The effect of nonlinear harvesting

Considering the effect of nonlinear harvesting, we denote the parameters be the same as section 6.3
and & vary in [0.05,0.12]. The stability and instability regions of the unique positive constant steady
state E, for system (1.7) is depicted by mapping the nonlinear harvesting to the critical value of the
delay 7 in Figure 11. We observe that the nonlinear harvesting effect parameter /4 increases from 0.05
and 0.12, the Hopf bifurcation is occurred for lower critical values of 7. Meanwhile, we observe that
the harvesting effect parameter 4 has a significant effect on the stability of ecosystem.

7. Conclusions and discussions

In this paper, we focused on a delayed diffusive predator-prey system with food-limited and
nonlinear harvesting effect. Firstly, in order to prove the global stability of the solution, we gave the
existence of solution and priori bound. Meanwhile, we also derived the conditions of stability of the
nonnegative constant steady state solution. Moreover, the global stability of the trivial and positive
constant steady state is investigated. The conditions of Turing instability and Hopf bifurcation are
obtained for system (1.7), respecitvely. For the positive constant steady state solution, it is
demonstrated that Hopf bifurcation can be occurred when bifurcation parameter 7 increases beyond a
critical value. We derived the detailed formulas to determine the properties of Hopf bifurcation.

For the system (1.7), it follows from Theorem 4.2 and Theorem 4.6 that the trivial steady state E
and the positive constant steady state E,. are globally asymptotically stable under the certain
conditions (Figure 1), respectively. From an ecological point of view, due to the food-limited in the
natural environment, intraspecific competition in prey population increases, so nonlinear prey
harvesting is taken into consideration. Increasing the harvesting effect parameter 4 properly can
decrease the density of prey population so that relieve the pressure of intraspecific competition and the
system becomes stable under the certain conditions. However, if & crosses a certain value, the density
of prey population begins decreasing and may even become extinct (Figures 10 and 11). The diffusion
induces the occurrence of Turing instability for the positive steady state E., which means that system
(1.7) has a stable nonconstant steady state solution (Figures 2 and 3). Our results also reveal the fact
that delay can induce very complex dynamics phenomenon, and a positive constant steady state E, is
depicted to be locally asymptotically stable when the parameter 7 is less than the critical value 7.,
(Figure 7), and a stable periodic solutions will bifurcate from the constant steady state E. (Figure 8),
when the delay 7 increase and it crosses through the critical value 7., which means that a stable and
spatially homogeneous periodic solutions will occur at the critical value of delay 7., when the delay 7
continues to increase to a certain value, spatially inhomogeneous periodic solution bifurcates from the
positive constant steady state E, for system (1.7) (Figure 9). When the delay 7 is larger, the solution
of system (1.7) tends to (0, 0), that is, the population becomes extinct eventually (Figure 10).

From the biological point of view, it is clear that delay, nonlinear harvesting and diffusion effect
have a significant impact on the stability for ecosystem.

However, there exists many problems will need to be investigated for system (1.7). Firstly, the
selection results of Turing patterns are obtained by weakly nonlinear analysis [29,30]. Secondly, the
diffusion of the population is random and homogeneous in this paper, actually, individuals often
perform a nonlocal diffusion or heterogeneous diffusion in the real world. Finally, spatial memory and
cognition of animals has drawn much attention in the mathematical modeling of animal movement
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(i.e., memory-based diffusion) [42]. These problems will be investigated in the future.
Acknowledgments

We would like to express our gratitude to the referees for their valuable comments and suggestions
that led to a truly significant improvement of the manuscript. The work is supported by the National
Natural Science Foundation of China (11871475) and the Fundamental Research Funds for the Central
University of Central South University (2019zzts212).

Conflict of interest

The authors declare that they have no conflict of interest.

References

1. F Smith, Population dynamics in Daphnia Magna and a new model for population growth,
Ecology, 44 (1963), 651-663.

2. A. Wan, J. Wei, Hopf bifurcation analysis of a food-limited population model with delay,
Nonlinear Anal. RWA, 11 (2010), 1087-1095.

3. K. Gopalsamy, M. Kulenovic, G. Ladas, Time lags in a food-limited population model, Appl.
Anal., 31 (1988), 225-237.

4. X. Yang, Global attractivity in delayed differential equations with applications to “food-limited”
population model, J. Math. Anal. Appl., 344 (2008), 1036—-1047.

5. Y. Su, A. Wan, J. Wei, Bifurcation analysis in a diffusive food-limited model with time delay,
Appl. Anal., 89 (2010), 1161-1181.

6. S. Gourley, J. So, Dynamics of a food-limited population model incorporating nonlocal delays on
a finite domain, J. Math. Biol., 44 (2002), 49-78.

7. K. Gopalsamy, M. Kulenovic, G. Ladas, Environmental periodicity and time delay in a food-
limited population-model, J. Math. Anal. Appl., 147 (1990), 545-555.

8. F. Chen, D. Sun, J. Shi, Periodicity in a food-limited population model with toxicants and state
dependent delays, J. Math. Anal. Appl., 288 (2003), 136—146.

9. M. Fan, K. Wang, Periodicity in a food-limited population model with toxicants and time delays,
Acta Math. Appl. Sin., 18 (2002), 309-314.

10. S. Tang, L. Chen, Global attractivity in a food-limited population model with impulsive effects, J.
Math. Anal. Appl., 292 (2004), 211-221.

11. Z. Wang, W. Li, Monotone travelling fronts of a food-limited population model with nonlocal
delay, Nonlinear Anal. RWA, 8 (2007), 699-712.

12. B. Yang, Pattern formation in a diffusive ratio-dependent Holling-Tanner predator-prey model
with Smith growth, Discrete Dyn. Nat. Soc., 2013 (2013), 4542009.

13. Z. Yue, W. Wang, Qualitative analysis of a diffusive ratio-dependent Holling-Tanner predator-prey
model with Smith growth, Discrete Dyn. Nat. Soc., 2013 (2013), 267173.

Mathematical Biosciences and Engineering Volume 17, Issue 4, 3520-3552.



3551

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24,

25.

26.

27.

28.

29.

30.

M. Li, H. Shu, Multiple stable periodic oscillations in a mathematical model of CTL-response to
HTLV-I infection, Bull. Math. Biol., 73 (2011), 1774-1793.

A. Maiti, B. Dubey, J. Tushar, A delayed prey-predator model with Crowley-Martin-type
functional response including prey refuge, Math. Methods Appl. Sci., 40 (2017), 5792-5809.

C. Pao, Systems of parabolic equations with continuous and discrete delays, J. Math. Anal. Appl.,
205 (1997), 157-185.

S. Ruan, On nonlinear dynamics of predator-prey models with discrete delay, Math. Mod. Nat.
Phen., 4 (2009), 140-188.

H. Shu, L. Wang, J. Watmough, Sustained and transient oscillations and chaos induced by delayed
antiviral inmune response in an immunosuppressive infective model, J. Math. Biol., 68 (2014),
477-503.

Y. Song, M. Han, J. Wei, Stability and Hopf bifurcation analysis on a simplified BAM neural
network with delays, Phys. D, 200 (2005), 185-204.

G. Wolkowicz, H. Xia, Global asymptotic behavior of chemostat model with discrete delays,
SIAM J. Appl. Math., 57 (1997), 1019-1043.

D. Xiao, Dynamics and bifurcations on a class of population model with seasonal constant-yield
harvesting, Discrete Contin. Dyn. Syst. B, 21 (2007), 699-719.

R. Gupta, P. Chandra, Bifurcation analysis of modified Leslie-Gower predator-prey model with
Michaelis-Menten type prey harvesting, J. Math. Anal. Appl., 398 (2013), 278-295.

H. Zhao, X. Zhang, X. Huang, Hopf bifurcation and spatial patterns of a delayed biological
economic system with diffusion, Appl. Math. Comput., 266 (2015), 462—480.

H. Fang, Existence of eight positive periodic solutions for a food-limited two-species cooperative
patch system with harvesting terms, Commun. Nonlinear Sci. Numer. Simulat., 18 (2013), 1857—
1869.

H. Fang, Multiple positive periodic solutions for a food-limited two-species ratio-dependent
predator-prey patch system with delay and harvesting, Electron. J. Differ. Equ., 2012 (2012),
1-13.

X. Meng, J. Li, Stability and Hopf bifurcation analysis of a delayed phytoplankton-zooplankton
model with Allee effect and linear harvesting, Math. Biosci. Eng., 17 (2020), 1973-2002.

S. Guo, S. Yan, Hopf bifurcation in a diffusion Lotka-Volterra type system with nonlocal delay
effect, J. Differ. Equ., 260 (2016), 781-817.

R. Han, B. Dai, Spatiotemporal dynamics and spatial pattern in a diffusive intraguild predation
model with delay effect, Appl. Math. Comput., 312 (2017), 177-201.

R. Han, B. Dai, Cross-diffusion induced Turing instability and amplitude equation for a toxic-
phytoplankton-zooplankton model with nonmonotonic functional response, Int. J. Bifurcat. Chaos,
27 (2017), 1750088.

R. Han, B. Dai, Spatiotemporal pattern formation and selection induced by nonlinear cross-
diffusion in a toxic-phytoplankton-zooplankton model with Allee effect, Nonlinear Anal. RWA, 45
(2019), 822-853.

Mathematical Biosciences and Engineering Volume 17, Issue 4, 3520-3552.



3552

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

D. Wu, H. Zhao, Y. Yuan, Complex dynamics of a diffusive predator-prey model with strong Allee
effect and threshold harvesting, J. Math. Anal. Appl., 469 (2019), 982-1014.

R. Yang, J. Wei, Stability and bifurcation analysis of a diffusive prey-predator system in Holling
Type III with a prey refuge, Nonlinear Dynam., 79 (2015), 631-646.

R. Yang, C. Zhang, Dynamics in a diffusive modified Leslie-Gower predator-prey model with time
delay and prey harvesting, Nonlinear Dynam., 87 (2017), 863—878.

H. Yin, X. Xiao, X. Wen, K. Liu, Pattern analysis of a modified Leslie-Gower predator-prey
model with Crowley-Martin functional response and diffusion, Comput. Math. Appl., 67 (2014),
1607-1621.

F. Zhang, Y. Li, Stability and Hopf bifurcation of a delayed-diffusive predator-prey model with
hyperbolic mortality and nonlinear prey harvesting, Nonlinear Dynam., 88 (2017), 1397-1412.

Q. Ye, Z. Li, M. Wang, Y. Wu, Introduction to Reaction-diffusion Equations ( 2" edition), Science
Press, Beijing, 2011.

D. Murray, Mathematical biology II, in Spatial Models and Biomedical Applications, Springer-
Verlag, 2003.

A. Turing, The chemical basis of mokmorphogenesis, Philo. Trans. Roy. Soc. London Ser. B, 237
(1952), 37-72.

M. Wang, P.Y. Pang, Global asymptotic stability of positive steady states of a diffusive ratio-
dependent prey-predator model, Appl. Math. Lett., 21 (2008), 1215-1220.

J. Wu, Theory and Applications of Partial Functional Differential Equations, Springer-Verlag,
New York, 1996.

B. Hassard, N. Kazarinoft, Y. Wan, Theory and Applications of Hopf Bifurcation, Cambridge
University Press, Cambridge, 1981.

Y. Song, S. Wu, H. Wang, Spatiotemporal dynamics in the single population model with memory-
based diffusion and nonlocal effect, J. Differ. Equ., 267 (2019), 6316—6351.

©2020 the Author(s), licensee AIMS Press. This
is an open access article distributed under the

% AIMS Press

;53; terms of the Creative Commons Attribution License

(http://creativecommons.org/licenses/by/4.0)

Mathematical Biosciences and Engineering Volume 17, Issue 4, 3520-3552.


http://creativecommons.org/licenses/by/4.0

	Introduction
	Existence of solution and priori estimate
	The nonnegative constant steady states of system (1.7)
	Stability and bifurcation
	Stability and direction of Hopf bifurcation
	Numerical simulations
	Global stability
	Turing instability
	Delay induced Hopf bifurcation in system (1.7)
	The effect of nonlinear harvesting

	Conclusions and discussions

