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Abstract: In this work, we investigated a predator-prey model based on ecodemiology in which the
predator population was infected with a transmissible illness, and the time delay equaled the predator’s
gestation period. Predators can be divided into two separate groups: The ones that are infected and
the ones that are susceptible to infection. Assume that the infected predator’s sickness is thought to be
treatable. The explanations for the solutions’ positive invariance and the reason there are equilibria are
stated in the suggested system. We showed the boundedness of the system solutions. Additionally, the
local stability of every possible equilibrium point was investigated with respect to delayed as well as
non-delayed systems. Furthermore, time delay has been demonstrated to be essential for controlling
the dynamics of the system, and the periodic solutions were known to exist through Hopf bifurcation
in connection to gestation delay. Also, our finding showed that treatment for infected predators have
an influence on the dynamics of the system. Lastly, a computational simulation is used to verify the
conceptual inquiry’s conclusion.
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1. Introduction

Predator-prey dynamic relationships are fundamental to both mathematics and biological ecology.
Due to the fundamental work of A. J. Lotka [1] and V. Volterra [2], the first predator-prey model
was developed and examined. Since then, a tremendous amount of effort has been completed, and it
continues to increase yearly. Many academics have been developed and studied mathematical models
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that consider the myriad complex interactions that take place between interacting species in recent
years [3-7].

Diseases are prevalent in nature, and most of diseases are spread by contact between members of
the same species or distinct species who are diseased and healthy. As a result, from an ecological
and mathematical perspective, comprehending the eco-epidemiological model is essential. One of the
most crucial aspects of epidemiology is the mathematical representation of disease transmission. In
the majority of epidemic models, the assumption is that disease transmission proceeds according to a
density-dependent rule. Several noteworthy investigations have been carried out about the influence of
infectious diseases on the dynamics of the population of prey and predators, in which the illness infects
the prey as well as in which the illness infects the predator (see e.g., [8—13].) In [11, 12], nonlinear
infection rate has been studied using Holling type III functional responses. Notable studies on illness in
populations of prey and predators at the same time have also been conducted in recent years [14—17]. It
has been well acknowledged that one way to lessen and completely eradicate illness in a population is
through treatments. Multiple studies have found different treatments for different infectious illnesses.
Managing the transmission of disease infection among both prey and predator species by therapy has
been studied in a prey-predator system in the past few years [18-20].

Considering lags in time happen in almost all biological circumstances, time-delayed models are
significantly more realistic. It makes more sense to assume that the time required for the predator
to complete the gestation period will cause the reproduction process to be delayed rather than
occurring immediately after its prey is consumed. By introducing temporal delays, the models display
more intricate responses and adopt a more pragmatic perspective on understanding the relationships
among prey and predator. Delay differential equations typically exhibit far more complex dynamics
in contrast to standard differential equations. Consequently, throughout time, investigations have
been conducted on more realistic models of interacting populations by introducing time delays into
biological models [21-25]. Many researchers created and studied delayed eco-epidemic models, in
which the illness infects the prey and as well as disease infection in the predator [26-30].

Our knowledge indicates that Hopf bifurcation is crucial to comprehending the system’s dynamic
character. Hopf bifurcation finds the parameter value at which the stability of a system suddenly
shifts and a periodic solution appears [31-34]. One of the main goals of the study is to determine if
the interior equilibrium is asymptotically stable and this condition reflects the possible equilibrium to
which the system will surely develop from any beginning condition.

The confluence of a transmissible sickness that is affecting predator populations with the temporal
lag is brought on by the predator’s gestation of Holling type III functional responses and also by
treatment of infected predator, which we are concerned about. The prey population is represented by
x(t), the susceptible predator population denoted by y(7), the infected predator population denoted by
z(t), and the treatable predator population is denoted by w(z) at a given time t. These presumptions are
made in order to create the intended model:

(A1) Assume that the prey species increases logistically with a natural growth rate r and an
environmental carrying capacity K in a lack of diseases and predators. Predator that is susceptible
or infected can eat prey and come up with a Holling type-II functional response in the process. In this
case, the half saturation constants for the susceptible predator and the infected predator, respectively,
are a; and a,. The prey-predation coefficients in this case are m and n, respectively, with regard to the
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susceptible predator and the infected predator. As a result, the prey population’s differential equation
is as

(1.1)

dx X mxy nxz
= rx(l - —) -

dt ay+x2 a,+x%

(A2) A straightforward mass action rule ayz that follows the spread of illness between the predator
groups. As determined by e; and e,, respectively, the prey population’s conversion factors into
susceptible and infected predator populations. For susceptible and infected predator populations, we
assume proportional harvesting, with H; = ¢ E; and H, = ¢,E,. Here, g, g, represent the catch-
ability coefficients for susceptible and infected predator species, and E;, E, represent the harvesting
efforts for the respective susceptible and infected predator species. We also assume that 7 be the
gestation delay of the susceptible and infected predator. As a result, the susceptible as well as infected
predator population’s differential equation is as

dy eymx(t — T)y(t — 7)

= - — Hy+ bw, 1.2
dt ay + x*(t—1) @y My oW (1.2)
dz enx(t —1)z(t — 1)
— = + - Hy7 — . 1.3

(A3) Treatment rate of infected predator is 3, and b is the rate of infected predator that can only recover
through treatment. Also, c is the death rate of infected predator under treatment. The proposed system
demonstrated clearly in the schematic diagram (cf. Figure 1). As a result, the treatment population’s
differential equation is as

d
d—V: = Baw—bw — cw. (1.4)
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1. Schematic Presentation of above model

rx (1- x/K)
H1y
PREY (x) SUSCEPTIBLE
eimxy/(artx"2) eymx(t-t) y(t-t)/(artx 2 (t-1)) PREDATOR (y)
eznxzf(az+x2)
bw
ayz

eznx(t-1) z(t-t)/(a+x 2(t-t))

INFECTED TREATABLE
W
PREDATOR (z) 3 PREDATOR (w)
y
H,z cw

Figure 1. Schematic representation of the system (1.5).

We have the following mathematical delayed model based on the previously stated assumptions:

dx _ (1_1)_ mxy Xz
a - K) a+x2 a+x¥
dy eymx(t — T)y(t — 1)
- = - -H bw, 1.5
dt a+xX(t—-1) wz 1+ ow (1.5)
dz eonx(t —1)z(t — 1)
i —H,7 —
dt a + x2(t — 1) +ayz = Hyz = fow,
aw  _ b —
i Bzw — bw — cw,
with inital conditions:
x() = ¢1(1) 20, y(1) = ¢a2(1) 2 0, z(2) = $3(£) 2 0, w(t) = ¢p4(t) 20 ¢t € [-7,0]. (1.6)

The current investigation is set up as follows: An eco-epidemic model has been built and explained
with introduction in Section 1. The positive invariance of the model’s solutions, as well as the viability
and validity of the equilibria, are covered in Section 2. The Hopf bifurcation’s existence and local
stability are covered in Section 3. The stability direction of the Hopf bifurcation analysis is examined
in Section 4. In Section 5, we present some numerical simulations to illustrate our hypothesis. Lastly,
the findings are given in Section 6.
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2. Basic properties of the model

In addition to the positivity invariance and boundedness of the solutions, this section describes the
equilibria of the delayed system (1.5).

2.1. Positive invariance

Proposition 1. Here is an a positive solution to the system (1.5) for the a positive starting condition
x(1) = ¢1(t) 2 0, y(1) = ¢a(t) 2 0, z(t) = ¢3(1) 2 0, w(t) = Pa(1) 20 1 € [-7,0].

Proof. We are aware that the effectiveness of the system’s solutions determines whether populations
survive. The system (1.5) can be written as

dy
— =5 (X.1,7) where, Y(1) = 010, y2(0), y3(0), ya () = (x(1), y(1), 2(1), w(1))" € R*
and § (¥,1,7) is given by

s [ m(-g) - -

eymx(t—7)y(t—7
sno=||= LoD —axy = hiy + bw,
53 i Ttz —hz—fw
54 Bzw — bw — cw.

It is easy to confirm using system (1.5) that if Y(f) € R? is selected so that x = 0,y = 0,z = 0, and
w = 0, then

SiVly—oyert = Si0) =0 fori=1,2,3,4.

Each possible solution of the system (1.5) with starting values x(t) = ¢(¢) > 0, y(t) = ¢,(¢) >
0), z(t) = ¢3(t) = 0, w(t) = ¢4(t) = 0,1 € [-7,0], ¢;() € R* by using the lemma (cf. Kuang [35]), say
Y(¢) = Y[t; U(0)] V ¢t > 0, meaning that it stays positive over the whole region R*, ¥ ¢ > 0.

2.2. Boundedness

Proposition 2. The total number of predators, prey, and treatable populations in the system (1.5) are
all still restricted from above.

Proof. Let X = (e; + e2)x(t — 1) + y + z + w. For any nn > 0, we have

X
— +nX = + t—
g ThX=lat et K ar +x*(t = 1) ay + Xt = 7)
—Hy—-Hyz—cw+nl(e;+e)x(t—1)+y+2],

x(t—1)
K

(1 Xt - T)) Cemx(t—n)y(t—1)  emnx(t — 1)zt — 1)

< (e +ez)rx(t—7)(1 +n- )+(n—H1)y+(n—Hz)z+(n—C)w,

_ K@+ e +e)
B 4
Choosing sufficiently small  such thatn < Hy, n < H,, and n < ¢ we get

+m—-H)y+n—H)z+(n—c)w.
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dX
—+nX < M|=
dt

K+ 1)(es + ez))
1 .

By use of Gronwall’s inequality [36] application we get
M -nt -nt
0<X)<—({1-e™)+X(0)e™.
n

Consequently,t - 0o = 0 < X(?) < % This suggests that any solutions for the system represented
by (1.5) are bounded.

2.3. Equilibria
The prey-predator model (1.5) has at least eight feasible and two infeasible equilibrium points.

(1) Trivial equilibrium point Ey(0, 0,0, 0) and equilibrium point E;(K,0, 0, 0) to the system (1.5) are
always exist.

(2) Disease-free and treatment-free equilibrium point E3 (xf, 3,0, 0) with x5 are the positive roots of

K—xt .. ) ey ) )
H\x* — eymx + Hya; = 0 and y; = rele]xz). This is possible to reach the equilibrium point E, if
H, < 2= x, < K. Here, without treatment disease does not exist between the predator.

V2a

(3) Healhy predator-free and treatment-free equilibrium point E% (x?, 0,73, O) with x3 are the positive

K—x% . . .
roots of Hyx> — eonx + Hya, = 0 and 5= rez;Hf). E; is feasible if H, < \j% and x3 < K. Only

infected predator species coexisted with prey species without treatment in this instance.

(4) There exists an infeasible boundary equilibrium point, namely E4(x4, Y4, 24, Ws), Where xg =

-1 - _H —
O,y4—a,Z4— a"w4_0'
[ . 2_ — 2 —
(5) Treatment-free equilibrium point Es (xs, s, zs5,0) where ys = W,Zs = W
and where x5 is the positive root of the equation
5 4 3 2 _
155)6 + 154)6 + l53x + 152)6 + l51x + 150 =0, (21)

where
Iss = ra,ly = —Kra, Isy = r(aiiq,)a, Isp = K(mH, —nH,) — rKa(a;, + a»),

sy = rajax(ey — e3), lso = K(mHya, —nHay) — raya,Ka.

The equilibrium point Ejs is feasible if (2.1) has at least one positive root with e;n > 2H, 4/a, and
eym > 2H; fa;. Maximum numbers of positive roots of the (2.1) in x5 are given in the following
Table 1.
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Table 1. Possibilities of multiple positive roots of the Eq (2.1).

Max. No.
of +ve | sign of Iss | sign of Is4 | sign of [s; | sign of Is; | sign of Is; | sign of I5
roots

4 + - + - + —

3 + - + - + +

3 + - + + + -

3 + - + + + +

(6) There exists another infeasible boundary equilibrium point, namely, E¢(x¢, V6, 26, Ws ), Where xg =
0 _ __H _ btc We = _ Hy(H B+ab+ac)
» Y6 = THprac> 6= 5o Wo = B(HB+ac)

(7) The interior equilibrium point E* (x*, y*, z*, w*) with

| ab+c)+p enx” e mpBx*
y :E(H2+ b _a2+x*2_b(a1+x*2))’
. _b+c
7= 5
W o l(Hl . alb+c)  emx’ )
b b a, + x*?

and, here, x* is the positive solution of this equation:

L(X) = l77x7 + l76X6 + l75x5 + l74x4 + l73x3 + l72x2 + lx+ l70 =0, (22)

with l7; = rbaf, ;s = —rbKap, ;5 = rbaf 2a; + ay),

l74 = KB (mH,b + mba + mca + mBH, — rba(2a, + a,)),

I3 =p (rbala(l +2a,) —ﬁm2K61 - bezmn) ,

l7p = Kbna (b + ¢) + mKB (a; + a;) (BH; + BH, + ab + ac) — rbafa, K (1 — 2a,),

I = ra%azbaﬂ - Kelagmzﬁz — bBe,mnay,

lo = aja;mKB(ba + ca + bHy) + aya;mKH,bB + abanK(b + ¢) — Ka%az.
Here, E* is feasible if at least one positive root exists in L(x) above, y* and w* are
also positive numbers. Finding the precise condition under which E* becomes viable in
a system without an explicit expression and with additional complexity for the equilibrium
points is difficult. However, a numerical integration of system (2) offers important
information. Now if we chose parameters as follows: (r,k,m,n, ey, e, ay,a,,b,c, Hy, Hy,a,3) =

(5,1,2.5,1.2,2.1,1,0.8,1.1,0.2,0.1,1.5,1.4,0.5,0.1), then the system (1.5) has a positive
equilibrium point E*(x*, y*, z", w") = (3.36,6.97, 8.85, 1.01).

3. Analysis of local stability and bifurcations

At this portion, the local stability of each of the system’s seven potential equilibrium points—both
with and without delay—is investigated. Moreover, see the effect of the parameter 7 on the
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system (1.5). First, we compute system (1.5)’s Jacobian matrix, which is provided by

ap ap as 0
J bgle_/h ay + b22€_/h —ay b
E= _ B
b31€ AT az assz + b33€ AT —ﬁZ ’
0 0 ﬁW ayq
where
2 2
an=r{l-—]- 7T 5 A1 = ———,
K (a1 + x2) (a> + x2) a, + x
nx eymy(a; — x?) eymx
ag=———"3, b =—"F—5—, dn = -H —az, by = 5>
a, + x (a; +x) a+x
2
éernzg (Clz — X ) enx
b1 = .5 433 =ay - Hy, by = 5 Qu =pz—b-c
(a2 + x2) a) + X

and where A is the characteristic value obtained from the delayed system’s linearization.
Theorem 1. E to the system is always unstable.

Proof. At E, the eigenvalues are Aoy =r > 0, Ay = —h; <0, A3 = —hy <0,and Aoy = -b—c < 0.
Therefore, E is always unstable.

Theorem 2. For any 1, E|(K,0,0,0) to the system (1.5) is asymptotically stable if, and only if, ;1’ TI?Z <
H, and a?ffz < H, are satisfied. It will be unstable otherwise.
Proof. The eigenvalues of Jg, are A;; = -r,djp =-b—c¢
eimK _|
Az = ——e %" - Hy, 3.1
13 ar + K2€ 1 (3.1)
eoxnK
Ay = ——e """ — H,. 3.2
14 a + K2€ 2 (3.2)
For 7 = 0, the eigenvalues of Jg, are —r, —b —c, 51111152 — H,, and aizfll({z — H,. Thus, for 51‘:"52 < H, and
% < H,, E; to the system (1.5) is stable; if not, it will become unstable.
When 7 # 0, an eigenvalue A;; = —r, A; = —b — ¢ is unable to bring about stability in the system.

The locations of each of these Eqs (3.1) and (3.2)’ roots determine whether this equilibrium point
E, is stable. Write A;3 = yu; + io; in Eq (3.1) and, following splitting it into its real and imaginary
components, we obtain

elmK _
u +Hy = - Kze KT cos(omy 1), 3.3)
K
o = _a‘leKze-W sin(ory7). (3.4)

Because the left-hand portion of the real component of (3.3) remains strictly greater than the righthand
side’s magnitude, u; must be negative if H; > ;}‘Tlfz and p; > 0. As a result, there must be a negative
real component at the roots of Eq (3.1). Likewise, we can demonstrate that there is a negative real
component for (3.2) if H, > ;;fK . Therefore, E, is stable for all 7 for H, > 4"£ and H, > X

. . . K? a+K? am+K?"
Otherwise, it will be unstable.
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Theorem 3. Disease-free and treatment-free equilibrium point E»(x,,y,,0,0)

(i) when T = 0, it is asymptotically stable to the system (1.5) for a;ff < H, —ay,, Ai+A;>0,and
A, + Ay > 0O

(ii) when T # 0, the system (1.5) can undergo a Hopf-bifurcation if 3 > H, — ay, and A% - A3 < 0.

Proof. At E»(x2,¥,,0,0), the eigenvalues of Jg, are Ay} = -b —c,

- H2 + ay», (35)

and the other the two eigenvalues 1,3 and A4 consider the roots of this equation

A +AA+A + (A3 +A) e =0, (3.6)
where
2 2
2 my,(a; — x 2 mHy,(a; — x
PR A ] et RN P A W) k)
K 2\2 K 2
(Cl] + XZ) (Cl] + )Cz)
2
A= elmxzz’ Ay = r(l ~ ﬁ) elmeZ.
a; + X5 a + X5
When 7 = 0, the eigenvalues of Jg, become Ay; = —b — ¢, Ay = 225 — H, + @y,, and A3 and Ay4 are

(1+X

the roots of the equation A> + (A| + A3) A + A, + A4 = 0. Therefore, E, will be asymptotically stable if
A;+A;>0,A+As>0and * ez”” < H, — ay»; otherwise, it is unstable.

Take 7 # 0. In order to ascertaln the effect of the time delay 7 on stability, we therefore study 7 as
the bifurcation factor. In (3.5), we begin by looking for a purely imaginary root io, 0, € R. After
splitting each of its real and imaginary components and removing 7, we obtain

2 érnxy
0-2 =

2
2) — (Hy — ay,)*. (3.7)

a, + X5

Then, from (3.7) o, € R if ezf‘zz > H, — ay,. Once more, searching in (3.6) for a purely imaginary
Ro)

root io3, 03 € R, we have divided the expression into its real and imaginary components, removing T.

Then,

03 + (A — A3 — 2A))05 + A5 — A = 0, (3.8)
( 2)<2 222
2 my;\a; — X m-e’x
where, A — A2 =24, = H? + (1—%)— e
(a1 + x%) ] (a1 + xz)
2 2 2

s, |mHy (Cll - xz) 2%, 2x\ e;mx;
A2 A% = (1= 22| - |12 a
(a1 + x%) ap + X3

We can see that if A3—AZ < 0, then there is a positive real root of (3.8). Consequently, adding a temporal
delay to the model may cause a Hopf-bifurcation, which we shall demonstrate using MATLAB in the
numerical simulation section.
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Theorem 4. Treatment and healthy predator-free equilibrium point E3(x3,0, z3,0)

(i) when T = 0, it is asymptotically stable to the system (1.5) for Z‘lm” < H; +az, B+ B3 >0,and
B2 + B4 > 0,

(ii) when T # 0, the system (1.5) can undergo a Hopf-bifurcation if - 43 > H; + azz and B5 — B} < 0.

Proof. At E»(x3,0, z3,0), the eigenvalues of Jg, are A3; = —b —c,

€1mxs

ay +x3

—AnT

Az = - H; —az, (3.9)

and other the two eigenvalues, 433 and As4, are the roots of the following equation

A>+BiA+ B, + (B3A+By) e =0, (3.10)
where
2 2
2 nzzla, — x 2 nHyzz(a, — x
BI:Hz—r(l—%)+(—;),BZ:—er(l—%)+ ( 23)
(az + x%) (az + x%)
By = eznx32, B, (1 _ &) eznx32.
a, + X3 a, + X3
When 7 = 0, the eigenvalues of Jg, become A3y = —b — ¢, A3, = =3 — H| — az3, and A33 and

a1+x§
A4 are the roots of the equation A% + (B; + B3) A1 + B, + B, = 0. E; gets asymptotic stability when

Bi+ B3 >0,B,+ By >0, and > e""’“ < H; + azs; otherwise it is, unstable.
3

Take 7 # 0. We now 1nvest1gate 7 as the bifurcation parameter in an attempt to determine the impact
of the time delay 7 on stability. In (3.9), we begin by looking for a purely imaginary root ioy4, o4 € R.
After splitting it into its real and imaginary components and removing 7, we obtain

2
o2 = |25 (H ez 3.11)
a + x3

Then, from (3.11), o4 € R if "’1"”‘ > H,; + azz. Once more, searching in (3.10) for a purely imaginary
root ios, 0’5 € R, we obtain it after dividing it into its real and imaginary components and removing 7,

ot + (B} - B - 2By)o: + B, - B, = 0. (3.12)
2
— x2 2,2.2
2 ni\a — x n-esx
with B — B - 2B, = H; + (1_ ;;3)_ ( 23) _ 2 32
(a2 + x%) (az + x%)
Haza (a2 - 3) 2
ntpzz(ax — x 2 2
B-B = SR e | Y Y P i
( 2)? K K ) a, + x?
a2+x3) 2 3

We can see that if B — B3 < 0, consequently, there is a real, positive root of (3.12). Consequently,
adding a temporal delay to the model may cause a Hopf-bifurcation, which we shall demonstrate using
MATLAB numerical simulation.
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Theorem 5. It is assumed that the conditions (D), (D), (Ds) hold for system (1.5). Treatment-free
equilibrium point Es (xs, ys, z5) is locally asymptotically stable when T € [0, 7¢) and a Hopf-bifurcation
takes place when T = T1y,.

Proof. Our current objective is to look at how time delays affect the system in the absence of treatment.
The system’s characteristic equation at E5 may be written as

2+ d1/12 +doAd+d3 + (d4/12 +dsAd + d6) e+ (d7A + dg) e = 0, (3.13)
2 *\2
2 mys\a; — x nzs(a, — (x%)
wheredl:H1+H2+a(zs—y5)_r(1_£)+ ( 225) ( . ),
K (ar + x3) (Clz + xg)

dy = la(ys —z5) — (H, + H»)]

_ (1 2x5) m (al - .X?) y5 nzs (a2 - Xg)
r —_——_— j— —
VoK) e ey

+ HH;, + azs(Hyzs — H1ys),

( 2x5) mys (a1 - xg) nzs (az - xg)
dy = |r[1-25) - _
K (a1 +x3)? (a5 + xg)2

€1MXs €rnXs

|B(H\ys — Hyzs) — HiH,],

d4 = B - 7
ar+x;  a+x;
J 1 2x5\| eymxs e nXs eim(ays — Hy)xs  eon(Hy + azs)xs
s =71 - — _
K Jlay+xt ay+x2 a + X3 a + X3

mMnXs
(az + x)(a; + x2)

[ezy* (al - xg) N €125 ((12 - Xg)]

a + X3 a + X3

nmnxs
(a; + xé)(al + x?)

x (a - c(xs)?)| + r(l - %)

[((81 —e))azs — e Hy) ay” N [(e1 — ex)By" — e1H,] 2"
a+ x* a+ bx* + c(x*)?

exn(Hy + Bzs)xs — exm(Bys — Hy)xs

K a+bx* +cxi a+ x5 ’
elezmnxg relezmnx§z5 (K —2xs5)
7= , dg = — .
(a1 + x3)(az + x3) K(a; + x2) (az + xﬁ)

Case 1: When 7 = 0, then characteristic equation changes to
X+ (di +d)X + (dy + ds + d7)A + d3 + ds + dg = 0. (3.14)

Es is asymptotically stable when using the Routh-Hurwitz criteria on (3.14), provided that the
following 1s true (Dl) : dl + d4 >0, d3 + d6 + dg > 0, and (dl + d4)(d2 + d5 + d7) — (d3 + d6 + dg) > 0.
It follows that these formulas cannot be used to infer the explicit parametric conditions required for
the asymptotic stability of the treatment-free equilibrium point E5s. We shall demonstrate these results
using numerical simulations.

Case 2: Take 7 > 0. Currently, we are attempting to identify a periodic solution with biological
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significance. We replace A = iw(w > 0) in (3.13) to obtain the periodic solution of (1.5). By comparing
both the real and imaginary portions, we obtain these equations:

(dg — dsw?) cos(wT) + dsw sin(wt) + dg coswT) + dyw sinwT) = dyw* — ds
(ds — dyw?) sin(wT) — dsw cos(wT) + dg sinRwT) — dyw cosRwT) = dyw — W*
which gives

w|dsw* + {dids — dg - du(dy + do)} w* + de(dr + dy) — ds(ds + d) |

sin = 3.15
(wn) W + (& — 2dy)w + (2 — 2dvds — 2P + & — 2 G-15)
(ds — didy)w* + {ds(d7 — dy) — du(ds — d3) + d1de} W* + do(ds — d3)
cos(wT) = 3 > 7 > AV R . (3.16)
w® + (d} = 2dy))w* + (d; — 2d,d5 — d7)w* + d5 — dj
After squaring and adding (3.15) and (3.16), we obtain
w"? + 150" + 1,0° + W + Ho' + KW 1y =0, (3.17)

ts = 2d; — 4d, — dj,

ts = (d - 2d )2—2(d2—2dd — d3) = (ds — dyds)* +2d, (de + du(dy + do) - dyds)

4 = \4 2 2 143 7 5 104 4 (dg 4(d7 2 14s) ,

ty = 2(d3 — d§) + 2(d} - 2d>) (&5 - 2dvds - d5) — [do + da(dr + dy) — dyds)’
= 2dy [de(d7 + do) — ds(ds + dg) — 2 (ds — didy)) [ds(d7 — dy) + du(ds — dg) + ddg],

2 2112 2 2 3 2

tr = {(d3 - 2dds — d)| +2(d} - 2dy) (d3 — d3) — {ds(d7 — o) + du(ds — dy) + dyds)
= 2{d\ds — ds — ds(d7 + dr)}{ds(d7 + d>) — ds5(d5 + dg)} — 2ds (ds — d1ds) (ds — d3),

ty = 2(d3 — i — 2d1ds) (d3 — d§) - 2de (ds — d3) (ds(dr — do) + da(ds — ds) + dyds)
—{de(d7 + db) — ds(d5 + dg)}*

to = di + dg — 2d3d; — di(ds — dg)*.

(D,) : wy is taken to be a positive root of Eq (3.17). Then from (3.15) and (3.16), we have

[ |dsw; + (dids — ds — du(dr + d)} W} + ds(dy + do) — ds(ds + ds)| | 2kn

Ty = — arctan +

“7 wo (ds — dvd)wyy + {ds(d; — db) — du(ds — d3) + dide} wj + de(ds — d3) wo
k=0,1,2,3..

9

We will now investigate the transversality condition of the Hopf bifurcation. When (3.13) is
differentiated with regard to 7, it yields

dl
e [2d4a +ds+QBP+2diA+dy)e™ —dre ™ + 1 {(43 +di A+ dr A% + dy)e™ — (doAd + dg)e-“}]
=
=1 {(d7/l +d)e™ — (B +di 2+ dod + d3)e’”}
=1 {2(d7/l + dg)e™ — (dyA* + dsA + d6)e’”}

d/l)_l 2d4d+ds + B +2d A+ do)e' + dre T 7

- -

hich leads t - .
Which feads fo ( A2 + dg)e ' — (dad® + dsd + dg)ev™] A
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Following basic yet typical computations, we obtain
]’ _CiC3+ G20y
dr -+

C| =2p109CcoswyTy — (361)(2J — P2 — p7) SInwoTy + 2pawo,

, Where

A=iwp,T=Tp

2 -
Cy = Bwgy — p2 — p7) COS woTy + 2p1wo SIn wyTy — ps,
C3 = Wy {2]98 COS WoTo + 2p7w0 sin WoTo + p4w(2) + p6} s

C4 = Wy {2p7a)0 COS wWoTp — 2p8 sin woTo — p5w0} .

However, the sign of [@L . is the same as the sign of R [%L . . Thus, the transversality
=iw),T=T( =1lwo,T=T0
condition R [4] > 0holds only when (Ds) : C1Cs + C2Cy > 0.
=iw,T=To

Therefore, the treatment-free equilibrium point Es is locally asymptotically stable when 7 €
[0,79), and a Hopf-bifurcation occurs at the equilibrium point E5 when 7 = 7, if the conditions:
(D)), (Dy), (D3) are fulfilled.

Our current objective is to examine the impact of time delay on the fluctuating behavior of
system (1.5) at the interior equilibrium point E* (x*,y*, z", w*), given the presence of prey, predator,
disease, and treatment. The system’s characteristic equation at E* written as

A+ P+ pal® + p3d+ pa + (ps A + ped® + prad + ps) e + (pod’ + prod + pun) e =0,

where

2x*) . my*(a; — x*) N nz* (‘12 - (X*)z)

=H +H,-b-c+B +a(Z -y)—r|l -
Pi 1 2 c+pTtalz -y r( K (a + x¥)? (ag+x*2)2

[ 2%\ my (a1 - xz) nz (a2 - x2)
A A e e
i K (a; + x?) (az + x?)
—(Hi+a)(ay" —Hy+Bz"—b—-c)+ (ay" — Hy))(Bz"—b—c¢) + azy*z* +,82w*z*,

_ oyt my* (611 _ x*z) nz* (a2 _ x*z)
(-%)

][—Hl —az' +ay —H,+B7" — b -]

] [H] Cly* - HQCZZ* — h]h2 —BZW*Z*

p3 = - -
| K (ar + X*z)2 (ar + X*2)2
+B7 —b-c)(ay" —az" — H — Hy)| + (87" = b—c)(Hay" — Hyaz" — H H>)
+ B2 (B(H, + aZ) — ba),
2 2
2x myla; — x ni\a, — x . % *
P4 = ”(1——)— ( 2)— ( 2) [(Bz" = b —c)(H\H, + Hyaz" — Hiay")
K (a; + x?) (ar + x?)
—I‘Ilb,BW*Z>k
_emx’ enx”
Ps = a +x?  ay+x?
| 2\ my* (a |- x*z) nz (az - x*z) ey
Pe=|BT —-b—c+ay'—Hy+r|l - - — - > —
K (a; + x*?) (ar + x*2) a +x
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2 2
eimx” ) eym’xy.(a — x'?)  en X7 (a2 e )
ap + x* (ai + x.2)? (ar + x*z)3

( 2x) my (al - xz) nz (a2 - xz)]
] P -

K (ar + )62)2 (ar + )cz)2

exnx(Hy +az—Bz+ b +c)
a, + x?

P71 =

exmx(ay + Hy + Bz —b—¢)|  emx|faw+(ay - Hy)(Bz - b - o)
a + x? a, + x2
eymy(a; — x*)(Bz—b—c+ay - H,)
(a; + x)?
eznz(az—xz)(ﬁz—b—c—Hl - az) eymy(a _xz)a,Z]

(612 + x2)2 (611 + X)2

(1 2x) my (@ - ) ”Z(az—xz)][elmx[(ay—Hz)(ﬁz—b—c)+ﬁ2zw]
r{1- - _

N eoxnx(Hy + az)(Bz — b — ¢) mx
a, + x? a + x?

exng (Clz - Xz) ay ] nx

a, + x?

(ar + X2)2

Ds = ?

(a; + xz)2 (ar + x2)2 a + x*

exnx(Bz — b —c)(H; + az)

a, + x?

X(nx(ﬂz—b—c))+ mx

a, + x2 a + x?

B [elmy(al - xHaz N exnz (‘12 - XZ) (H) + az)
(a1 + x)? (ay + x2)°
evmy(a; - %) [(ay — Hy)(Bz — b = ¢) + fzw]
(a1 + x)?

enz (az - xz) [bBw + ay(Bz — b — ¢)]
" (ar + x2)2 ]
B e eamnx*?
(ar + x*2) (ay + x*2)
e1exmnx*? [r( 2x*) my" (al - X*z) nz’ ("2 - X*2)

- - — B —b-c
(a1 + x?) (a2 + x*2) K (a1 + x2)° (ar + x2)° : }

P9

Pio = —

mne,e,x*? nz'(a, — x%)  my*(a; — x*?)
(a1 + x2) (ap + x2) | ap + x*? a, + x?

(elmx*(ﬂz* —b- c))( enx” )( 2rx*)
b= r— .

a; + x*2 ar + x*2 K

Case 1: When 7 = 0, the characteristic equation becomes

2+ (p1+ ps)A + (P2 + ps + po)A® + (p3 + p7 + pro)d + ps + ps + p1y = 0. (3.19)

Using the Routh-Hurwitz criteria on the aforementioned Eq (3.19), E* exhibits asymptotic stability
provided that the subsequent condition is satisfied (H(i)) : p; + ps > 0, p3 + ps + ps > 0 and (p; +
Pa)(p2 + ps + p7) — (p3 + ps + pg) > 0.

Case 2: Taking 7 > 0, and we investigate the effects of time delay 7 on stability. We are currently
trying to find a biologically meaningful periodic response. For the existence of a periodic solution of
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system (1.5), we substitute 4 = io(oc > 0) in (3.18) and obtain the following pair of transcendental
equations:

Py cos(o1) + Py sin(o1) + P3cos(201) + Pyosin(20t) = Ps
— Pysin(ot) + P, cos(o1) — P3sin(207) + P4, cos(2or) = Py
where Py = pg —P60'2, Py = P70'—P50'3, P3 = pu —0'21?9, Py=o0pio, Ps = p10'3 — P30,

Ps=po” -0 —p,

which gives

PPy + P, Ps+ P,Py+ P,Pg PPy — P Pg+ P,P5s— P,P;

sin(oT) = and cos(o7) = (3.20)
Pl+PI_PI— P P+ PI_PI— P
Squaring and adding the above equations we get
o'+ Lo + 150" + 150" + 1o + [o® + Lot + Loy + 1y = 0, (3.21)

b =2(pi —2p2) - P}

le = (p? - 2102)2 — (Ps = PsP10)> = 2ps (P3ps = PsPro = PeP1o + P1P2 = P1Po + PapPs + Pspir)
+2(p3 +2ps = 2p1ps — 1)

Is=2 (Pg = 2paps +2p1ipo — P%o) +2 (P% - 2P2) (P% +2ps—2pips - Pg)
—2(ps — psp10) (PeP9 — P2P6 + PsP3 — PsPio — P1P1 — P8) — 2ps (P1Ps — P71 — P5P2 — P5Po)
— (p3ps — PsP10 — PeP1o + P1P2 — Papo + Paps + pspn)’

L= (P2 +2ps = 2p1ps = ) +2(P} = 2p2) (P = 2paps + 2p1ips = Plo) + 2 (P} - 1)
— (psPo — P2DPs + PsP3 — PsP1o — P7P1 — P8)2 —2ps (psp1o — P14 — P71P11)

—2(ps — pspi0) (P2ps — PsPo + PaPe — P3P7 — PeP11 + P7P10)
—2(p3ps — PsP10 — PsPio + P1P2 — P1Po + Paps + pspii) (P1Pe — P71 — P5P2 — P5P9)

L =2(pt = 2p2) (P3 = P1) +2(P3 + 24 = 29193 = P3) (P3 = 2P2p4 + 2P 1100 = Phy)
—2(pepo — P2Ps + Psp3 — PsPio — P1P1 — P8) (Paps — PsPo + PapPe — P3P7 — PsPii + P1P10)
—2(p3ps — PsP10 — PeP10 + P1P2 — P7P9 + Paps + pspi1) (Pspio — p1P4 — P7P11)

—2(ps — psp10) (P11ps — Pspa) — (P1Ps — P7 = Psp2 — Pspo)”
2
b = (3 = 2p2pa + 2p1po — Piy) = 2(p1ps — p7— Psp2 — Pspo) (Pspio = prpa — prpin)
=2(p3 +2ps—2p1ps — 15) (P% — P11) — (P2Ps — PsPo + Paps = P3p7 = PePit + P1p1o)’
= 2(pspy — p2Ps + Psp3 — PsP1o — P1P1 — Ps) (P11Ps — PsPa)
L= 2([?% —2popa+2puipy — P%o) (Pi - P%]) — (pspro — p1pa — pron1)’
—2(p2pg — psPo + PaPs — P3P7 — PeP11 + P1P10) (P11Ps — Psp4)
= (p? — p? 2 B 2
o= (pi—rh) — (Pups — pspa)’.
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(H(i7)) : It is assumed that o, is a positive root of Eq (3.21).
Then, from (3.20), we have

, k=0,1,2,3...

1 P\P3 + P Ps + PPy + P, Ps 2kn
T, = — arctan +
P\Py— P\Pg+ P,Ps — P,P3 | _

(O *

We will now investigate the transversality condition of the Hopf bifurcation. When (3.18) is
differentiated with regard to 7, it yields

(d/l)_l ~ A8 + 3L %2 + 2L+ 15 + (315/12 + 2l + l7) e+ Q2lyAd + Lg) e T

dr A[(sB + 1A% + A+ Ig) e + (IoA2 + L1pAd + 1) e7247] T
da)™ E\E; + EJE
We get R [—] = %’
2% PR E{ + E;
where

E\ = (pgo. — péo'f) COS O, T, + (p70'f - p50'f) Sin o, T, — 2p100'f cos 20,7, + (P10 — 2p90'2) sin 207, T,
E, = (pe0 — ps0.) cos 0T, + (pso — pr02) sin 0,7, + 2(po + 0> + p110°.) €08 207,T, + 2p 100~ sin 2077,
Es = p3 —3p1072 + (p7 — 3ps072) COS 0Ty + 2P0, SIN O, T, + P1g COS 207, T, + 2po0, 8in 207, T,

Ey = 2pr0, — 4072 4 2pe0, cOS 0, T, + (3ps0> — p7) Sin 0, T, + 2po0r, €08 207, T, — Pig SiN 207, T,

dd

Therefore, the transversality condition R [ dTL ,
=i0(,T=T0

> 0 holds as if (H(iii)) : E\E5; + E;E4 > 0.
Here To = Tklk:O-

Thus, we can state the following theorem.

Theorem 6. Let us assume that for system (1.5), the conditions (H(i)), (H(ii)), (H(iii)) satisfy. When
7 € [0,7.), the interior equilibrium point E* is locally asymptotically stable; when T = 1., a Hopf-
bifurcation takes place at the equilibrium point E*.

4. Direction and stability of Hopf-bifurcation

The circumstances under which the system experiences Hopf-bifurcation for the time delay 7 at
various equilibrium points were determined in the preceding section.In this section, we use the center
manifold theorem and normal form theory in accordance with Hassard’s idea [38] to compute the
direction, stability, and period of the bifurcated periodic solutions at 7 = ..

Assuming 7 = 7. + y, 1 € R, the Hopf bifurcation value of system (1.5) is 4 = 0. If we rescale the
time delay t — (i), we may rewrite system (1.5) as

$(t) = Lys; + F(u, w,), 4.1)

where s(t) = (s1(1), $2(1), 53(2), s4(1))” € R*, 5,(f) = s(t+y)and L, : C - R*, F : RXC — R* are given
by

ay diz dps 0 51,(0)
0 an -ay" b 52/(0)
0 @ ax  —Bz || 53(0)
0 0 Bz au 54/(0)

L,s; = (1. +p)
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O 0 0 O s, (—1)
b21 b22 0 0 sZt(_l)
+ (T* + /’l) b31 () b33 0 S3t(_1) (4.2)

0O 0 0 0 s4(=1)

J157,00) + f2511(0)52,(0) + f351,(0)w3,(0) + ...
g157,(=1) + gas1,(=Ds2(—1) + g352,(0)w3,(0) + ...
hysi, (1) + hysi(=1)s3,(=1) + h3s2,(0)w3,(0) + ... |’

J153:(0)54(0) + j257,(0)52,(0) + ...

Flu,57) = (7. + )

where,
2y  2mxy (3a1 - x2) 2nxz (3a2 - x2) m (a1 - x2)
Si= K ¥ (ar + )cz)3 ¥ (ar + )62)3 2= (ar + xz)2 ’
n (a1 - xz) 2mxy (3a1 - x2) 2nxz (3a2 - x2)
f=e (ar + x2)2 R (ar + x2)3 T (ax + x2)3
P my [(m + xz) (a; — x) —2x>(Ba; — x)] nz [(az + xz) (ar — x) = 2x* Ba, — x)]
° (a; + xz)4 ’ (ay + x2)4
eym (al - xz) 2e,mxy (3(11 — xz) 2e1mx (3a1 - xz)
= (ar + xz)2 8= (ar + xz)3 8= (ar + xz)3
eymy (a; — x) 2e,myx? (3a1 - xz) en (az - x2)
8 =~ @+ x2)3 (@ + x2)3 , 83 =-a, hy = —(a2 . x2)2
2e,mxz (3a2 - xz) 2e,nx (Saz - xz)
hy = — —, hs = — — mb=a hy=-f
(az + x?) (az + x?)
emz(a,—x)  2emzd’ (3ay-x)
he = — 3 T 1 =5
(ar + X2y (az + x?)

The elements of a 4 x 4 matrix (¥, w), ¥ € [—1,0] are of limited variation function, and as per the
Riesz representation theorem [37], they exist such as

0
L. = f dn(p, we(0), for ¢ € C = C(I-1,0], R*). (4.3)
-1
Essentially, we have a choice

ayn apn a3 0 0 0 0 0

0 an» —Cly* b bz] b22 0 0
= ). 44
nW.w =T +m| 0 ay  —BW o) + (t. + 1) by 0 by O S+ 1. (44

0 0 Bz au 0 0 0 O

In this case the Dirac delta function is denoted by 6.
For ¢ € C([-1,0], R*), define

wz_fﬁm -1<y <0
Blos = , B (4.5)
we {fﬂ Ay ¢, =0
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owe=1" ~ ~i=v<h 4.6)
fud) w=o. '

After that, the differential equation will be the same as (1.5).

s(t) = Bus, + Q(w)s;, where v,(¥) =v(t +¥), ¥ € [-1,0]. “4.7)
For 6 € C'([0, 1], RY*), we define

B 6(u) = —% O<ucx<l, 4.8)
L dn @, 00wy w=o. '
For ¢ € C([0, 1],R*) and 6 € C'([0, 1], (R*)*), define a bilinear inner product
0
< 6,¢ >=60(0)p(0) — f1 fwo 0" (& — p)dn()(&)dé, 4.9)
— éf:

where n(y¥) = n(,0), B = B(0), and B* are adjoint operators. The eigenvalues of B(0) are +io ..,
which implies that they are also eigenvalues of B*. It is simple to confirm that the vectors g(¢) =
(L, B,y ™™ (y € [-1,0]) and ¢*(s) = 5(1, @}, B}, ¥)) €™ (s € [-1,0]) are the eigenvectors
of B(0) and B* corresponding to the eigenvalues io .7, and —io.7,, respectively. Then, B(0)q(y) =
iT.0.q(y). Additionally it follows from the definition of B(0) in (4.4), (4.5), (4.7) that we have

o —aj —din —ai3 0 0
—bgle_io-*‘r* o, — ay — b22€_i(r*7* ay* b 0) = 0

* —b316_i0-*‘r* —az* o, — az3 — b33e—i0'*u _,BZ* Q( ) - 0
0 0 ﬁW* ayq 0

Then we obtain

—a3by(io, — ag)e™ ™ + (io, — ayy) (io.ay* — agay* — bpw*)

a = : : - :
ap (io.ay* — auay” — bpw*) + ai3(io, — awu)(axn + bype ™ —io,)’
: apbye™ ™ + (ayy — io,) (io.@ — ayp — bpe ™)
1 = N N B . .
ap (io.ay* — agay* — bpw*) + a;3(ic, — ass)(ax + bpne 7™ — ic,)
Bw* [alzbme_iaﬂ* +(ay —io,) (io.a — ayp — bzze_(m“)]
Y1 =

ap, (io.ay* — auay” — bpw*) + ai3(io, — au)(axn + bpe™ ™ —io,)’

According to the B* definition, we may also compute a7, 3],y;. We must ascertain the value of D in
order to guarantee that < ¢*(s), g(¥) >= 1 and < ¢*(s), g(¢y) >= 0. Thus, we get from < g*(s), g(¢) >=
1,

D=1+ CZ]GTT +ﬁ1ﬁ_1< + ’)/1’);; + T*e_i(T*T* (b210?; + b31ﬁ_>; + bzzd]d? + b';3,8ﬁ_>{) .

Using a calculation procedure resembling to that of Song and Wei [39] and the algorithm outlined in
Hassard [38] to derive the features of Hopf-bifurcation, we obtain

27—* “x —2io,T =2i0.T
§20 = 5 [fl +taih+pifs+a) (gle HOT 4 gray e +g30‘1'31)
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+ B (hle_zw*’* + hofre” 7T + sy By + C4)’ﬁ) + ﬁdoou%ﬂl] ,
T, _ _ . . _
gn =75 [f3(,31 + 1) +aj (281 + gy + @) + g3(a@pr + a’lﬁl))
+ (Zhl + hy(B1 + B1) + ha(di By + afy) + ha(718) + 71B1))
+2fi + falay + @) + doo1 (7181 + 7151)3711 ,
27, _ - -
8 = 3[]1 +aifh+pifs+a) (816’ "+ godye” +g?alﬁl)
+8; (hlezi””* + hoff1€” 7 + hydi By + h4)71ﬁ_1) + d0011)71,3_1] ,

27, B
821 = g [3f6 + fu Qay +ay) + fs (2,81 +,81) + fi (ZWﬁ)(O) + Wé(l))(O))

+f (W<2)(0) W) + =@ W) (0) + @ W<”(0))

2”
+£5 (WG)(O) + =W (0) + lﬁlwgg((» + ,BIW“)(O))

+a; ((ga (@1 + 201) + gs) e + gy (ei"*T* Wi (=1) + 2777 Wi )(- 1))
+aig (e T (W1 + e W) (- 1)) ¢ (Wag(=1) + & ng))(—l)))
+aigs (anS)(O) N @ Wi (0) + B W2(0) + ,8 ng))“’))

+hy (67T Wi (= 1) + 27T WP (= 1) + (h5 (Bi +281) + 3B;h) e
+B:hy (e—"‘m* (W1 + B W)~ 1))+ ST (Wi (=1) + By Wig (- 1)))

+B1hs (%W (0)+ a1W§é)<0>+,81W<2><0>+ —ﬁ WS?)

+ﬁ1h4(71 W) + = SAWRO) +BW0) + ﬁWéi?)

+7idono (ylvvii)(m + AW + B0 + 36, Wé}?)].

where Wa(6) = -2 () _i80 8% _zyeiorT 4 7,20,
0Ty 30T,

W11(9) — _ lgll q(o)eiHO'*T* + gll q(o)e—ie(h‘r* + J2,

k& ok k& ok

Ji = (LR IDT, and ), = (J,,J5,J;5,J1)", where of them is a constant vector in R*. Following
computation, we obtain J; = 2K;'K, and J, = 2K; 'K, with

2io, — an —ap —a3 0
K —b21 €_2io-*T* 210'() —dy — bzge_"*T* —ClysF -b
l = _n; . —
—b3 e 20T az* 2io, — azz — byze™ 7™ Bz ’
0 0 —ﬁZ* 2l0'>F — d4q
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h+aifa+Bifs
K2 _ gl.e—Zi(r*‘r* + gza,le—zm'*‘r* + g3a1,31
hye 7 + haBre 7T + hyaBr + hoyp
J1Y1B1
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The parameters and delay may therefore be used to represent each g;;. As a result, we determine the
following values:

. 2

R(0) = ZT:U* 211820 — 2lgn P - 'g(’;' )+ ‘%
L _RIRO)

TR @Y
va = 2R (R(0)),
- _SIRO) +m I ()

= .

T.0 4

Theorem 7. If vi > 0(v; < 0), then the Hopf bifurcation in system (1) is supercritical (subcritical). If
vy < 0(vy > 0), then the bifurcating periodic solutions are stable (unstable). If T, > 0 (T, < 0), then
the bifurcating periodic solutions increase (decrease).

5. Numerical simulation

In this part, we use the four sets of parameter values R1, R2, and R3 to conduct some numerical
simulations that validate and expand upon our analytical findings.

Take starting point x(0) = 1, y(0) = 1, z(0) = 1, w(0) = 1 with the set of parameters values
Rl1=(r,k,m,n, e, e;,a,,a,b,c,H,,H,a,5) = (5,1,2.5,1.2,2.1,1,0.8,1.1,0.2,0.1,1.5,1.4,0.5,0.1).
The disease-free and treatment-free equilibrium point E>(0.25,1.30,0,0) is obtained for that
combination of factors. Additionally, meet the requirements in Theorem 3.3, and we’ll be able to
determine the crucial time delay of 7, = 0.22, at which a Hopf-bifurcation emerges itself. Accordingly,
for 7 = 0.1(< 0.22 = 7,) (see Figure 1), the system (1.5) is asymptotically stable at E;, while for
7=03> (> 022 = 1,) (see Figure 2), it gets unstable. For the set of parameters values R1, the
parameteric bifurcation diagram for vulnerable predator and prey populations is shown in Figure 3,
and it illustrates how the system evolves when 7’s numerical values fluctuate within [0.2,0.25]. It
suggests that the dynamics of the system will fluctuate via a Hopf bifurcation point at 7 = 0.22 if we
raise the value of the 7 parameter. Now with 7 = 0.3, the system (1.5) becomes stable when we increase
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the parameter H; while maintaining the values of the remaining factors as in R1, as demonstrated in
Figure 4. However, when we raise H; even more, the healthy predator vanishes and only the existence
of prey species is shown in Figure 5. Additionally, we have a critical value of factor 7 for every single
value of H;(< 2.1).

Now, if we replace the values of the parameters n = 2.2, H, = 0.5 in R1 with starting point x(0) =
I, y(0) =1, z(0) = 1, w(0) = 1, we get the helathy predator-free and treatment-free equilibrium
point E3(0.266,0,1.952,0). Additionally, we meet the requirements of Theorem 3.4, and we’ll be
able to determine the crucial time delay of 7. = 1.09, at which a Hopf-bifurcation manifests itself.
Accordingly, for 7 = 1.05(< 1.09 = 1,) (see Figure 6), the system (1.5) is asymptotically stable at
Ej, and for 7 = 1.5(> 1.09 = 1,) (see Figure 7), it gets unstable. For the set of parameters values R1
with n = 2.2, the parameteric bifurcation diagram for the populations of infected predators and prey
is shown in Figure 8. It illustrates how the system evolves when the numerical values of 7 fluctuate
within [1.05, 1.14]. It suggests that the behaviour of the model will fluctuate via a Hopf bifurcation
point at 7, = 1.09 if we raise the value of the T parameter. The system (1.5) becomes stable if we
take 7 = 0.2 and increase the value of the parameter H, while maintaining the values of the remaining
factors at the same level as in R1 with n = 2.2. This will cause the sick predator to gradually disappear
from the system and leave only healthy predators and prey. Here, the 0.05 < H, < 0.7 system becomes
stable and only sick predator and prey species are present, which is similar to the Figure 6. After
0.7 < hy < 1.11, then prey, healthy, and sick predator are only present but if we increase then sick
predator vanishes and only healthy predator and prey species are survived which is similar to the
Figure 1.

Take starting point x(0) = 1, y(0) = 1, z(0) = 1, w(0) = 1 with the set of parameters values
R2=(r,k,m,n,ey,e;,a,,a,b,c,H,H,a,5) = (5,1,2.5,2.2,2.1,1.8,1.2,1.1,1,0.5,1,0.51,0.5, 1).
We obtain the treatment-free equilibrium point E5(0.138,0.945,0.53,0) for this combination of
parameters R2. Additionally, meet the requirements of Theorem 3.5, and we’ll be able to determine
the crucial time delay of T = 0.53, at which a Hopf-bifurcation exhibits itself. Accordingly, for
7 =0.1 <0.135 (see Figure 9) the system (1.5) is asymptotically stable at Es, and for 7 = 0.2 > 0.135
(see Figure 10), it becomes unstable. For the set of parameters values R2, the parameteric bifurcation
diagram for susceptible, infected, and prey predator populations is shown in Figure 11. It illustrates
how the system evolves when 7’s numerical values fluctuate within [0.09,0.15]. It suggests that the
behavior of the model will fluctuate via a Hopf bifurcation point at 7 = 0.115 if we raise the value of
the 7 parameter.

Lastly, taking initial point x(0) = 1, y(0) = 1, z(0) = 1, w(0) = 1 with the set of parameters values
R3=(r,k,m,n, ey, e,,ay,a,,b,c, H;, Hy,a,5) = (5,1,2.5,1.2,2.1,1,0.8,1.1,0.2,0.1, 1.5, 1.4,0.5,0.1).
There is an interior equilibrium point E*(0.227,0.5,1.5,0.4) for this combination of values.
Additionally, meet the requirements in Theorem 3.3, and we’ll be able to determine the critical delay
of 7 = 0.61, at which a Hopf-bifurcation displays itself. Accordingly, the system (1.5) is unstable if
7 =1 > 0.61 (see Figure 13) and asymptotically stable at E* for 7 = 0.5 < 0.61 (see Figure 12).
For the set of parameters values R3, the parameteric bifurcation diagram for all populations is shown
in Figure 14, and it displays the way the system evolves when 7’s numerical values fluctuate within
[0.57,0.66]. It suggests that the behavior of the system will fluctuate via a Hopf bifurcation point at
7 = 0.58 if we raise the value of the T parameter. Given 7 = 1, increasing the value of the component
a while maintaining the values of the remaining factors as in R3 results in a Hopf-bifurcation, with
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" = 1.05 serving as the crucial value of . Figure 15 illustrates the stable state of the system (1.5)
when the quantity of « is further increased. Figure 16 illustrates the unstable state of the system when
the value of @ = 0.5 is decreased. Furthermore, we demonstrate that by substituting this value for the
parameter @ = 0.05,5 = 2 in R3, we can increase system chaos by increasing the gestation time delay
value, as shown in Figure 17, or decrease it to see less chaotic behavior, as in Figure 18. Figure 19
shows the parameteric bifurcation diagram for all populations for the set of parameters values R3 with
a = 0.05,8 = 2. Itillustrates how the system gets more chaotic as 7’s numerical values increase from
7 = 0.43. Again decreament in the value of the parameter of gestation time delay system becomes
stable. To verify the chaotic nature of the system (1.5), we calculate the maximum Lyapunov exponent
at 7 = 2.1 using the approach developed by Wolf et al. [40] (see Figures 20 and 21).
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Figure 2. (a) Time series solution and, (b) parametric graph of the system (5) about the
disease and treatment-free equilibrium point E, that is locally asymptotically stable when
7 =0.1(< 0.22 = 7*) with set of parameter values in R1.
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Figure 3. The settings are the same as in Figure 1, with the exception that 7 = 0.3(> 0.22 =
7"), then E; loses its stability. Here, (b) and (a) denote the phase and oscillation patterns of
the population, respectively.
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(a) (b)

Figure 10. (a) Time series solution and, (b) parametric graph of the system (5) about how the
treatment-free equilibrium point Es is locally asymptotically stable when 7 = 0.1(< 0.135 =

oRe 75
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Figure 11. The settings are the same as in Figure 7, with the exception that 7 = 0.2(>
0.135 = 79), then E5 loses its stability. Here, (b) and (a) denote the phase and oscillation

patterns of the population, respectively.

AIMS Mathematics Volume 10, Issue 6, 14657-14698.



14684

o
~

o

@

&
T
I

o
©
T
I

<

N

o
T
I

o
IS
T
I

o
o
T
I

.......

Prey Population

o
T
I

o

o

&
T
I

® v : _ oz _ v _ o

)

) ®
T T
i i

IS
T
i

Susceptible Predator

S
@
T

o
>
T
i

oS
=S

I
0.1 0.1 0.12 0.13 0.14 0.15 0.16

o
=)
&
o
=3
3

(©)

i
0551 gt |

0.451 : fo 4

Infected Predator

0.35[ 4

i i I i i
0.08 0.09 0.1 0.11 0.12 0.13 0.14 0.15 0.16
g

Figure 12. The bifurcation diagram represents the relationship between the populations of
susceptible predators, infected predators, and prey with respect to 7, the bifurcating parameter
for the delay factor.

AIMS Mathematics Volume 10, Issue 6, 14657-14698.



14685

2,
—— Susceplible Predator
— Infected Predator
oM 4
Aa
o 19 WV
0
o
@
o
(2] 1 i
fan
o W
Aan
VW
I | | | | | | | |
0 50 100 150 200 250 300 350 400 450 500

(a) e (b)

1
12 .
1 .
€
O 08 4
E
©
L o4 4
all
"Hv
oall- [N
T e
il
DZ‘LN .
L Il Il Il Il Il Il Il Il
0 50 100 150 200 250 300 350 400 450 500
Time (C)
24—
22—
2]
o
<}
T 16—
]
24—
a 1.4
g 12—
]
£ '
08—| 2
06—| 15
.
04> USsusceptlb\e Predator (y)
0 o1 02 03
. . 04
05 06 07 08 09 | 0

Prey (x)

Figure 13. (a) and (b) time series solution and, (c) parametric graph of the system (1.5) about
the interior equilibrium point E™* is locally asymptotically stable when 7 = 0.5(< 0.61 = 7,)
with set of parameter values in R3.

AIMS Mathematics Volume 10, Issue 6, 14657-14698.



14686

Species

T ———
et
————
————e——

A | A
50 100 150 200 ?50 300 350 400 450 500
(a) Time (b)
1 T T T T

Treatment

T 300 00 (C)

Figure 14. The settings are the same as in Figure 9, with the exception that 7 = 1(> 0.61 =
7*), then interior equilibrium E™ loses its stability. Here, (b) and (a) denote the phase and
oscillation patterns of the population, respectively.

AIMS Mathematics Volume 10, Issue 6, 14657-14698.



14687

(a)

(c)

(d)

Prey Population

o
N
T

0.15

o
@
T

<

o

)
T

L L L L L
0.61 0.62 0.63 0.64 0.65

g

L L
0.57 0.58

Susceptible Predator

L L L L L
0.57 0.58 0.59 0.6 0.61 0.63 0.64 0.65

'd

0.62

0.66

Infected Predator

[N
T

~
T

>
T

ES
T

w
T

o
T

RILE N BN

--..-"'Hs'
'

'
ERTI
iy

L L L L L
0.61 0.62 0.63 0.64 0.65

g

L L L
0.57 0.58 0.59 0.6

0.55

0.5]

e
a
&

Treatment

0.35

0.3]

AR

R EE RN

L L L L
0.61 0.63 0.64 0.65

d

L L L
0.57 0.58 0.59 0.6 0.62

0.66

Figure 15. Bifurcation diagram for system (1.5) in relation to the bifurcating parameter, 7,

for the delay parameter.

AIMS Mathematics

Volume 10, Issue 6, 14657-14698.



14688

—Prey
—— Susceptible Predator
— Infected Predator
2.5} =
"
g [TTTevsv
& (VU
! ,
0.5 v -
MMM
YYUVUVWY
‘ ; ‘ ‘ s s ‘ s ‘
0 50 100 150 200 250 300 350 400 450 500
( Time
a)
2.
) ,
T 15 4
15
£
@
o
(=1 ”M i 4
|
IW wﬁ\‘mww "
JU i
! 4
=1
1V
i
L Il Il Il Il Il Il Il Il
0 50 100 150 200 250 300 350 400 450 500
(b) Time
s

Infected Predator (z)
P

—o
S5

(c)
Figure 16. The settings are the same as in Figure 10, with the exception that « = 1.2(>
1.05 = a.), then E* becomes locally asymptotically stable. Here, (a) time series solution
and, (b) parametric graph of the system (5).

AIMS Mathematics Volume 10, Issue 6, 14657-14698.



14689

(a)

(b)

(©

Figure 17. The settings are the same as in Figure 10, with the exception that @ = 0.5(<
1.05 = a.), then E” loses its stability. Here, (b) and (a) denote the phase and oscillation
patterns of the population, respectively.
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6. Conclusions

In the current study, we have examined the structure and functioning of a prey-predator model in
which predator species are harvested while infection spread occurs solely among the predators. A time
delay is used to indicate gestation delay of the predators with Holling type III functional responses
and also the infected predator population is treated. We came up with the presence of equilibria
and gave their positive conditions for the suggested delayed model (1.5). Additionally, we provided
boundedness for the delayed model’s solution (1.5). There are seven potential nonnegative equilibria in
this prey-predator model, and we also present a thorough examination of the stability of each potential
nonnegative equilibria. Trivial equilibrium is inherently unstable among them since it requires the
existence of either prey species or both predator and prey species at first. By using Theorem 3.2, we
can observe that if the rates at which susceptible and infected predators are harvested exceed £2% and

ai +K2
eonkK

el respectively, then the predator-free and treatment-free equilibrium point is feasible as well as

asymptotically stable.

A disease-free and treatment-free equilibrium point can only be feasible if the carrying capacity
of the prey species exceeds the density of the prey population and the harvesting rate of susceptible
predators is below a certain threshold. It has been shown in Theorem 3.3 that the disease-free and
treatment-free equilibrium must meet a number of requirements in order to be locally asymptotically
stable. Furthermore, it has been demonstrated that the time delay 7 may, in some circumstances,
destabilize the system’s (1.5) equilibrium point that is free of sickness and treatment, leading to
population fluctuations. Hopf-bifurcation of the system (1.5) is seen, and when the time delay is
sufficiently small, the system is shown to be locally asymptotically stable. In this instance, the at-risk
predator and prey may cohabit in an ideal, stable condition free from the threat of illness, which is
crucial to the predator’s harvesting model. The system’s stability (1.5) depends on time delay when
we raise the pace at which susceptible predators are harvested. However, if susceptible predators are
harvested too much, healthy predators may disappear from the habitat, leaving only prey species, which
is undesirable for predator harvesting which is shown in Figure 4.

Only when the prey species’ carrying capacity surpasses the prey population density and the
harvesting rate of infected predators falls below a specific threshold can a healthy predator-free and
treatment-free equilibrium point become feasible. Theorem 3.4 has demonstrated the conditions
that must be satisfied for the healthy predator-free and treatment-free equilibrium to be locally
asymptotically stable. Moreover, it is shown that the time delay 7 can, under some conditions, cause
population fluctuations by destabilising the system’s (1.5) equilibrium point, which is free of healthy
predator and treatment. The system (1.5) exhibits hopf-bifurcation and, with a small enough time delay,
it is demonstrated to be locally asymptotically stable. With a fixed time delay and a set of parameters,
the system becomes stable when the infected predator harvesting rate is between 0.5 and 0.7. Only
sick predators and prey species remain present. However, if the infected predator harvesting rate is
increased, the sick predator disappears and only healthy predators and prey species remain, which is
the ideal situation for harvesting.

It has been demonstrated that utilizing Table 1 to determine the treatment-free equilibrium point
is only possible under specific circumstances. Theorem 3.5 demonstrates the conditions that must
be satisfied for the treatment-free equilibrium to be locally asymptotically stable. Furthermore, it is
demonstrated that, in some circumstances, the time delay 7 can lead to population fluctuations by
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upsetting the system’s (1.5) equilibrium point, which is unaffected by treatments. It is shown that, with
small enough time delays, the system (1.5) is locally asymptotically stable and shows hopf-bifurcation.
The necessary and sufficient conditions for the stability and instability of the interior equilibrium in
both the presence and absence of gestation time delays are already established. The time delay 7
plays a crucial role in controlling the behavior of the suggested system for interior equilibrium. For
the model system (1.5), Hopf bifurcation takes place when the time delay passes the critical value ..
It is found that, when the time delay value is properly low, system (1.5) is locally asymptotically
stable. In this scenario, the densities of the four species—the diseased predator population, the
healthy predator population, the prey population, and the recovered population—will trend toward
stabilization, meaning that the illness can be contained and the populations of the three species will
be in an optimal, stable condition. Also, the infection rate a leads to fluctuations in the population
and destabilizes the system’s interior equilibrium point (1.5). In addition, we demonstrate that by
substituting this value for the parameter « = 0.05,8 = 2 in R3, the system becomes less chaotic
as Figure 13 illustrates. Conversely, if the gestation time delay is decreased, the chaotic behavior
increases. Once more, a decline in the gestation time delay system’s parameter value leads to
stability. Research has been done on the dynamics of predator-prey relationships, the consequences
of infectious illnesses propagating across predator populations, the management of diseased predators,
and gestational time delays (cf. [18-20] ). These studies investigated the existence of Hopf bifurcation
and the local asymptotic stability of the coexistence equilibrium, with the delay serving as the
bifurcation parameter. The local asymptotic stability of border equilibrium, disease-free equilibrium,
and axial equilibrium has received little attention. In this paper, we investigated the existence and
local asymptotic stability of all feasible equilibriums from a mathematical perspective, to the optimum
of our understanding. We looked at the possibility of a Hopf bifurcation in relation to the temporal
delay caused by gestation and other characteristics. Finally, we would like to point out that our work
instantly offers a precise hypothesis to be tested by empirical methods. We hope that these findings will
spur experimental eco-epidemiologists to gather actual data in order to validate the theories generated
during this investigation. Constructive critique and theoretical and experimental efforts are anticipated
to elucidate the true mechanisms behind eco-epidemiology.
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