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method in handling a range of nonlinear models in mathematical science and engineering are confirmed
by our computational work.
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1. Introduction

Fractional partial differential equations (FPDESs) are acquiring significance in a variety of scientific
and engineering fields due to their unique ability to articulate complex physical processes, which
outperforms the restrictions imposed by conventional integer-order PDEs [1, 2]. FPDEs are applied
to represent system with reminiscent and inherited features, where the system’s reaction is determined
by its earlier states [3,4]. They can simulate complex phenomena in fields such as finance, physics,
engineering, and biology, as they effectively capture long-range dependencies and power-law behaviour
[5-7]. FPDEs also offer several advantages over traditional integer-order PDEs, including the ability
to describe complex physical processes with greater precision, capture long-range dependencies and
manage non-local interplays. The use of FPDEs is expected to increase in the future, as they provide a
more accurate and complete understanding of complex physical phenomena.

Finding analytical solutions for FPDE:s is a challenging task, and multiple numerical and analytical
approaches have been established to tackle this issue. Researchers often prefer analytical solutions
over numerical methods because they provide a better understanding of the fundamental physical
processes and reveal the real-world behaviour of the modeled system. As a result, developing analytical
solutions for FPDEs is a significant field of research, for which researchers have developed several
mathematical methods. Many of these have been used to solve FPDEs analytically, including the
fractional variational iteration method [8], Adomian decomposition method [9], optimal homotopy
analysis method [10], variable separable method [11], integral transforms method [12], differential
transform method [13] , exp-function approach [14], elliptic expansion technique [15, 16], Hirota
bilinear method [17], Bicklund transformation bilinear method [18, 19], fractional reduced differential
transform method (FRDTM) [20], and the Khater method (KM) [21,22].

Among these approaches, some researchers have employed the generalized Bernoulli equation
method (gBEM) [23, 24] to generate soliton solutions for nonlinear fractional partial differential
equations (NFPDE:s). In this technique, a variable transformation is used to transform NFPDE into an
nonlinear ordinary differential equations (NODE). The proposed procedure then adopts a series-form
solution with specific factors for the subsequent NODE, leading to an algebraic system of equations
that gives soliton solutions for the proposed NFPDE. For finding a broad range of soliton solutions for
NFPDEs, the gBEM presents substantial advantages over other approaches. For instance, the gBEM
provides multiple families of soliton solutions. This makes it possible for researchers to forecast the
behaviour of the system they are modelling with greater accuracy and to obtain a deeper knowledge of
the physical processes that underlie the system. The approach, which yields novel families of soliton
solutions, including chaotic perturbed soliton solutions, can a shed light on many aspects of system
behaviour including decay over time, dispersion, and wave propagation.

Our current research efforts are intend to demonstrate that the suggested gBEM is effective for
analyzing the soliton solutions of the conformable coupled Maccari system (CCMS), a fractional
generalization of the Complex Maccari System (CMS). The CMS is a mathematical model initially
developed to simulate hydraulic systems and nowadays used in a wide range of applications, namely
for non-linear systems with complex structures. In particular, it is extensively applied used in fluid
dynamics to model non-Newtonian behaviors emerging, for example, in viscoelastic fluids. Fluids

AIMS Mathematics Volume 10, Issue 3, 6664—-6693.



6666

in this category can exhibit pseudoplastic or dilatant properties. These fluids do not follow a linear
relationship between pseudoplastic and dilatant that is depends of Newtonian fluids. Instead, they
display more complex behaviour that depends on the applied stress or shear rate. The CMS is modelled
in the following system of equations [25]:

iQt+Qxx+RQ:Oa
iS;,+S5,,+RS =0,
IN;,+ N, + RN =0,
R +R,+|0+S + N2 =0,

6]

in which functions Q, S, N, and R are complex valued functions and depend on x, y, and time ¢. The
CCMS is a useful tool for modeling complex nonlinear systems, particularly for characterizing the
behaviour of capped waves within a small region. Several researchers have solved CCMS with the
help of different methodologies. Baskonus et al. [25], for example, used the Sine-Gordon expansion
approach to produce soliton solutions to the coupled nonlinear CCMS. Demiray et al. [26] solved the
CCMS using the generalized Kudryashov method. In [27], Ahmad et al. obtained certain soliton and
other numerical solutions for CCMS in integer-order. Maccari’s model was used to characterize rogue
waves in [28]. Based on the currently available literature, the chaotic soliton solutions for CCMS have
not been determined and examined prior to this investigation. Thus, by applying gBEM to investigate
the chaotic behavior of soiltons within the framework of CCMS, the current study closes this research
gap.

The behavior of viscoelastic fluids cannot be described using traditional integer-order derivatives
in CCMS. Integer-order derivatives were developed to describe the behavior of Newtonian fluids and
assume that the fluids reaction is immediate and linear. These assumptions are not accurate for non-
Newtonian fluids, and when applied, they contribute to inaccurate predictions and limited applicability.
Fractional calculus allowing the use of fractional derivatives to better describe of time-dependent and
non-linear behaviors of viscoelastic fluids. These fractional derivatives are developed with non-integer
orders and can consider the deformation history of the fluid, thus yielding a more accurate description
of its behavior. Thus, the CCMS has become the object of our research in this paper. The CCMS
is a type of the CCMS in which NPDEs are replace with the NFPDEs to account for the behaviour
of complex nonlinear systems. The CCMS helps to achieve a more detailed representation of the
nonlinear systems with complex structures such as in heat transfer and fluid dynamics. The CCMS is
denoted as follows:

iD*Q + DY Q+RQ =0,
iD?S + D¥S + RS =0,
iD°N + D¥N + RN =0,
DR+ DR+ DQ+S + NI =0,

2)

where 0 < «,B,y < 1 denotes the order of the conformable fractional derivatives. By applying
fractional derivatives in the CMS, it becomes possible to more accurately represent the non-Newtonian
behavior of the viscoelastic fluids, resulting in more accurate predictions and a deeper understanding
of their behavior. This is particularly important for example, for fluid behavior, in vats used in the
industry; or in medicine. Smalls et al. noted that one of the advantages of the fractional calculus
employed in the CMS is that it describes the behavior of viscoelastic fluids in a precise and realistic
manner, which provides benefits when it comes to predicting and recognizing their behavior in reality.
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Another unique feature of the CCMS is that it may contain fractional derivatives, which enables
boundary conditions to be define at an initial stage of the problem. As a result, we can model
systems with anomalous diffusion or non-local transport phenomena, which standard integer-order
models cannot model.

The current study aims to construct and analyze chaotic solitons in CCMS using gBEM. Solitons
are stable, localized wave solutions that preserve their form and velocity while traveling through
matter. These are distinctive solutions observed in some nonlinear FPDEs. They have proven to
be exceptional solutions due to their ability to maintain their shape and coherence after collision
with other solitons. First, by converting the CCMS into a collection of NODEs, we establish a new
set of soliton options. The rational, trigonometric, hyperbolic, and exponential functions are used
to express these perturbed soliton solutions. A series of 3D and counter plots are used to visually
represent the chaotic perturbations of some obtained solitons in order to aid in their interpretation.
This indicates that there are two types of perturbations exhibited by solitons in CCMS: axial
and periodic. Moreover, the approach and findings presented here enable engineers and scientists to
address increasingly intricate systems and unearth novel occurrences in the field of nonlinear dynamics.

2. Method & materials

This section describes the conformable fractional derivative and outlines the working mechanism
of the proposed gBEM.

2.1. Conformable fractional derivative

Recently, various types of fractional derivative operators have been introduced in the literature, such
as Riemann-Liouville, Caputo, Hadamard, Erdelyi-Kober, Grunwald-Letnikov, Marchaud and Riesz by
means of the Fourier or Mellin integral transforms [29,30]. The advantages of conformable fractional
derivatives over other fractional derivative operators allow them to be used to achieve explicit soliton
solutions to nonlinear FPDEs. Interestingly, some alternate formulations of fractional derivatives do
not yield the soliton solutions for Eq (2) because they violate the chain rule [31, 32]. Conformable
fractional derivatives were so incorporated into Eq (2). Recently, a new local, limit-based definition of
the conformable derivative was formulated in [33-35] as follows:

flet'™ + 1) - f(2)
. .

D.f(t) = 113% (3)

Note that, the derivative D, (f)(f) = t'"*f (¢) exists if function f is fully differentiable at 7.
Furthermore, we provide a new definition and derive several outcomes, including the sum rule, power
rule, constant rule, product rule, and chain rule. Starting with a generalization of the conformable
fractional derivative, we have the following definition.

Definition 2.1. If a function f : [Y,b] — R is given with 0 < T < b, then the Y-conformable
fractional derivative of the given function f of order ¢ is defined as

fa+e=@-1)) - fQt)
e(1 =7Yt>)

DI(f)@®) = lim forallt > Y, # T, ¢ € (0, 1). 4)
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If f is (¢, T)-differentiable in some ((, b), T > 0, lim,_,+ Dz exists, then define
DI(f)(t) = lim DL(f)(). (5)
>+

If the Y-conformable fractional derivative of a given function f of order ¢ exists, then we simply
say that f is (g, T)-differentiable.
Theorem 2.1. Let /() and g(¢) be the (7, ¢)-differentiable functions on (g, b), and let ¢, ¢; € R. Then,
the function £(¢) = c1h(t) + cg(¢) is (T, ¢)-differentiable on (g, b), and its (1, ¢)-conformable fractional
derivative is given by
D)) = e\ DL(h(1) + 2D (8)(). (6)

Theorem 2.2. Let /(f) = t” where p € R and ( is defined on (g, b). The (T, ¢)-conformable fractional
derivative of { is given by
D () =pt. (7)

Theorem 2.3. Let {(t) = ¢ where c is a constant. The (f, ¢)-conformable fractional derivative of { is
Zero:

D)) = 0. ®)

Theorem 2.4. Let h(t) and g(¢) be (T, ¢)-differentiable functions on (g, b). Then the product {(¢) =
h(t)g(t) 1s (', ¢)-differentiable on (¢, b), and its (I, ¢)-conformable fractional derivative is given by

DX()(1) = k(DL (g)(t) + gD (W)(1), . 9)

With these definitions in hand, we can present the following properties for (g, T)-diferentiable
functions. Regarding the conformable fractional derivative, Khalil et al. [35] defined further properties
such as the Laplace transformation, Taylor’s series expansion, Gronwall’s inequality, and several
integration techniques. However, the main result that we use here is the chain rule, which we discuss
in the following theorem.

Theorem 2.5. Let f(¢) and h(r) be arbitrary differentiable functions; then

D{(f o )(to) = f'(h(10))D h(to)- (10)

Proof. If the function / is a constant in a neighbourhood ¢;, then DZ( f o h)(ty) = 0. However, we make
the following assumption about non-constant function 4 in the vicinity of ¢y,. Here, we are able to find
an & > 03 h(t)) # h(ty) for any t1,1, € (ty — €9, to + £0). Thus, since the function 4 is continuous at #,
fortp > T, 1§ # Y (where T > 0), we obtain that

f(h(to + &t)*(to — 1)) — f(h(to))

DI(f o h)(to) =1im

(1 ="7"1,%)
lim f(h(ty + et,° (1o — 1)) — f(h(tp)) ity + 61510 — 1)) — hty)
=0 it + ety (1o = 1) ~ h(to) el — ary®)
_ i JCG0) + &) = f(h(1)) o + ety (1o = 1))~ hlty)
£1-0 &1 8(1 _ at(;c)
= (h(10))D ()(10).
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Theorem 2.6. Suppose that if a function f : [T, b] — R is (¢, T)— differentiable with 0 < T’ < b and
s € (0,1]atty >, 15 # (, then f is continuous at #,.

Proof. Since

flto + et (tg — 1)) = f(to)
e(1-11,°)

[ty +&t,*(to = 1)) — f(to) = e(1 = Y1,*),

we have

f(to + &ty (1o — T)) — f(to) lime(1l - 715),
e(1- 11,7 e

lim f(1o + gty*(to = ) = f(ty) = lim

let h = 6t6§(t0 — 7). Then, we get limg o f(to + h) — f(ty) = DZ( ()0, which implies that f
is continuous at .

2.2. The working methodology of gBEM

In the following section, we present the operational procedure of gBEM, an elegant technique for
solving nonlinear FPDEs. The basic structure of FPDEs is summarized as follows:

G(u, D‘;u, Dgu, Dfu, D?u, DgDﬁu, D;’Dfu, ..)=0,where t >0 and 0 <fB,6,a,¢p <1, (11

where u represents an unknown function that depends upon x,y, z, and ¢, and DY, D, Df,, and DY are
conformable fractional derivative operators. To solve Eq (11), we shall do the following:
Step 1: We begin our adventure by applying a variable transformation in the following manner:

1% 0 @

t xF
u(x,y,z,t) = UE), where &é=ki—+k—+ k3y— + k4Z—. (12)
a B 0 @

By using several definitions of the function &, we design a transformation that transforms Eq (11)
into the next NODE.
GU, kU, kikyU”,I3U", ...) = 0. (13)

Step 2: Following that, we consider a solution to Eq (13) derived using a series-based technique. This
technique not only speeds our study, but also shows an orderly and visually appealing solution to the
equation.

N
U© =) BiG'©), (14)

i=—N
here, B; represents non-zero constants while G(¢) is the solution for the following ordinary differential
equation (ODE).

G'€) =1GE) +pnG). (15)
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Step 3: The nonlinear component and the highest-order derivative of Eq (13) are then balanced
homogeneously to obtain the positive integer N, as shown in Eq (14). This balancing technique is
crucial because it ensures that the resulting equation may be effectively handled using the analytical
approaches outlined below.

Step 4: By inserting Eq (14) into Eq (13), we establish an algebraic system of equations by grouping
all terms with the same power of G(¢) and putting them equal to zero.

Step 5: Following that, the established system is handled using Maple, which generates the computed
values for the relevant parameters.

Step 6: The sets of soliton solutions are then produced by combining the values of parameters in
Eq (14) with the suitable solution in (15). In addition, the many soliton solutions for Eq (15) applied
to the various conditions are presented below:

Family1: For any non-zero real numbers 7 and y with the conditions 7> > 0 and u # 0, respectively,
Eq (13) generates the following families of solutions:

1 T+ tanh(%rf)

Gi€) =—3 — (16)

1 7T+ coth(% Tf)

Ga(8) = =5 — 17

1 7+ 7 tanh (7€) (it sech (1 &))

G;3(6) = ) p (18)
Gal6) = _% 7+ 7 coth(r .f)lui (itesch (Tf))’ (19)

1 27+ 7 tanh(l7&) + 7 coth(lré
Gs(©) =~ & M) ( ), (20)

T \/m—TMcosh(Tf) 1T

Ge®) = = Msinh(c&) + 24N 24 @h

T VN2 —-M?—-1tMsinh(té) 171

G18) = = Mcosh(r&) + 24N 24 22)
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where N> — M? > 0, for all M and N non-zero real constants.

+ (T e’¢ )
G = —, 23
O =2 (23)
+ (T e’¢ )
G = —, 24
O = s (24)
T VM? = N? = (7 (Me™¢ - iN))
G = , 25
0O = M@ e £ Qi) =
where M? — N? > 0, for all M and N non-zero real constants.
Tye's
Gu(@® = -———, (26)
HE+pxe
e
G =, 27
&) == 27)
where y is arbitrary unknown constant.
Family2: If 7 = 0 and u # 0, the solution of Eq (13) is:
1
G = - . 28
136 LET Y (28)

3. Execution of the gBEM

We apply the following variable transformation to derive innovative soliton solutions for the CCMS
given in (2):

o(t, x,y) = eu(t, x,y),

S(t,x,y) = e™(t, x,y), (29)
N(t, x,y) = eQw(t, X, V).

Where Q = i(/lg + K % + j%&) + m, and A, K, j and m are arbitrary constants to be defined later.
. . . . _ P 0 a . i
Substituting (29) by considering & = U(F + % —2K%) into (2), we get:

i(D¢u + 2kDhu) + D¥u— (1 + K?)u + uR = 0,
i(Dv + 2kDfv) + D¥v — (1 + K*)v + R = 0,
i(Drw + 2kD§w) +D*w — (A1 + K>)w + wR = 0,
DR + DR + Di(u?) = 0.

(30)
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Using the transformation u = U(£), v = V(&), w = W(£), and R = R(¢), where & = n(% + %6 - 2K§)
to (30) yields the following set of equations:

7?U" — (1 + K)U + UR = 0,
7’V —(1+ K*)V + VR =0,

PW” — (A + K)W + WR = 0, @31
oR 8 -
(I -2K)% + a—f(U+V+W)2 =0.
When we integrate the fourth part (31) with regard to &, we get:
U+V+W)?
po WrVIWr @)
(1 -2K)
Substituting Eq (32) into the first three sections of (31) gives the following result:
PU” = (A + K)U - % =0,
PV = (A + KV - s = 0, (33)
PW = (1 + KHW - LW — g,

We may simplify the system of equations in (33) to a single NODE in U, assuming values for V
and W with arbitrary constants K; and K5, such that,

V=KU W=KU. (34)
By substituting (34) with (33), we get the following NODE:

(K + Ky + 1)2U3 _

2
20U -1+ KHU - =0, (35)

grra (1-2K)

We get N = 1 by applying the balancing principle to the largest derivative U (¢) and the nonlinear
term U? in (35).

N
U@ =) BG&). (36)

i=—N
Putting (36) in (35) and collecting all the terms with the same power of G(£) provides an expression
in G(¢). We obtain a system of algebraic equations by equating each coefficient of the expression to
zero. Using Maple and solving the resulting system yields the following three scenarios of solutions

for the relevant parameters:
Case 1:

Byt 2 22
B_1:—,B0=BO,B1:O,K:K,K1:—Kz—l,KQ:Kz,/l:—K +nT,n=n. (37)
e

Case 2:

B—l = B—I’BO = BO’BI = BlaK = K7 Kl = _KZ - 19K2 = KZa/l = _Kzan =0. (38)
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Case 3:

1B 1
B—l :OaB(): Eﬂ_lT’Bl :BhK:K’Kl :_Q,K2:K2,/l:_K2_§7727'2,77:77- (39)

22 +4 2t K+ K> B2 +B; 2
Where 52

Assuming Case 1, we obtain the subsequent families of soliton solutions for CCMS given in (2):

Family 1.1. For any non-zero real numbers 7 and u with the conditions 72 > 0 and u # 0, respectively,
Eq (35) for Case 1 generates the following families of solutions:

_ 1
Ql’l(t’ x,y) _ eQ(BO( T+ tanh(2 Tf))),

T + tanh (% Tg—‘)
By (-7 +tanh (1 7¢
Sl,l(t’ X, y) = Kleg( ( l(2 )) ),
T + tanh (5 Tg) o)
Bo(—7+tanh (1 7&
Nl,l(t’ X,y) = K2€Q( ( 1(2 )))’
T + tanh (5 Tg)
(Ki + K> + 1)?
Ruatt 20 = = o0 U6 6)
where Uy (2, x,y) = I%S—J;rh—fgl%(jg)f))
o/ Bo (T + coth (% Tg))
Oix(t,x,y)=e ( - )’
—7 + coth (E Tg)
By(r+coth(ir¢
S I,Z(ta X, y) = Kleg( ( (12 )) ),
—7 + coth (E Tg) )
By(r+coth(1r¢
Nl,Z(ta X, y) = KQ@Q( ( (12 )) ),
—7 + coth (E Tg)
(K1 + K, + 1),
Ri,(t.x,y) = ———~ U>.(,x,),
12(t,x,y) K- 1) 2@, x,y)
Bo(r+eoth(5 7¢))

where UI’Z(I’ Xs y) = —T+C0th(%7’§) ’
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a -2 By

Qu3(t,x,y) = e (1 + tanh (1 &) + (isech (1 £)) * BO)’
~ o -2 By

S13(t,x.y) = Kie (1 + tanh (7€) + (isech (1 £)) * BO)’ (42)
~ o -2 By

Ny, x,y) = Kze (1 + tanh (7 &) + (isech (1 €)) ’ BO)’

(K + K, + 1)2

Ri5(t,x,y) = Uist:3),

138, x, ) 2K-1) 13 x,y)

where U]j(t, X, y) = 1+tanh(rg)zilfgyech(ff)) + BO.
-2 By
1,X,y) = Q( +B )
Qiat,x,y) =€ 1 + coth (t&) = (icsch (&) "
-2 By

S a(txy) = K Q( + B ),

141, X, y) 1€\ T+ coth (t€) £ (icsch (T €)) ’ (43)

5 22 B,

(1 T coth (7€) + (icsch (7€) B")’

(K] + K2 + 1)2
QK -1

Nia(t,x,y) = Kye

Ri4(t,x,y) = Ut 4(t,x,y),

_ —2Bo
where Uy4(, X, ) = toncaziaacs T Bo-

2 2
015(tx,y) = eQ(BO [2 cos,h(}l Tg) smh(}l Tg) _2 (cosh(;L Tg)) ; 1) )
2

2
S5t x,y) = KleQ(Bo (2 cosh (% Tf) sinh (% Tf) -2 (cosh(;L Tf)) + 1) ),

2 2
Nis(t, x,y) = K2e9(30 (2 cosh(}1 Tg) smh(;1 Tg) _2 (cosh(;1 Tg)) + 1] )

(K] + K2 + 1)2
QK —1)

(44)

Rl,S(ta x’Y) = U12’5(t7 -xvy)a

where U, 5(t, x,y) = By (2 cosh (;11 Tf) sinh (;11 Tf) -2 (cosh (}1 Tf))z + 1)2.

AIMS Mathematics Volume 10, Issue 3, 6664—6693.



6675

By (T sinh(7&) + N + VT2 + N2 — T cosh (T.f)))
VTZ+ N2 - Tcosh(r&) - Tsinh(r&) =N/

By (T sinh (r4) + N+ VT2 + N? - Tcosh(rg)))
VMZ+ N2 — Mcosh(t&) — Msinh (&) - N /7
By (M sinh (r£) + N + VM? + N> — M cosh (Tg)))

VMZ+ N2 — Mcosh (t&) — Msinh (&) - N/

(K, + K, + 1)?
QK- 1)

Qmmmw:ﬁ(

S16(t,%,9) = Kie(
(45)

Nig(t, x,y) = Kzeg(

Ri6(t,x,y) = U7 (1, x,),

Bo(M sinh(r §)+N+ VM +N2-M cosh(r §))
VM2 +N2—M cosh(r €)M sinh(r &)-N

where U, 4(t, x,y) =

By(Mcosh (&) + N - VN> = M? + Msinh(rg)))
VN2 = M? — M sinh (t&) + Mcosh (&) + N
By(Mcosh(t€) + N — VN? = M? + Msinh(Tf)))
VN? = M2 - Msinh (&) + Mcosh (&) + N /' (46)
By (Mcosh(r£) + N = VN? = M? + M sinh (Tg)))
VNZ=M? - Msinh(t€) + Mcosh (&) + N/

(K] + K, + 1)2
2K -1)

Q1,7(l’ X,Y) = eQ( -

Si7(t,x,y) = KleQ( -

Numxw=Kﬂﬂ—

2
Rl,7(t’ x,)’) = U1’7(t’ X,)’),
Bo(M cosh(r &)+N— VN>~ M2+M sinh(r £))
where U, ;(t, x,y) = — Ty .
’ N2—M?2—M sinh(t £)+M cosh(r £)+N
Where N> — M? > 0, for all M and N non-zero real constants.

B17()

018(t, x,y) = eg(w + Bo),

By(1F(e™¢
By (1 F(e¢
Nig(t, x,y) = Kzeg(% + Bo),
2
Rl,S(ta X,)’) = %U%B(h X, )’),

where U, 3(t, x,y) = ‘%(il(xe—(j)’f)) + B,.
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Bo(ix(e™%))

where U, 4(t, x,y) =

O1,10(t,x,y) = 69(

S0t %,9) = K

Q10(t,x.3) = eﬂ(w + Bo).

S 191, x,y) = Kleg(w ¥ BO),
Nio(t, x,y) = Kzeg(w ¥ BO),
Rio(t,x,y) = %U@(t, XY,
+ B

By (:L (M (eff - e—ff)) + (2 iR))
VM2 = N2 + (Me™¢ — iR)
By (¢ (M (eTf - e—ff)) +(2 iR))

VMZ = N2 + (Me™¢ — iR)

By (¥ (M (e7¢ —e7™¢)) £ (2iR))
Nio(t, x,y) = Kzeg( + Bo),
VM? — N? + (Me™¢ — iR)
(K] + K2 + 1)2
Ry 10(f, X, y) = (2K—_1)U12,10(t’ X, ),
_ Bo(#(M(et—T¢))£(2iR))
where U]’]()(l, X, y) = Wi(MeTf—iR) + By.
Where M? — N? > 0, for all M and N non-zero real constants.
o B() (1 +)(€T§)
Ot x,y)=e (— e T Bo),
xe
o By (1 +)(CT§)
St xy) = Ke (— By —— Bo),
xe
o By (1 +XCT§)
Nl,ll(t’ x,y) = Kse (— Iy + Bo),
xe
(K] + K2 + 1)2
Ry (1, x,y) = WU%H(I’ X, ),
s
where Ul,ll(t, x,y) = —% + By.
Volume 10,
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(49)

(50)
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of Bo (X + eTf)
O12(t, x,y) = e (— — T Bo),
c's

By ()( + eTf)

St x,y) = K1€Q( — T Bo),
© (51)

B() (X + e“':)

Nyt x,y) = Kzeg( T e + Bo),
(K1 + K2 + 1)2
R o(t,x,y) = WU%M(L X, ¥),
where U1,12(l, x,y) = —@ + B().
Where y is an arbitrary unknown constant.
Family 1.2. If = 0 and p # 0, the solution of Eq (35) for Case 1 is:
Byt + %)

O1.153(8, x,y) = 69( _Bor g+ ) + Bo),

B +¥
St x,y) = K1€Q( - M + Bo),

u
(52)

B +¥

Nyt x,y) = Kzeg( _Bor e+ ) + Bo),
u
(Kl + K2 + 1)2

Ry 15(t,x,y) = Us ;5 x, ).

2K - 1)
Where U 15(t, x, y) = —22¢&D 4 g

u

Assuming Case 2, we get the subsequent families of soliton solutions for CCMS given in (2):

Family 2.1. For any non-zero real numbers 7 and u with the conditions 72 > 0 and u # 0,
respectively, Eq (35) for Case 2 generates the following families of solutions:

~2B_ju B Bit+ B tanh(%‘rf))

(8, x,y) = eg( 0~
T+ tanh(%rg) 2u

-2B_ BiT+ Bjtanh(i7é
St x,y) = Kleg( o By — (2 ))
T + tanh (%rg) 21 -
-2B_ BT+ Bjtanh(i7é
Nyi(t,x,y) = Kzeg( 1/11 ) — (2 ))’
T+ tanh(i T§) 2u

(K1 + K2 + 1)2

(2K— 1) U%](any)’

Ry (t,x,y) =
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B+ B tanh(% Tf)
2u :

—2B_u

an(irg) T B0

where U, (1, x,y) =

2B_ju

—Bi7 + By coth (4 7¢)

+ By +

Qaa(t, x,y) = eg(_ T+ coth (% Tf)

2B ju
— 7+ coth (% Tf)

Saa(t, x,y) = K €Q(

2B ju

1
-T+ coth(i Tf)
(Ki + Ky + 1)?

Nas(t, x,y) = Kzeg(

RZ,Z(t’ -x7y) = (2K _ 1) Ug’z(t’ X, )’),
where U, (1, x,y) = _T+i§;(éfg) + B + I Blzc,fth(ﬂg).
B_iu
t,x,y) = Q( ) +
Qs xy) = e 7 (1 + tanh () = (isech (1&))) = °
B_iu
Saatx,y) = K 9( ) ;
23(tx.y) = Kye 7 (1 + tanh (1 &) + (isech (1 £)))

+ By +

+ By +

2u )’
— By + By coth (4 7¢)
2p

)
)

(54)
— By + By coth(47¢)
2p

_ Bit (1 + tanh (7€) + (isech (1 £)))

)

2p
BTt (1 +tanh (7¢) + (isech (1 £)))
- ~ )
Byt (1 +tanh (7€) % (isech (1 £)))
- > J

(55)

B_iu
Noa(tx.y) = K 9( ) +
23(, %, 5) = Kze 7 (1 + tanh (&) = (isech (1 £)))
(K1 + K2 + 1)2 )
Roa(tx,y) = — 227 12 4 x 9,
23(2, x,y) QK - 1) 2,3( X, y)
B_
where U2,3(t’ X, )’) = -2 T(1+tanh(1'§)}_+—lzisech(7'f))) + BO -

Q24(t, x,y) = eg( —27 (1 + coth (TBf_)li (icsch (1)) i
Sau(t,x,y) = Kie?( =2 (17 coth (TBg_)li (icsch(x8)
Noa(t, x,y) = K2eg( -2 7 (1 + coth (ng_)li (icsch (1 €))) *
Roult, x,y) = %Ui‘(t, X, ),

B_iu

By7 (1+tanh(r &€)=x(isech(t £)))

2u

B Bt (1 + coth(7&) % (icsch (1))

)

2
Bt (1+ coth(/if) + (icsch (1 €)))
0~ > )
Byt (1 + coth(7¢) + (icsch (1 £)))
0 > )

(56)

Byt (1+coth(r &)+ (icsch(t £)))

+B0—

where Us4(1, %,) = =2 ot pstoac )

AIMS Mathematics
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0,5(t xy):eg( —4B_u +B0—B (2+ tanh( T§)+ coth( g)) )

(X, (2+ tanh(37&) + coth(} 7¢)) 7 y :
Suston Kl B, B wn(re) s on (i)

2,55 A, ! (2 + tanh( Tf) —+ Coth( Tf)) 0 4/1 s
Nos(t, x,y) = KZeQ( —4B_u + By B, (2+ tanh( 'rf) + coth( g)) )

S As (2+ tanh( T§)+ coth( Tf)) 4 )
Rys(t, x,y) = %U%(r, x,y),

(57)
where Uy 5(1, x,y) = —4B_u + By - By (2+tanh(} 7&)+coth(4 Tg))T

(2+ tanh(4 T§)+ coth(4 Tf))r du

-1
_ of2B_ju VM?*+ N? — M cosh (1 ¢) _ VM? + N? — M cosh (1 &) _
Qoo(t x,y) = € ( T ( M sinh (7€) + N 1) *Bo+ 2u ( M sinh (7€) + N ! )’

of2B-1pu ( YM? + N? — M cosh (1 ¢) - Bit( VM? + N? — M cosh (1 &) -
Sa6(t,x,y) = Kje ( : -1 +By+ : -1 ),
’ T M sinh(t&)+ N 2 M sinh (t&)+ N
o2Bop( VME+ N2 — Mcosh(té) ) Bit( VME+ N2 — Mcosh(z&) )
Nag(t,5,3) = Koe( . ~1| +Bo+ . -1] )
’ T Msinh(7é)+ N 2 Msinh(té)+ N
(Ky + K, + 1)?
R2,6(ta x,)’) = ;U%’ﬁ(n -xay)’

K -1)
(38)

VM?+N?>-Mcosh(té) 1 -1 + B + Blr VM?+N?>-Mcosh(té) 1 -
M sinh(7 £)+N M sinh(t £)+N

where Uy (1, x,y) = 2B ”‘(

-1
_ o 2B VN? — M? — M sinh (7 §) VN? — — M sinh (7€)
Q21 %,7) = ( [ Mcosh(‘rf) TN 1) tho-) ( Mcosh(r§)+N * 1))

-1 .
St x.y) = Kleg( ~ 23;1;1( VN2 — M2 — M sinh (7€) s 1) By B;l‘r [ VN2 = M? — M sinh (1 ¢) . 1))

T

Mcosh (Tf) +N Mcosh(té) + N
-1
2B_ VNZ — — M sinh B VN2 — M? — M sinh
N, 7(l, x,y) = Kzeg( - la sin (Tf) +1 + BO - v S (Tf) +1 ),
’ T Mcosh TéE+N 2 Mcosh(té)+ N
(K] + K2 + 1)2 )
R t, 5 = —U t» s ’
2,7( x,Y) 2K - 1) 2,7( X,y)

(59)
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where U, (1, x,y) =
Where N? —

__2B_ 1/1 VN2—-M?2—M sinh(t &) Bl‘r VN2—M?2—M sinh(t £)
( Mcoshtd+N T 1) +B ( + 1).

M?* > 0, for all M and N non-zero real constants.

M cosh(t &)+N

B (1% ()

Bt + (e’f) )

Qost, %23) = eﬂ( T £ (e7¢) * B+ u (1 F(e€))/)
B—l/l (l + (eTé:)) Bt + (eTf)
S2st.9) = Kie(— e+ B+ o ) (60)
B_\u (1 ¥ (eTf)) BT + (eTf)
Nos(t,x,y) = Kzeg( s + By m),
2
R2,8(ta x,y) = %Ugﬁ(t’ X,y),
where U,(t, x,y) = % + By + ﬂB(llT;((j:))).
B_iu (i F (eTf)) BT + (e’f)
Qro(t, x,y) = eg( s + By + m),
B_iu (i F (eTf)) BT + (eT‘f)
Sa0t.8.9) = K — g+ B e ) (61)
B_ | F (e7¢ Byt +(e7¢
vt = oL g )
2
R2,9(t» X,)’) = %Ugﬁ(t’ x’)’),
where U, o(t, X, y) = %ﬁfﬁ;)) + By + fg;éi;))
B_iu (¢ (M (eff - e—ff)) +(2 iR)) B\t ( M — (MeTf - lR))
Quuntox.) = & ot Em (eTf ") £ (2iR) )

T (VM2 = N? + (Me*¢ - iR))

Sa10(t, x,y) =

of B (7 (M (7 - ) = 2iR))
( T (VM2 = N? + (MeT¢ - iR))
B (¥(M (e - ) £ 2iR))

B\t (\/Mz " N2+ (Me’f - iR))
U GEM (e —e ) £ (2iR) )

+ By +

Najo(t, x,y) = Kzeg(

(K] + K2 + 1)2

Ry10(t, x,y) = 2K-1)

AIMS Mathematics

T (\/MZ — N2 + (Mevé — iR))

B\7 (\/M2 “ N2+ (Meff - iR))
H(F(M (e —e ™)) £ (2iR)) )

U3 1(t, %, y),

(62)
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Boip (F(M(eTé-e7€))=(2iR)) Bi7(VM2=N?2(Me"¢~iR))
t(VMI-N?2(MeTé-iR)) u(F(M(e7é-e7¢))x(2iR)) "
Where M? — N? > 0, for all M and N non-zero real constants.

where U, o(t, x,y) = + By +

(3 .
0 (txy>=eﬂ(—B‘”“‘(”Xe ) _BIT_Xef)
Hee Txeé T U +yed)
B_ju (1 +ye™ B e
Szll(l’x,}’):KleQ(_ ( ) Bo—&),
, Tyer (1 +ye)
B_ju (1 +ye™ B e
Nyt x,y) = Kzeg( - ( ) o — &)’
Tyer u(1+ye)
(K + Ky + 1>,
R t, ’ = —U t’ b 9
i) 2K - 1) 21(6 X, y)
By (14y e7é v aré
where Us.11(t, x,v) = _% Bo = Ml(?ll+))((er)'
B_iu (X"‘ eTf) BiTeT¢
Q 1
tx=e?-—— < " ) p ,
Qrialt, 3:7) = € ( TeTd ° M+ eTs‘))
B—l,u <)( + eTf) BiTe'¢
S I, x, =K Q( - 4+ By — l—)’
212(6, %) 1€ Te™é 0 u (y +e7¢)
B—l/l ()( + eTf) BiTe'¢
N t9 5 =K Q( S A _ 1—)’
2126, %) 2¢ Te™é 0 u (y +e7¢)
(K| + Kp + 1)?
Ry 1o(t, x,y) = ﬁUin(t, X, ),
__ Bap(xe) Bireté
where Us 121, %,y) = === + Bo = ﬂ()l(:erf)'

Where y is an arbitrary unknown constant.

Family 2.2. If 7 = 0 and u # 0, the solution of Eq (35) for Case 2 is:

B
Or153(t, x,y) = eg( — B (ué+Y) + By - 1 ),

ps+Y
S213(t, x,y) = K1€Q( —-B (ué+Y)+ By - ,u§B+ ‘P)
No 31, x,y) = Kzeg( —B_ (u&+¥)+ By - ,uch-il- ‘I’)’
Ry 13(t, x,y) = %U%m(h X, y).
Where Uy 15(t, x,y) = =B_i (ué +¥) + By — =5
AIMS Mathematics Volume 10
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Assuming Case 3, we get the subsequent families of soliton solutions for CCMS given in (2):
Family 3.1. For any non-zero real numbers 7 and u with the conditions 72 > 0 and u # 0, respectively,
Eq (35) for Case 3 generates the following families of solutions:

B

1
0oty = o - 1 27y

2 1
1 Bi tanh(%Tg)
Sait,x,y) = KleQ( _ - —)
P (66)
1
N (lxy):KeQ(—lM)
3,1 9 9 2 2 /l ,
(K + Ky + 1)?
R3,1(l’ -x, y) = I(Q’K—EI)U:%’I(l, X, y),
anh(} 7
where Us (1, x,y) = —3 %(25).
| Bicoth(s7é&
Os2(t, x,y) = eQ(E #)’
1
St = o[ 220067
| : " (67)
Niatt, 5,0 = K5 Blcoth(%Tf))
3 2 9 9 - 2 Y B
: 5 .
(Ky + Ky + 1)?
Ryo(t,x,y) = ﬁ Us,(t, x, ),
coth(1 7
where U (1, x,y) = 1 %(zf)_
B 1 1
0ua(t. ) = ¢ 215 = 5 tanh (r) = 5 & Gsech (7)) )
B 1 1
S3a(t ) = Kie® (= 2 tanh (1) - 3+ Gsech (8 )
3 (68)

N3s5(t, x,y) = K,e® E( - 1 tanh (7¢) — l + (isech (1)) ),
H 2 2

(K1 + Kz + 1)2

(2K— 1) U32,3(I,X,y),

Rs5(t, x,y) =

where Us;(t, x,y) = %( — 1 tanh (r€) — 1 + (isech (1)) )
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where Us4(t, x,y) =

where Uss5(t, x,y) =

where Us4(1, x,y) =

AIMS Mathematics

Os4(t,x,y) = egg—llj( — coth(7é) -1 £ 2 (icsch(t€)) ),

Saalt,%,y) = Klegy( — coth (T&) — 1 + 2 (icsch (t£)) )
2p

(69)
Ny a(t, x,y) = Kzeﬂg—lﬂr( — coth(té) — 1 +2 (icsch (T ) )
Ki+ K, + 1)
Raatt. ) = U (),
%( — coth(T&) = 1 + 2 (icsch (t£)) )
__bBi7 1 1
Q;5(t, x,y) = —e€ 14 ( tanh(4 T.f) + coth(4 Tf) )
Sss(t,x,y) = —Klegy( tanh (l Tf) + coth (l Tf) ),
41 4 4 70)
B 1 1
Nss(t, x,y) = —KzeQ4—1;( tanh (4_1 Tf) + coth (4_1 Tf) ),
K+ K, +1)?
R3,5(t7 X,Y) = %U;S(t’ X, )’),
—ﬁ—f( tanh (}t rg-‘) + coth (41'1 Tf) )
| (VM?+ N? = Mcosh (z8)) Bit
Q3,6(l’ X, )’) = eQ(E T ),
U (Msinh (7€) + N)
| (VM2 +N? = Mcosh (t8)) Byt
Sa(t%.9) = Kie(5 . )

o1 (\/m— Mcosh(Tf)) Bt
N3(t, x, ) = Kae (5 p (M sinh (7€) + N) )

2K — 1)

R3,6(t’ Xa)’) = U?z,,(,(ta x’)’)’

1 (VM2+N?-M cosh(r£))Bi
2 1 (M sinh(t &)+N)
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9

1 (VN? = M? - M sinh (7)) BlT)

— .9 _
Q37(t,x,y) =€ ( 2 i (Mcosh(té)+ N)

| (VN? = M? - Msinh (v §)) B
S37(t,x,y) = Kleg( ~5 )
2 U (Mcosh(té)+N) (72)
of 1 (VYN?=M? - Msinh(r8)) B
Nag(t,x,5) = Kze (_ 2 u (M cosh () + N) )

(K + K, + 1)2

(ZK— 1) U%j(t, x’y)9

R37(t,x,y) =

1 (YN-M2-Msinh(r &))B1 7
where Us 7 (2, X,Y) = =3 Gt amm

Where N2 — M? > 0, for all M and N non-zero real constants.

3
Q35(1, x,y) = eg(B:- [1 + (e ) )),

2 1F(e7%)
S3g(t,x,y) = KleQ(ﬂ (l + ﬂ] ),
u |2 1F(E9) (73)
N3s(t, x,y) = Kzeg(% {% + %] ),
Rs5(t, x,y) = %U;s(ﬁ X, ¥),
where Usg(t, x,y) = % (% + IS:)E))

Q3o(1, x,y) = eg(B'u_]T [% + ;(f:é?)] )
S30(1,x,y) = K, €Q(E [l + .i_(erg) ]),

’ u {2 iF(ed) (74)
Maolt.x.) = Kae( 21 [% + ;((e;))] )
Rosttonn = EE D 2 1),

+ eTf
where Us (1, x,y) = % (% + i;((erf)) )
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BIT 1

QOs10(t,x,y) = 69(7 (5 +

VM? — N2 + Me™® — iR )
FMes—-e )+ (2iR) )/

VM2 — N2 + Me™ — iR

B
S0, x,y) = Kleg( 17(
u

+¢muyf—eﬁ»i@ﬂnb’
VMZ— N + Me¢ — iR

(75)

Bt
N3 0(t, x,y) = Kzeg( 1 (
u
R310(2, x,y) =

1 VM2-N2+Me ¢ —iR

2+¢muaf—vﬁ»iamJ}
(K1 + K> + 1)2
Q2K - 1)

where Us jo(t, x,y) =

Bl
uo\2 " F(M(eT¢-e€))=Q2iR)

U3 10t %, ),

)

Where M? — N? > 0, for all M and N non-zero real constants.

1 _
Os11(t, x,y) = eQ((E,u
Ssn x,y) = Kleg((

1
N;pi(t,x,y) = Kzeg( (— u

R311(t, x,y) =

xe'

where U3’11(l, .X,y) = (%/J_l - m)BlT.

@ﬂmmw=ﬂ@———

S I, X, =K Q(_ )7
312(1, X, Y) 1€ 2 1 (p + 79

(K] + K2 + 1)2
QK-1)

TE

xe" )

I — X

uu+xe®)”

3

-1 Xe )
S a— )
u (1 +Xeff)) i

1

1
2 (76)

&

xe
- —2—|Bi7),
uﬂ+xﬂglﬁ

-1

2

Ug’ll(ta X, Y),

1 Bit BlTeTg )
B +erd))

BITGT‘E

2 p
1 BIT

(77)

1 B]T Blre”f

N3 o(t, x,y) = Kzeg(— ),

Rs (2, x,y) =

1B Bire’
where Us 1ot x,y) = 3 5F = 20055y

Where y is an arbitrary unknown constant.

AIMS Mathematics

(K] + K2 + 1)2

2 p plyte™)

(2K_ 1) U%,]Z(L x’)’),

Volume 10, Issue 3, 6664—-6693.



6686

Family 3.2. If = 0 and ¢ # 0, the solution of Eq (35) for Case 3 is:

1B B
O313(t, x,y) = 69(— =L . ),

2 p péE+Y
1B B
5313(I,X,y):K1€Q(——1T— 1 ),
’ 2 p pé+¥ 78
Ny 13(t, x,y) KQ(IB” 5 ) 7
s Xy = e \lz— — s
3,13 y 2¢°\5 i LE+ Y
(K, + K, + 1)?
R3 158, x,y) = ﬁ(@,w(h X, ).
Where Us 13(1, x,y) = 5 2 — 2o,

4. Discussion and graphs

The current study’s primary objective was to use gBEM to solve CCMS, which offered several
families of soliton solutions. Furthermore, our present method may be considered an efficient extension
of simple BEM, resulting in a comprehensive tool for several nonlinear situations. The findings
of our suggested fractional-order solutions are noteworthy, in contrast to those of the conventional
and previously employed integer-order solutions, which are unable to accurately depict all physical
phenomena. Our method eliminates the necessity to linearize the equation, which is required by certain
other previously published methodologies, and allows acquiring the precise solution to nonlinear
problems in the physical sciences. Additionally, the gBEM technique employed in this study is a
reliable tool with demonstrated effectiveness in a range of physical phenomena, underscoring their
applicability and versatility in resolving complex nonlinear problems.

In the field of CCMS, we identified chaotic solutions with axial and periodic perturbations that
may be linked to a variety of hydraulic systems. The term chaotic perturbation refers to the complex
behavioral shifts that can occur in soliton frameworks as a consequence of envisaged or unanticipated
shocks that resemble chaos. In our study, these perturbations manifest as structural alterations in
solitons, where certain kink solitons transform into fractal-like forms, while predicted periodic solitons
become breather solitons among chaotic perturbations. The behavior of fluid flow is significantly
impacted by these chaotic solitons. In the context of hydraulic systems, such chaotic solitons can
manifest as unpredictable and irregular flow patterns, resulting in intricate system dynamics. The axial
and periodic perturbations in the chaotic solitons, which can be linked to variations or perturbations in
the flow characteristics, may have an impact on the overall behavior and robustness of the hydraulic
system. Axial and radial velocities are two flow variables that may be directly impacted by these
obtained chaotic solitons from CCMS. These chaotic solitons with perturbations cause the flow to
become irregular and nonlinear, which impacts the fluid’s dynamics and velocity distribution in
hydraulic systems. Such phenomena may simplify the overall behavior and effectiveness of the
hydraulic system, especially with regard to energy dissipation and flow stability. The existence of
disturbed chaotic solitons might indicate complicated nonlinear dynamics in the system, which can
result in a number of phenomena that impact the overall behavior and performance of the hydraulic
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system, such as complex wave interactions, vorticity, and turbulence. It is essential to comprehend the
relationships between chaotic solitons and system phenomena in order to comprehend the intricate
behavior of hydraulic systems under nonlinear settings. Moreover, Figure 1 shows the perturbed
chaotic fractal-like solition solutions Q,; and R;; in (40). Figure 2 shows the perturbed chaotic kink
solition solutions Q; 3 and R, 3 in (42). Figure 3 shows the perturbed chaotic hump-breather solition
solutions Q¢ and R, g in (47). Figure 4 shows the perturbed chaotic kink solition solutions Q,, and
R, in (54). Figure 5 shows the perturbed chaotic fractal-like periodic solition solutions Q,¢ and R; ¢
in (58). Figure 6 shows the perturbed chaotic parabolic solition solutions O, ¢ and R, in (61). Figure
7 shows the perturbed chaotic fractal-like kink solition solutions Q34 and R34 in (69). Finally, Figure
8 shows the perturbed chaotic kink solition solutions Qs 9 and R3¢ in (75). In hydraulic models,
each of these solitons reflects unique wave dynamics subject to perturbations. A moving wavefront
that connects two distinct fluid states, for example, is known as a perturbed kink soliton. It is altered
by external perturbations like turbulence, viscosity, or external forces, resulting in variations in wave
form or velocity. A perturbed breather soliton is a confined, oscillating wave structure that experiences
recurring energy exchanges as a result of minor perturbations, which frequently result from changes
in the pressure or flow velocity in shallow water channels. Frequently observed in flow transitions
over barriers or in stratified fluid layers, a perturbed parabolic soliton is a single wave with a parabolic
pattern that undergoes external perturbations, resulting in asymmetric deformation. Lastly, a perturbed
periodic soliton is a wave train that comprises repeating structures that are affected by perturbations,
leading to modulations in phase, frequency, or amplitude. These are frequently seen in hydraulic leaps
or tidal waves.

Figure 1. 3D and contour plots of the perturbed chaotic fractal-like solition solutions Q; ; and
Rl,l in (40) for Bo = 100,7’ =10 l,,u = 20, B_l = %,Kz = —300, K1 = —K2 - 1,/1 = —K2 +

7t’a = 08,6 = 0.6,6 = 0.4,4 = 0.0012,j = 0.00032,m = 0.00090,1 = 0.00010,¢ =
1,andK = 0.0004.
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Figure 2. 3D and contour plots of the perturbed chaotic kink solition solutions Q; 3 and R, 3
in (42) for By = 90,7 = 3i,u = 2,B_; = %,Kz = 0.6,K, = -K, -1, = -0.30,14 =
-K?+ 1’2, a=0.7,=0.6,6=0.3,j = 0.002,m = 0.009, t = 10, andK = 0.1.
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Figure 3. 3D and contour plots of the perturbed chaotic hump-breather solition solutions

ng al’ldeg in (47) for Bo = 100,7' = 10l,/,t = ZO,B_I = @,Kz = 300,K1 = —K2 - 1,/1 =
’ K M

-K>+1* 7%, =08,=0.6,6=04,K =20,j=302,m=90,7=9,and t = 0.
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Figure 4. 3D and contour plots of the perturbed chaotic kink solition solutions Q,, and R,
in (54) for By = 100, B; = 40,7 = 120i,u = 20,B_; = =300, K, = -300,K, = -K, — 1,1 =
-K?,a=0.8,=0.6,6 =0.9,K =0.010, j = 0,m = 0.009, n = 0.00030, and t = 0.
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Figure 5. 3D and contour plots of the perturbed chaotic fractal-like periodic solition solutions
0> and Ry in (58) for By = 100, By = 400, 7 = 1204, = 20, B_; = 300, K, = -300, K, =
-K,— 1,1 =-K*,a =0.8,8=06,6 =09,K =0.003,j = 050,m = 0.09,7 =09, =
0, M = 20,andN = —60.
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Figure 6. 3D and contour plots of the perturbed chaotic parabolic solition solutions (0,9 and
Ry in (61) for By = 10, B = 40,7 = 10i,u = 400, B_; = 300, K, = 300, K, = -K, — 1,1 =
-K?,a =08,8=0.6,6 = 09,K = 120,j = 320,m = -9, = 10,t = 100, M = 20, and
N = -60.
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Figure 7. 3D and contour plots of the perturbed chaotic fractal-like kink solition solutions
Q34 and R34 in (69) for B; = 10,By = 1/2=% B” = 10i,u = 400,K, = 90,K;, =

- 2LATHRIODDE ) = K2 — 12177 02,8—066—01 K = 0.00120, j
0.00320,m = 0.009,n = 0.0010, ¢ = 100, M = 20 and N = —60.
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Figure 8. 3D and contour plots of the perturbed chaotic kink solition solutions Q3 ;9 and Rj3 1
in (75) for N = —60, M = 200,6 = 0.1, K = 130, = =220, j = 320,m = -9, u = 400,t =
100,7 = 10i,a = 0.2,8 = 0.6,1 = —K> — 1/2n*7%,n = 10,By = 1/2 %,Bl = 10,K; =

=22 +4 PP K+Ky B > +B)®
—— '”;2 221720 and K, = 90.
1

5. Conclusions

In conclusion, we used the gBEM to investigate the chaotic nature of solitons in CCMS, a fractional
generalization of a nonlinear CMS initially created to simulate hydraulic systems. The proposed gBEM
converted the CCMS into a set of NODEs to construct a new set of soliton solutions in the form
of rational, trigonometric, hyperbolic, and exponential functions. To comprehend the dynamics of
acquired solitons in CCMS, a series of 3D and counter plots graphically illustrated and revealed two
types of chaotic perturbations, namely axial and periodic perturbations, in the acquired solitons. The
discovered chaotic soliton solutions with axial and periodic perturbations were further analyzed and
linked to a variety of hydraulic systems. Furthermore, the efficiency and adaptability of our method
in handling a range of nonlinear models in mathematical science and engineering were confirmed by
our computational work. While the suggested approach advanced our comprehension about soliton
analysis, it has some limitations. In particular, this approach fails when the nonlinear term and the
highest derivative term do not balance homogeneously as this imbalance between nonlinearity and
dispersion hinders the method’s ability to provide soliton solutions, which depends on this exact
balance. Finally, future works will aim to analyze the chaotic nature of the model with the aid of
knot theory in fractional sense.
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