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Abstract: The nonlinear Schrodinger equation with a nonlocal operator plays an important role in
quantum mechanics, and the time-fractional Schrodinger problems have been widely studied for the
case of constant exponents. In this paper, we propose a linearized unconditionally convergent L1-
Galerkin method to solve the variable-exponent fractional Schrodinger equations. The optimal error
convergence of the fully discrete scheme is proved without any time-space step restriction condition,
even when incorporating the influence of the nonlocal operator in the temporal direction. The proof
relies critically on the Sobolev embedding theorem combined with the inverse inequality. The discrete
fractional Gronwall inequality is also used to obtain the error estimates. Numerical experiments are
given to verify our theoretical results.
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1. Introduction

This paper numerically deals with the following nonlinear variable order time-fractional
Schrodinger equation (VOTFSE) in multiple dimensions:

i$D{Yu+ Au+ uPu=0, (x,)€Qx(0,T],
u(0, x) = up(x), xeQ, (1.1)
u(t,x) = 0, (x,1) € 0Q x (0, T1,
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where i denotes the imaginary unit; Q € R? with d being the dimension; and SD?(’) is the variable order
Caputo fractional differential operator defined by [1],
N 1 "P(s
SD "¢ = A= o) fo (tqi(s)l(’) ds, O<a(t)<l, (1.2)

Time-fractional Schrodinger equations have been considered in various fields, including physical
[2], chemical [3], and biological situations [4,5]. It can be used to describe the laws of fluids’ motion in
fluid dynamics and can also explain the impact of in-process interactions arising from the propagation
of free particles in physics [6, 7].

Recent studies have demonstrated that anomalous diffusion processes often exhibit time- or
space-dependent rate dynamics, challenging traditional constant-order models. This finding has
drawn researchers’ attention to applying variable-order (VO) fractional problems to describe these
physical phenomena [8—10]. Smako and Ross [11] first introduced the definition of a fractional
operator and established some properties of the integral with VO. Later, Lorenzo and Hartley [12]
aimed at the concept of VO integration and differentiation and introduced several candidate
definitions in terms of different order memories. Sun et al. [13] discussed the application of VO in
terms of simulating the anomalous diffusion processes in many systems. To investigate this problem
systematically and explore the connections between variable-order and constant-order fractional
operators, Wang and Zheng [14] discussed the well-posedness of VO time-fractional diffusion
equations and the regularity of the solutions. Their works provide theoretical supports for solving VO
fractional equations numerically.

Considering the complexities of the VO fractional derivatives, analytical solutions are difficult to
obtain, with which several numerical explorations arise. Lin et al. [15] proposed a new explicit finite
difference method to solve a VO fractional diffusion equation and proved the convergence results under
the assumption that the nonlinear term satisfies a Lipschitz condition. Moreover, Zhao et al. [16] via
a Mid-point formula to discrete the fractional derivative operator with VO, and they derived a second
order scheme. Zheng and Wang [17] studied the effects on convergence results from «(f) and proved
that applying the finite element methods to VO time-fractional diffusion equations (TFDEs) achieved
the optimal convergent order on uniform meshes with a(0) = @’(0) = 0. They also considered a VO
space-fractional equation under the condition that the VO reduces to an integer value at the boundary.
Zaky et al. [18] studied the VOTFDESs with fixed delay, and the VO fractional derivatives were discreted
by L1-scheme. Collocation methods for this problem were subsequently developed in [19]. Later,
Wei and Yang [20] conducted a finite difference local discontinuous Galerkin method to approximate
the linear VOTFDE:S, proving the optimal error estimate and the stability analysis for the fully discrete
scheme. Du et al. [21] developed a second-order finite difference method in the temporal direction,
achieved high accuracy in space with applying alternating direction implicit (ADI) and compact ADI
skills to approximate space derivative. Jia et al. proposed a fast algorithm [22] and Huang et al. [23]
constructed a super convergent scheme to solve linear VOTFEs. Existing studies primarily focus on
linear formulations or Lipschitz-constrained VOTFDEs, while few studies address nonlinear cases or
VOTFDE:s. In [24], the Jacobi collocation method was used for VO space-time Schrodinger equation
and they proved that the scheme had high accuracy in one dimension, which could be extended to
solve the two dimensional case. Atangana and Cloot [25] derived a Crank—Nicolson scheme to solve
the space-fractional VO Schrodinger equation and found the stability and error estimate order to be
O(t + h?).
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The primary objective of this paper is to construct an unconditional convergent linearized
L1-Galerkin discrete scheme for the nonlinear VOTFSE (1.1). As is widely known, nonlinear
equations are typically addressed through two primary approaches: The fully implicit method, which
involves solving a nonlinear system iteratively, and the linearized method, which relies on the
boundedness of the numerical solution. Classical error analysis for these methods often requires
restrictive time-step constraints.

To achieve our goals, two primary difficulties should be addressed: (1) The loss of the convolution
structure in the VO differential operator, which is retained in constant-order fractional equations and
essential for deriving error estimates; (2) the inherent complexity of the VO time-fractional
Schrodinger equation, accounting for the influence of the imaginary part and the nonlinear term. To
overcome these challenges, we apply a vital method which is also considered in [26, 27] with
inter-order cases for analyzing unconditional convergence. This approach leverages the Sobolev
embedding theorem and interpolation inequalities, diverging from the popular time—space splitting
technique which was first introduced by Li and Sun [28,29]. This time-space splitting technique has
been applied to various Schrodinger equations [30-32], but is not employed here. Furthermore, we
incorporate an extrapolation technique to avoid solving nonlinear systems. An iterative process is
applied at the initial time step to ensure optimal error estimation.

The organization of this paper is as follows. In Section 2, a fully linearized L1-Galerkin scheme is
performed to solve the VOTFSE. Moreover, we give some important lemmas in this section, which
are necessary for our analysis. In Section 3, we prove our main results. Considering this two-step
method, we start by presenting the proof of the case n = 1, and then derive the analysis of the
unconditional convergent results in Theorem 2.1 by utilizing Sobolev’s embedding theorem and the
discrete energy technique. Some numerical experiments are carried out to investigate the numerical
accuracy, reliability, and efficiency in Section 4. Finally, several conclusions are done in Section 5.

2. L1-Galerkin methods and main results

Let 7, be a conforming and shape regular simplicial triangulation or tetrahedra of Q, and let h =
maxgey,{diam K} be the mesh size, where the diam K means the diameter of any element K. We
use V), to denote the finite-dimensional subspace of Hé(Q), which consists of continuous piecewise

polynomials of degree r (r > 1) on 7},. Let N be a positive number, # = kt,k = 0,..., N be the mesh
points, and the time step 7 = T//N. For a sequence of functions {w"}, we write

3 1
n—1 AN n—1 n—2. (21)

We introduce the inner product over the complex space

(u,v):fuv*dQ,
Q

where v* means the conjugate of v. Denoting @, := a(t,) and taking ¢, in place of ¢ in (1.2), L1
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approximation to the VO Caputo fractional derivative leads to

0 D9 0) = (- a,) Jo (tn—s)“"ds_ Il —a,) H J (tn—S)""ds

1 - t
—— ) 5.4 f (t, — 5) “ds + 0"
(1 -«a,) ; ¢ fet

; n k _ I-a, _ _i\1-a, n
Tr(z_%);arp [t = )™ = (1 = 1) "] + Q

n n—1
= Z 5T¢kbn,k + Qn = Z(bn,k - bn,k+l)¢k + bn,n¢n - bn,1¢0 + Qn
k=1 k=1
= D + O,
where

(=) =t — )

by , 2.2
. T2 - ay) 2
and Q" means the local truncation error. If ¢ € C%([0, T]; L*(Q)), the error satisfies( [33,34]),
Q"> < Cr. (2.3)
Noting that ¢(x) = x!7% — (x — 1)!"® is a decreasing function when x > 1, we have
0 <byy <byy<...<byyy <byy = —— 2.4)
n,1 n,2 .o n,n—1 nn — r(2 _ a,n)- .
Assume that
0<a(t) < ay := max a(r) < 1.
1€[0,T]
Letting U} be approximate to u" := u(x,t,) and recalling the notations (2.1), we can propose a
linearized L1-Galerkin finite element method. First, find U} € Vj, such that for any v € V,,
(D™ UL, v) + (AU V) + (UIPULYv) =0, n>2. (2.5)
At the initial step n = 1, we choose Ug = I1,u° and apply a linearized Euler method to arrive
U llz B Ug 1 012771
i( V) + (AU, + (U0, v) =0, YveV, (2.6)
where u = T2 — ay) .
Lemma 2.1. Let U}" be the numerical solution of Eq (2.5). We then have
U2 < U2, m=1,2,...,N. 2.7)
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Proof. We will prove the result by applying mathematical induction. Considering the imaginary part
of Eq (2.6) with v = U, , it is obvious that

1 0
NUull2 < [1Upll22,

which shows that the result holds with m = 1. Suppose that Eq (2.7) is satisfied when m < n — 1. Then
we prove the case m = n.
Taking v = U} in Eq (2.5) and extracting the imaginary part, we derive

RD&U, UT) = 0. (2.8)

Considering the definition of a fractional derivative and Cauchy—Schwarz inequality, we can obtain
the following from (2.8):

n—1
buallUfIR, = (bugeer = ) R(US, Up) + by R(US, Up)
k=1

UAR, + U2, DRI, + IR,
2 T O 2

n—1

|

< Z(bn,kn —byy)
=1

U + UG,
2

n—1 n—1
1 1
= 5 2 Buser=budUJIE+5 > (s = baIU3IG: + b
k=1 k=1

n—1
1 1 1
=5 § (bngst — bu) U2 + Ebn,n”U}’;”iz + Ebn,lllUglliz-
k=1

If we recall the assumption of induction and inequality (2.4), it can be obtained that

n—-1
1 1 1
buallUfI: < 5 > (s = badIUIG: + 5buallUSIE + 5601 IV
k=1

1 1 U 2.9
= 5 Bun = uDIUSIE: + 5buallUIE: + 5bu iU 29

1 T
= Ebn,n”Uglle + Ebn,n”Uh”iz-

Together with b,,, > 0, we can obtain the following from (2.9):
U2 < 102

and the mathematical induction is finished, which completes our proof. O
Lemma 2.2. [35] Suppose that the non-negative sequences {&", " |n > 0} and ¢" satisfy

"D " <" + &7, (2.10)
then

¢" < ¢ + max (T(1 — )} '} + max (VT =api e},

1<j<n
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Now, we give the main result and provid its proof in next section.

Theorem 2.1. Suppose that uy € H*'(Q) ﬂHé(Q) and the problem (1.1) has an unique solution
u € C¥([0,T]). Then, system (2.5)—(2.6) has a unique solution U,, n = 1,2,3,...,N and positive
constants 1y and hy exist, such that when v < 1y and h < hy, , satisfying

" — Ul < Co( + h™), (2.11)

where u" = u(-, t,) and Cy is a positive constant that is independent of T and h.

Remark 1. When the weak singular regularity at the initial time is considered, the corresponding
unconditional convergent results can also be obtained by using some nonuniform meshes, such as the
graded meshes.

3. Proof of the main result
In this section, we present a rigorous analysis of Theorem 2.1.
3.1. Preliminaries
Let R, : H)(Q) — V, be Ritz projection operator satisfying
Vu — Ru),Vw) =0, VYweV,. 3.1
By classical finite element method theory [36], we can find that for any v € H*(Q) N Hé (Q),
v = Rpvll2 + AIIVY = Rp)ll2 < C R |Vllgs, 1< s<r+1, (3.2)

where C, denotes a positive constant dependent only only on the domain Q. Besides, for any v €
H;(Q), we have the Sobolev embedding theorem and Cauchy—Schwarz inequality

IVllr < CWll2 + VW), 1< p<6, (3.3)
VI < IVl Vs (3.4)

For any v € V,, the following inverse inequality holds.
Mz < Cyh7 4IMly, 1< g<p<oco, d=2 or 3. (3.5)

Taking ¢ = t, in the first equation of (1.1) and considering the weak form of the resulting equation,
we obtain
(D", v) + (Au",v) + (|@"Pu",v) = (P",v), VYveV, n>2, (3.6)

where
P = (Do = D) + P — P

Moreover, u' solves

u —ud

i + Au' + [Put = P, (3.7)
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with o
u' —u

pl = i( _ OCD;ll(ul)) + |u0|2u1 _ |u1|2u1.

The truncation error can be estimated as follows from (2.3):
IP"|l;2 < Ct, for1 <n < N. (3.8)
Subtracting (3.6) from (2.5), applying (3.1) and letting
uw'-U, =u"-Ru" +Ru" - Uy =u"-Ru" +6,, n=12,...,N,
we have the following for n > 2,
i(D2@;,v) + (A6, v) + ([@"Pu" = |UPUL, v) = (P",v) — (D" (u" — Ryud"), v), 3.9)
and when n = 1, the error equation gives

-9;11 1 A012 1 ~O2 771 1 _u' = Ryu'
I(Z,V)—(VH V) + ([a°'u = |U,1"U,,v) = (P ,V)—I(T,V)- (3.10)

Lemma 3.1. If we suppose that U ,ll is the solution of Eq (2.6) and R’ = Ug, then there exist two
positive constants T, h, such that when t < T and h < h, (3.10) can be estimated as

16,12 + 77 2IVE,lI2 < Co(r + K™, (3.11)

where C, > 0 is independent of T and h.

Proof. Substituting 9; for v and considering the imaginary part of Eq (3.10), we can obtain that

1 _ Rhul

1 u
;IIHiIIiz + 3(u’Pu' - |UPU,LL6,) = 3(P',6;) — R( L0, (3.12)

and 012..1 012771 pl
S(lu I‘u’ — |Uh| Uh,gh)
02,1 012..1 012..1 012771 1
<13(u'lFu’ = U l"u + U, 'u = |U,IPU,, 6,)
0,2 02 1 1 02 1 1 1
< ||M I” = U, |||M lz= 16 ll2 + UL Nzl = U210 2

1 1
< Ce(llu” = Ryu°l[7, + ZIIQ},H%z) + (Il = Ryu'|I” + ZIIG},IIiz)

(Cc+ 1)

< (G + GOl + =216}

where C; i1s a positive constant dependent only on the regularity of the exact solution. The Cauchy-
Schwarz inequality and classical theory in finite element space are used in the last inequality. Together
with (3.8), Eq (3.12) yields:

1 . Cr+1
;IIH},IIiz < (CF+ ™D + kTHQ;ll“iz
12 1 12 1 1 1 pl
P + 118,11 + ;(u — Ryu,6,)

1+u+ulCp+1)

< (Cp +2C0R*"™D + C* 1% + 1
i

12
1641172
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Taking 7T (2 — a;) = %, when 7 < 7, the inequality above yields that
16,112, < 4(C; + 2CR*"™D + 4C*17.

Taking v = 6, in (3.10) and extracting the real part of the resulting equation, the following formula
is derived:

1 _ R 1
Va7, = R(u’Pu' — |UPU,, 6,) — R(P',6;) + 5(u, 0,). (3.13)
Similarly, we can get
IVE,I1, < 4(Cp + 2CR* ™D +4CP 7% + 777, (3.14)
The proof is finished. O

3.2. Proof of Theorem 2.1

We have obtained the convergent results when n = 1, as described in Lemma 3.1. In this subsection,
our goal is to present unconditionally optimal error estimates of the fully discrete numerical schemes.
Taking v = @ and R" = |2"*u" — |U"U? in (3.9), we obtain

i(D76,,0,) + (AG,,0)) + (R}, 6, = (P, 6, —i(Dy"(u" — Ryu"), 8,). (3.15)
Then extracting the imaginary part of (3.15) yields
R(D;"6,,6,)+3(RY},0)=3(P",6,)—R(DI"(u"-Ryu"),6;). (3.16)

Now, we estimate the second part on the left-hand side of (3.16). Using the Sobolev embedding
theorem and Cauchy—Schwarz inequality, we arrive
SR, 6,) = 3((a"Pu" — 10U, 6,)
=3(@"P " = ") + 2" P @~ Rud") + 2" 6, + (8" = 1O Ryu” = 6;), 6})

Ani2 A 2
<[q@"P@" = @), 6| + Cellu™ = Ryu”ll21165 122 + Crllgy 1%

+ | Rt — )@~ Ryl + 07 0)) (3.17)

+ ‘((Rhu” — @@ — Ryit" + O)Ryit" — 8, 67

<G82, + 165112 + C2(I8LIZ:1167116) + C( + A
Here we use the equality |a|* — |b|* = a(a — b)* + (a — b)b* and
. . 1
(076, O < 10,0,112110, 1112 < E(”th”izllenh”iz +1164117,)

1. (3.18)

< E(”HZ”iSHQZHZG +1163117,),

ANEO o An2 71 1An2 7112 Hn2
(@), G < 10,1110l < E(H@hllell@hHLz +116,172)

(3.19)

1 . A
< E(IIGZIIi.sIIHZIIiﬁ +[163117,)-

AIMS Mathematics Volume 10, Issue 11, 26527-26544.
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We then consider the estimation on the right-hand side of (3.16). On the basis of, the assumptions
of regularity and classical theory in (3.2), we obtain

RD W — Ryad"), )] < 1D " = Ry, 1611.2
< ||D:"Mn||H'+lhr+l||92||L2 (3.20)
1
< E(IIHZIIiz +h*Y),
and
(P, 6] < C(@ +110}117.). (3.21)
Substituting (3.17)—(3.21) into (3.16), we can get

R(DY6;,6) < CrllBlIz. +1163117.) + ColB3I7: 16,170 + Ca(r + A2, (3.22)

L

Recalling the definition of D?"¢} and using the Cauchy—Schwarz inequality, we derive

412, + N,
2

63117, + N6y 117,

2
+ bn,nllganz - bn,] 2

n—1
R(DIG,0)) > Z(bn,k = by y+1)
k=1

1 n—-1 2
= SullGGI: + Y ok = buse NG = bl (3:23)
k=1

1 Q, /1
= EDTnlleh”iz-

For the proof of Theorem 2.1, it suffices to prove that 7, and &, exist, when 7 < 75, h < hy, the
following holds
1671122 + T 2IVE;lI2 < Calr + H™*, (3.24)

where Cj is a constant independent of 7 and 4.

It follows from Lemma 3.1 that (3.24) holds when m = 1. Suppose that form = 2,3,...,n — 1,
the conclusion (3.24) holds. Now we consider the situation m = n. First, we estimate the equation
||921||i3||621|| 6. Then, the inequality is estimated in the following two cases.

Case A:7<h

Applying the inverse inequality (3.5) and the assumption of mathematical induction, it yields

A _da a3 | S
16, 1l: < Cyhe]16 112 < Cyh G(EHH;? M + 5”9;1 ?|I2)

(3.25)

d

<2C,h*s, m=2.3,...,n,
and
o

16,116 < Cyh™ 301611 2. (3.26)

Together with Lemma 3.1, we obtain
167111167 1s < 2C§hz_%||6’2,"||L2 <6;ll2, m<n, (3.27)
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where h; = (2C§)ﬁ and h < h;. Combining (3.23) with (3.25), (3.27) and inserting inequality (3.22),
we obtain
DG, < CiIBLI, + 164117.) + 1651172 + C3(x + A1)

Applying the discrete fractional Gronwall inequality(2.10) leads to
163112 < Cr + 1. (3.28)

Then, we give the estimation of ||[V&}]|;>. First, we derive the estimation of ||Df"92|| 12 from the
definition of the VO Caputo fractional derivative:

n—1
I1DZ" &Iz < § (i = bugr1) max 16;1lz2 + buallOllz2 + b l16)]122
1<j<n—-1
k=1 (3.29)

j 0
< (bn,1 = bun)  max. 167112 + Buall@lli2 + bt ll6,]]12-
<j<n—

Together with (2.4) and (3.28), we can obtain the following from (3.29):

4C

DY@z < 4Chp(t+ ) < ————
DBl 2 < (T ) ra—a)

IR A (3.30)

Then, we take the real part of (3.15) to get

IVG,I7. = (D6}, 6;) + R(R}, 6;) — R(P",6;) + (DY (u" = Ryut"), 6;)
< (IDZGllz2 + 1Pl + 11D (" = Ry lIp2)NIO Nl + R(RY, 6)) (3.31)
< ((Cat™ + Cs)(T + K™ + CH* D612 + (R, 6]

Replacing with (3.31), we can invert (3.31) into
VO, < Cot " (7 + K ONIO 2+ CrIB}115. +11671172) + C2(IBL13,1161125). (3.32)
Substituting (3.27) and (3.28) into the inequality yields

n 2 1\2 10712 2
T IVOIILL < Co(r + h™)" + 76411511041

3.33
<(BC; +Co+ )T+ ™ < Cs(t + h™H2 (3.33)

Thus, (3.24) holds for m = n.

CaseB: 7> h

By mathematical induction, we need to consider the case m = n. Applying Sobolev inequality (3.3),
we obtain the following, form = 2,3,...,n:

am

16717 < 11671122107 1 < CIBNAIVE 12 + 1167 11,2) < Car®™ 2
Together with inequality (3.3) we have

18715087176 < Ca® 2l 17, + IVEIE)
(3.34)

1
< §||V9leliz + 1631172,

AIMS Mathematics Volume 10, Issue 11, 26527-26544.
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where 7 < 13 = min{2C4_ﬁ, 1}.
Substituting (3.34) into (3.32) and applying the Cauchy—Schwarz inequality, we have

T

t|[VOI7, < Co(r + B + CLUIGIE, + 116;117.) + 7||V92||i2~ (3.35)

Together with (3.34) and (3.35), Eq (3.22) yields
R(D0,,0) < Cr16; 117, + 16,721172) + (Co+ DIGLIE. + T IIVII7, + Ca(r + A1)
<(Ci + Z)IIHZ_llliz +(Ci + i)IIH"h_ZIIiz +(C1 + DI, +2Ca(T + B,
Using Lemma 2.2 and inequality (3.23), we obtain
63117, < Co(r + H™1)2, (3.36)
which further implies that
™ |IVEI12, < Cs(r+ h™)%

Taking
To = min{7ty, 72, 73}, ho = min{hy, hy, h3},

we can see that when 7 < 79 and & < hg, conclusion (3.24) holds. We now turn to consider the case
T+ W+ > C.. Applying the triangle inequality and Lemma 2.1, we have

0
" = Upllz < Mlu”llez + NUjlle2 < led"llz2 + U2
max;<uey 11|z + 11Uz

. (r+h™.

max [lull,2+1U91),2

Taking Cy = max{C;, ==X o }, the proof of Theorem 2.1 is completed. O

4. Numerical experiments

In this section, we present two numerical examples to verify the unconditional convergence results
of the full-discrete scheme. The finite element method (FEM) is implemented in space in the following
examples. Here, we choose a(t) = a(1) + (a(0) — a(1))(1 — ¢t — sin2x(1 — 1))/ (2n)).

Example 1. Consider the following cubic Schrodinger equation:

iSDMu + Au+ uPu = g(x,0),  (x,0) € Qx(0,1],
u(x,0) = up(x), xeQ, “4.1)
u(x,t) =0, (x,1) € 0Q2 x (0, 1],

where Q = [0, 1] X [0, 1] and g(x, t) was chosen such that (4.1) has the following solution
u(x, 1) = (1 + £)x* sin(zrx)y* sin(xry).

AIMS Mathematics Volume 10, Issue 11, 26527-26544.
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Table 1. L2-errors and convergence orders in the temporal direction for (Example 1)with

a(l) =0.9.
a(0)=0 a(0) =0.5 a(0) = 0.8
N Errors Orders Errors Orders Errors Orders
5 9.36e-04 * 1.02¢ — 03 * 1.07e - 03 *
10 4.10e—-04 1.18 4.10e - 04 1.31 407¢-04 1.40
20 1.99¢-04 1.06 1.97¢-04 1.06 1.97¢-04 1.05
40 938e-05 1.09 9.31le—-05 1.08 9.37¢e-05 1.07

Table 2. Errors and convergence rates with @(0) = 0.4 and a(1) = 0.6 (Example 1).

L-FEM Q-FEM
M Errors Orders Errors Orders
5 2.93¢ - 02 * 1.94¢ — 03 *
10 8.71e — 03 1.75 2.19¢ — 04 3.15
20 2.28e¢ — 03 1.93 2.65¢ — 05 3.05
40 577e - 04 1.98 3.36e — 06 2.98

We compute the VOTFSE (4.1) by applying linear FEM (L-FEM) and quadratic FEM (Q-FEM). In
order to test the convergence order in temporal direction, we set M = 50, where M implies the uniform
triangular partition with M + 1 nodes and N = 5, 10, 20, 40, with a(0) = 0.0, 0.5, 0.8, and a(1) = 0.9.
Table 1 reveals that the numerical scheme for solving VOTFSEs can achieve first order in time with
different parameters. The spatial results are verified by taking M = 5, 10, 20, 40 with fixed N = 1000.
Taking the VO differential operator into account, we choose a@(0) = 0.4, a(1) = 0.6, which gives the
results in Table 2. The unconditional results are displayed in Figure 1 with @(0) = 0.4, (1) = 0.6. Itis
easy to find that for any fixed 7, the value of the scheme’s error tends to a constant, which justifies our

conclusion.

Linear FEM(2D)
T T

e
&

L2-norm errors

T=1/6

=110
7=1/20
7=1/40

Ht

5 10 15

25

30

L2-norm errors

Quadratic FEM(2D)

T=1/6

7=1/10
7=1/20
7=1/40 |

Ht

10 20

40 50
M

30

60

70 80

Figure 1. Two-dimensinal problem: L*-errors of L-FEM (left) and Q-FEM (right).
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Quadratic FEM(3D)

—8—r=1/10
—— 7=1/20

L2-norm errors

<,
&

L L L L L
10 15 20 25 30 35 40
M

Figure 2. Three-dimensional problem: L*-errors of Q-FEM.

Example 2. The three-dimensional time-fractional Schrodinger equation is considered as follows:

i$Du + Au+ ulPu = g(x,1),  (x,0) € Qx(0,1],
u(x,0) = uy(x), x €, 4.2)
u(x,t) =0, (x,1) € 0Q2 x (0, 1],

where Q = [0,1] X [0, 1] X [0, 1] and g is chosen correspondingly to the exact solution

u(x,y,2,0) = (1 + )1 =0y (1 =y’ - 2)°.

Table 3. L>-errors and convergence orders with N = M? (Example 2).

M Errors Orders
5 7.25¢ — 06 *
10 2.24e — 06 1.58
20 6.0le — 07 1.87
40 1.68¢ — 07 1.97

In order to verify the convergence orders proposed in Theorem 2.1, the L-FEM is chosen in the fully
discrete scheme (2.5) and (2.6) with N = M?, a(0) = 0.4 and a(1) = 0.6. The results displayed in Table
3 give that the convergence rates can reach first order in time and second order in space, respectively.
Figure 2 shows that the error tends to a constant for a fixed time step 7.

To estimate more examples, we define the errors in the L?>-norm

llejlzz = ( f W' — UyPdQ)"”.
Q
We test the convergence order of the scheme (2.5) and (2.6) with L-FEM and Q-FEM, respectively.

Consider the following condition:

0(;1 + (g)z) = %0(7 +7%), and 0(% + (%)3) = %O(T + 1),
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where the spatial convergence orders of u can be defined for a sufficiently small / and 7 as follows

lleyllz2 (7, h) lleyllz2 (7, i) )
llepll2(7/4, h/2) llepllz(x/8,h/2) ]

The numerical experiments are carried out using different time and space step sizes. First, we
choose the spatial step sizes h = 1/4, 1/8, 1/16, 1/32. To verify the convergence order O(t + h?) of
the schemes (2.5) and (2.6) with L-FEM in space, the time steps are set to
T=1/4, 1/16, 1/64, 1/256. The values in the column Order; of Table 4 indicate that the scheme
achieves second-order convergence, which is consistent with our theoretical findings. Similarly, for
the schemes with Q-FEM in space, the time steps selected 7 = 1/4, 1/32, 1/256, 1/2048 to examine
the spatial convergence behavior. The results in Table 4 reveal that the schemes achieve third order in

order; = logz( ), order, = 10g2(

space.

Table 4. Spatial convergence rates with different values /4 in Example 2.

h T llepll . Order;, T lleyll 2 Order,
1/4 1/4  9.50e — 06 * 1/4 1.26e — 06 *
1/8 1/16 3.56e—-06 1.42 1/32  1.57¢-07 3.01
1/16 1/64 1.0le—06 1.81 1/256 1.83¢—-08 3.10
1/32  1/256 2.63e—-07 195 1/2048 2.22¢-09 3.04

Moreover, we calculate the exact numerical solutions in three dimensions via L-FEM and Q-FEM.
From Figure 3, we can observe the efficiency of our numerical methods.

Exact solution %10 Numerical solution %10 Numerical solution

Figure 3. Exact and numerical solutions for Example 2 with L-FEM (middle) and Q-FEM
(right) att = 1.
Now, we extend our methods to VOTFSE with non-smooth solutions.

Example 3. Consider equation (4.1) with the exact solution
u(x,t) = (1 +17) sin(zx) sin(zy).

where Q = [0,1] X [0, 1] and 0 < o < 1 is a constant. The source term g(X, t) is chosen such that (4.1)
admits the non—smooth solution above.

To illustrate the unconditional convergence, we solve the problem by applying Q-FEM with varying
spatial step sizes for each fixed 7. The errors in the L>-norm at time 7 = 1 are presented in Figure
4. We can see that for each fixed T with different values of o, the errors tend to be a constant, which
demonstrates that time-step restriction is not necessary.
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0=0.3 0=0.5 0=0.8

—h— 15 —h— r1/5 —h— 15

—a— r-1/20 —a— r-1/20 —— r-1/20 [
=1/40 =1/40 =1/40

3
L2-norm errors

L2-norm errors
3
L2
-norm errors
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5 10 15 20 25 30 35 40 5 10 15 20 25 30 35 40 5 10 15 20 25 30 35 40

Figure 4. 2D problem: L?-errors of Q-FEM with different o

5. Conclusions

This paper proposes a linearized unconditional convergence scheme to solve time—fractional
Schrédinger equations with a variable order. Classical time—space splitting methods, while effective
in many contexts, face challenges when dealing with variable exponents due to the inherent
complexities of such nonlinearities. Here, we apply another approach with the Sobolev inequality to
achieve the results, which provides a more adaptable framework for handling these structural
difficulties. Numerical examples are provided to demonstrate our theoretical findings. We note that
the unconditional convergence of the proposed scheme is developed on the basis uniform meshes.
Hence the given examples are tested with smooth exact solutions to demonstrate the theoretical
results. Actually, the proposed scheme could be extended to handle the problems with initial
singularity using nonuniform meshes. The relevant unconditional convergence requires special
treatment, which relies heavily on the properties of the meshes.
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