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Abstract: This paper focused on a class of three-dimensional incompressible viscoelastic rate-type
fluids with stress diffusion. To simplify the analysis, we considered a model where the elastic stress was
spherical. It is worth noting that while the existence of solutions for such fluids has been studied, their
stability properties remain largely unexplored. So inspired by [1], this paper employed the bootstrap
argument, the Schonbek’s method, and repeated use of Besov space properties to prove, for the first
time, stability of the solution under some additional conditions on the initial data — but without further
smallness restrictions. Our results showed that the velocity decays faster than the typical algebraic rate,
while the spherical component of the elastic strain tensor exhibited global exponential decay. Finally,
using the decay rates, we derived the stability result for any given globally smooth solution—namely,
that a sufficiently small perturbation yielded a unique globally smooth solution which stayed close to
the original reference solution. We thereby extended the analysis of [1] on inhomogeneous Navier-
Stokes equations to a viscoelastic fluid with stress diffusion.

Keywords: viscoelastic fluid; Littlewood-Paley theory; decay rate; Besov space
Mathematics Subject Classification: 76A15, 35Q35, 35D30

1. Introduction

Viscoelastic fluids are ubiquitous in industrial settings (e.g., petroleum, food, and rubber industries)
and in nature (e.g., animal blood, natural bitumen), characterized by their combined viscous and
elastic behaviors. In modeling, rate-type fluid models incorporating a stress diffusion term are
widely employed to describe complex flow behaviors such as shear banding and vorticity banding
(see reviews in [2—4]), which give rise to visually striking phenomena like the rod-climbing effect.
These macroscopic manifestations originate from the microscopic deformation and reorganization of
embedded microstructures, such as polymer chains. To facilitate reader comprehension of such fluid,
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we illustrate the physical configuration below (see Figure 1).

(Rod-Climbing)
Equilibrium State Shear Flow Elastic-Dominated Flow
direclio\n of flow \/7(_\
4
No Shear Flow
R gradient of velociety
Random Microstructure Aligned Microstructure Highly Stretched Microstructure

Figure 1. Physical configurations of viscoelastic fluids under different flow conditions.

For analytical simplicity, the model herein simplifies the elastic response by capturing elastic
deformation effects through a spherical strain (i.e., the scalar multiplier of the identity tensor).
Apparently, reducing the elastic stress to a spherical tensor weakens the model’s memory effects
and directional characteristics. Consequently, the findings may only apply to a highly restricted,
idealized class of fluids, which limits their practical relevance. Nevertheless, the methodology and
results presented in this work offer valuable insights for future studies on more comprehensive and
physically realistic models. For clarity, we will study the model (3.1) and main results are presented in
Section 3, preceded by a brief overview of the equation structure and existing research developments.

When the parameter o = 0, the system (3.1) decouples into two independent physical problems: a
damped transport equation governing the scalar strain field, and the classical Navier-Stokes equations
describing fluid motion. The Navier-Stokes equations have been extensively studied. For instance,
Abidi et al. [1] analyzed the decay and stability of solutions for the three-dimensional incompressible
case with constant viscosity; He et al. [5] established the global-in-time stability of large solutions
for the three-dimensional compressible case in the whole space; Gui and Zhang [6] proved the global
stability of the three-dimensional Navier-Stokes system under anisotropic perturbations to the initial
data of a reference solution; and Dong et al. [7] further examined the stability and exponential decay
of the two-dimensional anisotropic Navier-Stokes equations with horizontal dissipation.

When the parameter o > 0, the system displays two critical characteristics. First, a Korteweg
stress term odiv (Vb ® Vb — %lVblzl[) emerges in the Cauchy stress constitutive relation within the
momentum equation. It originates the system’s elasticity, enabling the generation of normal stress
differences responsible for purely elastic phenomena such as the rod-climbing (Weissenberg) effect
and tubeless siphoning. Second, a diffusion term oAb is incorporated into the evolution equation of
the mean normal elastic stress. As an irreversible dissipative process, the stress diffusion contends with
elastic relaxation during flow decay. Even under strong elastic effects, this mechanism ensures the total
system energy decays continuously through viscous dissipation, ultimately restoring the system to a
static equilibrium state—a key basis for mathematically proving flow decay. Simultaneously, the stress
diffusion term provides essential regularization in the mathematical formulation: as a higher-order
differential term, it exerts a natural smoothing effect that suppresses non-physical singularities, thereby
guaranteeing the existence and smoothness of solutions under reasonable conditions. The coupling
mechanism between elastic stress and microstructure in the model provides a theoretical foundation
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for understanding complex nonlinear phenomena such as shear banding and elastic turbulence. For
the model’s derivation, we refer readers to [8], which provided a rigorous derivation of the model
for homogeneous compressible fluids, laying a vital theoretical groundwork for comprehending the
dynamics of such complex fluids. Moreover, it demonstrated the existence of global weak solutions
for this model under compressible and variable density conditions, taking into account arbitrary finite-
energy initial data. The specific model studied here is obtained by imposing a divergence-free condition
within the framework established in that reference.

Currently, although research on the specific model is limited, studies of other viscoelastic fluid
models can provide references for this work. Ai et al. [9] established the existence of global solutions
and decay estimates for a class of homogeneous incompressible rate-type viscoelastic fluids; Wang and
Wen [10] investigated the global well-posedness of strong solutions near equilibrium and their temporal
decay properties in Sobolev spaces for the compressible Oldroyd-B model; and Wang et al. [11]
obtained precise decay estimates for the incompressible Oldroyd-B model with only fractional stress
tensor diffusion in both two and three dimensions. Moatimid and Mohamed [12] investigated the
nonlinear stability of two electrified viscoelastic cylindrical fluids embedded in a porous medium under
an axial electric field; and they also analyze the stability of a two-layer electrified fluid system within a
porous medium under a tilted electric field in [13], which systematically clarifies the effects of various
physical parameters on stability under different orientations of the electric field.

Moreover, global existence results are available for related classes of diffusive rate-type viscoelastic
models. Bulicek et al. [14] proved the large-data, long-time existence of weak solutions for
a two-dimensional Giesekus-type viscoelastic fluid; Bulicek et al. [15] established the long-time
existence of large-data weak solutions for incompressible rate-type viscoelastic fluids with stress
diffusion. The problem complexity increases signicantly when considering thermal effects: Buli¢ek
et al. [16] presented the first rigorous analysis of thermally coupled cases (assuming only spherical
stress dependence), while Bulicek and WozZnicki [17] developed a large-data, long-time theory for
incompressible viscoelastic heat-conducting fluids, specifically addressing the planar case.

In fact, studying the decay and stability properties of these fluids is of significant importance. Decay
properties concern how the energy or disturbances within a system diminish to zero after the removal
of external drivers, such as initial perturbations or applied forces. Stability, on the other hand, examines
whether a fluid system will return to its equilibrium state or exhibit uncontrolled, amplified changes
when subjected to minor disturbances. In practical industrial applications, understanding and utilizing
these two fluid characteristics enables accurate prediction of flow dynamics, helping to prevent product
defects, equipment damage, and production disruptions caused by flow instabilities. All in all, decay
and stability are complementary and synergistic, collectively determining whether viscoelastic fluids
can be predicted, controlled, and effectively utilized in both engineering and natural environments.

Finally, we conclude this section by reiterating the novel contributions of this work. It extends
the analysis of Abidi et al. [1] on inhomogeneous Navier-Stokes equations to a viscoelastic fluid with
stress diffusion, and complements recent studies on diffusive rate-type models (e.g., Bulicek et al. [8])
by focusing on decay and stability properties rather than existence theory.
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2. Preliminary

Before presenting the definition of Besov spaces, we briefly review the fundamental constructs from
Littlewood-Paley theory (see [18] for details).

Let S(R?) denote Schwarz space, and C the annulus {¢ € R3|% < | < %}. We consider radial
functions ¢, y : R? — [0, 1] satisfying

3 8 4
Suppp €€ R <l < 3], Suppy <€ e Rjel < 3},
VESR), (@) + ) 96 =1, VEERN\(0}, Y o27g=1.
J=0 jez

The set C 2 B(0,2/3) + C is an annulus satisfying |j — j/| > 5 = 2/C n2/C = 0.
In the homogeneous case, the dyadic blocks A ; and low-frequency cut-off operators S ; are
defined by

Vi€ Z, 1,f(x) £ o2 ID)f(x) = 2 f Fe @ f -y,

R

$,7002 Y 4,0 = @D =27 [ T @)=y

p<j-1

where F~! denotes the inverse Fourier transform operator. The homogeneous Littlewood-Paley
decomposition thus reads

Vf e SEI\NPERY),  f(x)= ) A;f(),

JjE€Z
with # denoting the space of polynomials.

Definition 2.1. (Homogeneous Bony’s decomposition [19]) For f,g € S'(R?), the Bony’s
decomposition is given by fg = Trg + R(f,8) = Trg + Tof + R(f, g), where the paraproduct and
remainder terms are defined as

Trgx > Siaflig, RFQE D AifSjng REQED Aifljig, Aigx > Ajg.
jeZ jeZ jeZ j/=jl<1
We now recall the definition of homogeneous Besov spaces from [20]:
Definition 2.2. Let 1 < p < oo, s € R, and f € S (R?). For 1 < r < oo, we define the homogeneous
space B;,r as
FeBy, o) QAT <.
j2-1

For r = oo, it is defined by

feB, . o sup2”|l4;fll < co.

j2-1
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Remark 2.1. (1) Let k be a nonnegative integer. If s € [11—37 +k, % +k+1)(orr=1ands = %+k+ 1),

then the homogeneous Besov space B;,r(R3) consists of distributions f € S'(R*) such that all
partial derivatives & f (with |B| = k) belong to By X.
(2) For any positive real number s, the inclusion BZ’, N L? = By, holds, with the equivalent norm

WAlls, = I1fllss, + 1AL

Definition 2.3. (Chemin-Lerner type space [21]) For s € [—oo, %], 1 <rdp<ooand( <t < oo
The space L}(B;, (R?)) is the completion of C(0, 1; S(R?)) under the norm

Iz, = O 27 fo I4,f @i, d0) 7 < o0, 2.1)

JjeZ

with the standard modification for r = co. For p = r = 2, we denote this space by L\(H®). The local
space Zfo C(H %) is the intersection of L}(H®) over all t > 0; while for t = oo, we concisely denote the
space as L*(H*) by omitting the subscript t.

Lemma 2.1. (Bernstein’s inequality [22]) Let C be an annulus and B be a ball of R3. There exists a
constant C > 0 such that forany 1 € R*, k e N, and 1 < a; < a; < oo, the following hold

Supp f € A8 = sup [18° flle < C A2 £ o

o=k 2.2)
Supp f € AC = C* A fllza < sup 18 fllza < CF A4l
|0|=k

Lemma 2.2. (Interpolation inequality [21]) For 0 <y < 1, it holds that

1—
Az, < WA, Lo 1AL

.S A . 9
LB LB

where the exponents satisfy

1 )/+1—y

b = /1—1 5 and s=7vys;+ (1 —-7y)s,.

Furthermore, the Chemin-Lerner type spaces relate to classical Besov spaces via the Minkowski’s
inequality

if Aa<rn Wls, <Ml
if r<a, A fllgs,) < Wl

Lemma 2.3 ([18]). Let s > O and f € H*R) N L R?. If F : R — R is a smooth function with
F(0) =0, then

IEGA s < CC A+ A N) 11l (2.3)

Lemma 2.4. (Aubin-Lions lemma [23]) Assume that X << Y < Z, where X, Z are reflexible spaces,
and X is dense in Z. Let W = {f € L»(0,T;X), f; € L”(0,T;X), 1 < pgy, p1 < oo}, then there holds
that W << LP(0,T;Y).
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Lemma 2.5 ([1]). Ler 1 <r <o, f € B} (R%), andu € B§,1(R3) with diva = 0. Thus,
(1) For s € (=3,3) (orr = Lwith s = 3), |I[4;,u-VIfl2 < C27lull 5 Ifllg ; (2) For s € (—2, 00) with
By, ’

VfeL R, ue By (R, l[4;,u-VIfll, < CZ‘Sj(IIfIIB;JIIUIIB IV A ll=llallz ); (3) For s € (=1, 00),

5
2
2,
I[4j,w- V]ull2 < C27|lul|3; [IVul|s.

We shall prove the following commutator estimates, which will be used in the next sections.

Lemma 2.6. Let B \ X
Vb € L(B; (RY) N L (B; ,(RY)).
Then, there holds the following:

104w BBl ry ez < C27HBI o (Bl s Bl )
LY( )

T1.6:B5, L(T,15B3) LTy 5:B2)

Proof. Denote w!'(b) = w”(b) —w"(0), and it’s obvious that [4;, w”(b)IVb = [4;, w/(b)]Vb. Therefore,
our focus will be on calculating ||[ i w’l’(E)]VEII LN(Ty1L2)-
By Definition 2.1, the following identities hold:

AW (B)VD) = AT, 5 Vb) + A4 (Tgpw{' (b)) + A;Rw{ (b), Vb),
W (B)A;Vb = T,,54;Vb + ROy (b), 4;Vb).
Consequently, we have
(4, w{(DIVD = [4,, T, 1Vb + A(Tozwi (b)) + 4,RwY (b), Vb) = Rw{ (b), 4,Vb). (2.4)
The second term on the righthand side of (2.4) is rewritten as
A(Tozw! (b)) = Z A8 j-1VbA W) (b)),
lj-j'1<4
then there holds
T Ot sazy < € Y 1S 1 VBl s A w B)losr, ey
lj—J'|<4

< 23| Iw! @) 3
LT,

7 s
R2 00 B2
B2 Lo(T1:B2,)

where Lemma 2.1 is used, so that

. — ki T k ék JR— T
IS =1 Vbl 1) < C E 2NADI L 7y 1) < € E 2220 Abll 1y 2y < C270100] 7.
. . LTy 5B2)

k<j-2 k<j-2 g

For the third term in (2.4), by Lemma 2.1, we get

1RO B). VD < € ), 27 Wi @

j'=j-3

_3; 7 A
<Cr YW@l 5 I
Lo (11583

L 1Bl
*(T1.1:B5,)

A
LN(T1.1:3)

7 .
LN(T1.1:B5)
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The definition of R(w/ (b), 4,;Vb) and Lemma 2.1 give that

||R(W (b) A Vb)”L'(Tl 12 < C Z 2j |A b||L1(T1 sz)”A ’Wl (b)||L°°(T1,z;L2)

Jzj-2
§ . . - . —_
< C2NAbllsrypany D MW Bl ey
jzj-2
. :
<C2Hpl g WP
LN(Ty.1:B5) L>(T1,:B5)

We now estimate the first term [A4 s TW;,@)]VE. By the definition of A j» we have

A,T ,,(b)sz— Z [4;,8 jow|(B)IVA ;b

lj=J'1<4
= ff @2/ (x - (S v} '(b(x)) — S yaw) (b@)))VA.j'E(Y)dy
lj— J|<4 3
: 1
= f y- VS lw'l’(E(x—‘ry))dT]- Vf_lgo(2jy)21 jl;(x—y)dy
|/—/|<4 g%
+ 029 [ Fe@I = »)VS w] (BN BO) dy,
TATETS

which combined with the Minkowski inequality yields that

W, i WDl ay <€ 1A Bl e IVS o] Bllscr, e

[/ —jl<4
s
< C272||p|| 7 I/ @)l e
LNT11;B5 ) L=(Ty,1;B5 )
Combining the above estimates, we directly obtain
. — — -
114, WY (DIVDIpr, 2y < C272]1DI] N Iw} ()l 3
LN(Ty,13B5 ) L=(Th,1:B5 )
si — (2.5)
<CTHIBl,, (I L)
LTt B LN(TI’I;BZ,I) LM(T]’I;BZZI)
where we used Lemma 2.3 so that
_ _ - _ -
Wy (D)l 3 < CA +1Bllery )11l 3 < C+bll 370l 3
LTy B3 ) LTy B ) LT B ) LTy B )
O

Remark 2.2. Compared to the previous lemma, the commutator here involves only the interaction
between the multiplication operator w"”(b) and the function Vb. Its essence is to quantify the
commutation error between the “pointwise multiplication” operation and the “localized filtering”
process. In sharp contrast, the commutator [A j»u - V] treated in Lemma 2.5 is associated with the
first-order differential operator u - V, and therefore measures the commutation error between the
“differentiation” operation and the “localized filtering” process.
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.3
Lemma 2.7 ( [1]). Let u be a divergence-free vector field with Vu € LIT(BZZJ). For —% < s < % if
fo € B%,l and g € LlT(B;,l), the transport equation

O f+u-Vf=g, (x1t)eRxR",
f(0,x) = fo(x),

admits a unique solution f € C(0,T; Bil). ForO0<t<T,

!
Az, < Wfollsg, +C fo I, I 5 i+ il (2.6)
By Gronwall’s inequality:

WA llze s ) < expi{Clhul| |
: L

t

)}(Ilfollz;;1 + Cllgllzy s ))- 2.7

5
2
2.1
This lemma will serve as a fundamental tool in our subsequent derivation of energy estimates for the

density equation within the Besov space framework.

.5 o
Lemma 2.8 ( [1]). Let u be a divergence-free vector field with u € LIT(BZZ’I), g € LIT(B;J), and a €
L‘}"(Hz) N L‘}°(H“%) with 1 +a > ¢ > 0. For —% <s<l,r=10r2if fy € B;J and (f,P) €

3
s+3

LlT(Bz,1 )N LIT(H D solves

Of +u-Vf—(1+a)Af-VP) =g, (x,1)€R3xR",
div f = 0, (2.8)
f0,%) = fo(x),

then we get that forall0 <t < T,

!
WAl ) + I lzzae + IV Py ) < ollay, +C fo @l Il 5 d
2.1

(2.9)
+Clglzyag )+ Cllal, ot IVPligasy + Cllllzam A1, oy
N2
Consequently, we arrive at the following result:
Az, + 1Ay + IV Pl sy ) < CCXP{CIIUIIL,(Bg )}
’ ’ ' 11021
’ (2.10)
X (Wfollsy, + glzyias ) + Ml ot IVPsas) + ||a||L,m<Hz)||f||Ll(BH%)).

T\ 2r

This lemma will serve as a fundamental tool in our subsequent derivation of energy estimates for the
momentum equation within the Besov space framework.

Remark 2.3. If -1 < s < 1 andu = f in Eq (2.8), there holds that
Az as ) + WAy, + IV Pl s ) < CexplCIIT fllm)

X (||f0||B;.r + ||8||L;(B;,r) + ||a||L;,O(HH%)||VP||L;(L2) + ||a||L;>°(H2)||f||L1(B.r+%))-

t\T2r

(2.11)
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.5
Corollary 2.1. Let u be a' divergenfe—free vector field wit'h ue LlT(Bil). For —% <s§s< %, r=1,2, (or
r=1withs=3),if foe By, g € LBy, and f € Ly.(By')) solves

O f+u-VFf—Af =g, ,1) € R? x RY,
f +u-Vf f=8 &0 2.12)
F0, ) = folx),
thenfor0 <t <T,
t
WAllzs) + 1A, < folls;, +C f @l @I 5 d7 + Clglises (2.13)
’ ’ ’ 0 ’ 2,1 ’
which implies that
A lzp s,y + 1AL gy < eXp{Cl|u||L}(B§l)}(|lﬁ’||BE,,~ + Cligllz a,))- (2.14)

This corollary will serve as a fundamental tool in our subsequent derivation of energy estimates for
the elasticity equation within the Besov space framework.

Proof. This follows directly from Lemma 2.8 witha = 0 and P = 0. O

When addressing the regularity issues of nonlinear diffusion equations, Besov spaces and
Chemin—Lerner type spaces offer significant advantages over the traditional Sobolev space framework.
By leveraging the frequency decomposition based on Littlewood—Paley theory, Besov spaces enable a
more refined characterization of function smoothness and achieve sharp estimates for nonlinear terms
via Bony’s paraproduct decomposition, thereby facilitating the treatment of large initial data problems.
Meanwhile, Chemin-Lerner spaces optimize the order of defining space—time norms, ensuring perfect
compatibility with heat semigroup estimates, and providing an indispensable analytical framework for
establishing local or global well-posedness in critical spaces.

3. Problem formulation and main results

Prior to introducing our model, we first provide a complete list of all mathematical notations used
throughout this paper for the reader’s reference (see Table 1).
The primary model studied in this paper is given by the following equations:

0, +v-Vo=0, (x,7) € R® xR,

o(V; + V- VV) = Av + VP + ordiv (Vb ® Vb — 1[VBI’I) = 0,

by +v-Vb+ 1w (b) — cAb) = 0, 3.1)
divv =0,

(0, v, b)(x, D=0 = (0, Vo, bo)(x).

The unknowns o = o(x,1), v = (v'(x,1),v*(x,1),v*(x,1)), and b = b(x,1) denote the density, fluid
velocity field, and spherical component of the elastic strain tensor, respectively. The scalar pressure
function is denoted by P = P(x, t). Additionally, w(-) is assumed to be a smooth strictly convex function
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of b, with its second and third derivatives denoted w”(b) and w”’(b) being bounded, specifically, m I'<
w”(b) < my and [w"’(b)| < m, for constants my > 0 and m; > 0. The coeflicients v and o are positive
constants. Since their exact values do not play an essential role in our subsequent analysis, we set
v = o = 1 for simplicity. This is achieved through a standard nondimensionalization procedure, which
simplifies the governing equations without loss of physical generality.

Table 1. Notation.

Symbol Description

C Generic positive constant independent of ¢

X<y x < Cy for some C >0

C;X) Continuous functions from / to Banach space X
C,(I; X) Bounded continuous functions in C(/; X)

L1(R?) Lebesgue spare of p-integrable functions on R?

L1 Shorthand for L4(R?) (unless otherwise specified)
LI(X) Shorthand for L?(0, t; X)

SR?) Schwartz space of rapidly decreasing smooth functions on R?
S'(R?) The space of tempered distributions, dual of S(R?)
P The space of polynomials on R?

H(RY) Sobolev space of order s on R?

[P, O] Commutator: PQ — QP

v, Fv Fourier transform of v

vV, Flv Inverse Fourier transform operator of v

This system of equations describes a class of incompressible yet density-inhomogeneous complex
fluids, whose physical essence is highly relevant to systems such as nematic liquid crystals and other
viscoelastic fluids. Here, the density o acts as a flow-transported quantity that marks the fluid’s inherent
inhomogeneity. Central to the system’s physics is the introduction of an elastic strain b and its strong
coupling with the flow: the evolution equation for b, which combines advection, relaxation (driven
by the function w(b)), and diffusion (representing the system’s tendency to homogenize its internal
structure), collectively models the dynamics of microscopic configurations in this class of fluids, such
as the orientation of liquid crystal molecules or the conformation of polymer chains. Changes in this
microstructure directly influence the macroscopic momentum balance through a mechanism effected
by the stress tensor odiv (Vb®@Vb— %IVb|21I) in the momentum equation; this nonlinear term, originating
from spatial gradients of the internal variable, is the fundamental source of non-Newtonian behaviors,
such as normal stress differences, and leads to characteristic phenomena like the Weissenberg effect
(rod-climbing). Simultaneously, the viscous dissipation term —Av provides the primary mechanism
for momentum diffusion, smoothing the velocity field and dissipating kinetic energy into heat, while
the elastic diffusion term —o"Ab in the b-equation governs the relaxation of the internal microstructure.
Consequently, the model fully captures several hallmark features of viscoelastic or complex fluids:
upon cessation of flow, the internal variable b relaxes toward the minima of its potential via the
relaxation term, causing the associated elastic stress to decay—a manifestation of stress relaxation.
In summary, this system of equations provides a rigorous mathematical framework for analyzing the
dynamics of a class of incompressible complex fluids with orientational elasticity (notably nematic
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liquid crystals), clearly elucidating their fundamental viscoelastic physical nature. Meanwhile, to
facilitate the reader’s understanding of the coupling relationships between the fluid velocity, stress
diffusion, and elastic strain, we present a schematic diagram as Figure 2.

N Elastic Strain
§&» b

0Oy,
/(""@ Stress Diffusion
VbAb

Figure 2. Coupling relationships between velocity, stress diffusion, and elastic strain in
viscoelastic fluids.

In what follows, we shall investigate the large-time decay and stability of any given smooth solution
to (3.1) with a constant viscosity coefficient. Let a = é — 1, and base on the identity div (Vb ® Vb —

%|Vb|2]1) = VbAD, then model (3.1) can be rewritten as

a;+v-Va=0, (x,1) € R xR,

Vi+Vv-Vv+ (1 +a)VP—-Av)+ (1 +a)VbAb =0,
b;+v-Vb+w(b)—-Ab=0, (3.2)
divv =0,

(a, v, b)(x, =0 = (ao, Vo, bo)(x).

Our first result establishes the global stability for the solutions to (3.2) with initial density oy near a
positive constant. This extends the inhomogeneous Navier-Stokes system’s stability result in [1].

Theorem 3.1. Let (@, V,b) be a given global solution of the system (3.2) with initial data
— s 3 5
(@, V0. bo) € B3 (R’) x B} | (R’) X B |(R?), divV, =0,
m<1+ay<M, forsomem, M > Q. 3.3)

Suppose the solution possesses the following regularity:
5 _ 3 .7
aeC(0,00;B)), VeC0,00B],)N L (0,00 B] ),
— 5 .9
b € C(0,00; B ) N Ly (0,00 B3 ).

loc

Then, there exist positive constants cy, c2, ¢3, and a sufficiently large T = T1(ay, Vo, Eo) such that if

T
ol 3 explc, f IV¥Il 3 dr) < 1., (3.4)
BZ,I 0 BZ,I
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then for any initial perturbation (8, Vo, by) satisfying

Wioll 5 +1¥oll 1 +11Boll 3 < c3, (3.5)
BZ, 82,1 B2,

the perturbed initial data (ay, vy, by) = (ap + ag, Vo + Vo, l_)o + by) also admits a unique global solution
(a,v,b) to system (3.2), which satisfies the regularity:

3 3 . 7
a € Cy(0,00;B3 ), v € Cy(0,00;B; )N L 0,00, B3 ), 36
3 .9 .
b € C,(0,00; B3 ) N L'(0,00: B3 ).

Next, to study the global stability of general smooth solutions to (3.2), we first require global-in-
time estimation frameworks (e.g., (3.6)) for the reference system. Inspired by [1], we note that two
key challenges necessitate a revised approach: first, the intrinsic hyperbolic nature of the continuity
equation in (3.2); second, the analytical complexity in quantifying the pressure term in the momentum
equation. We therefore focus on analyzing the large-time decay behavior of these reference solutions,
and from which the desired result follows.

Theorem 3.2. Let (a, v, b) be a global solution to (3.2) with initial data (ay, Vo, by), satisfying

3 3 A
a € C(0,00;B; ), ve€C(0,00;B; )N L (0,00:B] ),

loc

5 .9
b € C(0,00; B} ) N L (0, 003 B} ),

loc

s 5 3
where ay satisfies (3.3), ay € Bé’l(R3), by € BZZ’I(R3), and vy € Bil(R3) NLIMR) (1 <q < %) with
div vy = 0. Define 6(q) = %(%} — 1). Then, there exists a time t, > 0 such that for all t > t,,

1428(q

IVOllz < Ci1+ 07D, W@l < QA+ 2, IVbOl: < Cre ™",
IV2b(@l2 < Cre 2", f (VbR + Vbt < C, 3.7)
f[ 1+ VIR, + IAVIE: + IVPIEdT < €1 (0 <1< 1+20(g))
and -
ft (bl + [1VBllz= + VBl + VIl + [19¥]l)(@)dr < C, (3.8)

where C| depends only on my, m; (from w(b)), m, M (given in (3.3)), llaollz2, [|1bollg2, [IVollze, and ||Vollg:.

Remark 3.1. The decay rates we obtained—algebraic decay for the velocity field v and exponential
decay for the elastic variable b — accurately characterize two distinct yet coexisting energy dissipation
mechanisms in viscoelastic fluids: viscous dissipation and elastic relaxation. The algebraic decay of
the velocity field v is a typical feature of momentum diffusion in classical Newtonian fluids. This
process is inherently nonlocal and gradual, with its decay rate depending on the spatial distribution
scale of the initial disturbance, reflecting the persistence and gradual dissipation of macroscopic
inertial effects in the fluid. In contrast, the exponential decay of the elastic variable b reflects the
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rapid relaxation of memory effects of microstructural memory effects following flow disturbances.
Governed by an intrinsic relaxation timescale in the system, once initiated, the stored elastic energy
is irreversibly converted into thermal energy in a determinate and rapid manner, yielding strong
exponential decay. The coexistence of exponential and algebraic decay directly manifests the dual
characteristics of “viscosity” and “elasticity” in the long-term dynamic behavior of viscoelastic fluids.
Moreover, the exponential decay of Vb signifies the rapid release of internal elastic stress generated by
microstructural inhomogeneities. This explains why viscoelastic fluids, such as polymer solutions, can
quickly “relax” and exhibit a rapid decline in their resistance to deformation once agitation ceases. In
other words, driven by the principle of increasing entropy, the system evolves rapidly and irreversibly
toward a state where Vb — 0, that is, toward a spatially uniform and more disordered equilibrium
state.

By leveraging Theorem 3.2 and the proof technique developed in [1], we establish the global
stability result for the general smooth solutions of (3.2) as follows.

s — s 3
Theorem 3.3. Assume that a € B, | (R’) satisfies (3.3), by € B; |(R’), and ¥y € B}, (R) N LI(R) for

some 1 < g < g with divvy = 0. Let (a,V,b) be a global solution of system (3.2) with initial data

(do, Vo, bo) satisfying the following regularity conditions:

3 3 .7 — 3 .9
aeC(0,00;B])), VeC(@0,00;B;)NLL(0,00B,), beC(0,00;B])NLL(0,00;B] ).

loc loc

Then, there exists a positive constant c4 such that for any

~ 5 3 5
(d@o, Vo, bo) € B | (R) x (B3 (R*) N LY(RY)) x B |(RY),

with Gy = lldoll 3 +I¥ollr + [I¥ollr + [1Dollrz < 4,

2
2,1

the system (3.2) with initial data (ay, Vo, by) = (ay + aop, Vo + Vo, Z_JO + bo) admits a unique global smooth
solution (a, v, b) satisfying the regularity

S 3 .7
a € Cy0,00:B3 ), vEeCy0,00B; NLYN L (0,00 B3 ),

S (9
b € Cy(0,00; B, ) N L, (0, 003 B ).
Moreover, for any s € [%, %], the solution (a, v, b) satisfies the stability estimates
lla — 5”@0(0,00;3531) +lv - V||Z°<J((),<><>;Lp) +]lv- V||L°°(o,oo;B;’1)
3-2s (3.10)

+ ||V - V”LI(O,OO;B;TIZ) + ||b - b”Zm(O,OO;B;jI) + ||b - b”Ll(O’oo;BETﬁ) S CG02

In summary, Theorem 3.1 establishes the stability of a given solution to the model. Theorem 3.3
then generalizes this result to the case of arbitrary solutions. Owing to the challenges posed by
the hyperbolic nature of the continuity equation in (3.2) and the estimation of the pressure term in
the momentum equation, we therefore first study the large-time decay of the reference solutions in
Theorem 3.2. The rest of this paper is structured as follows. In Section 4, we establish the global
stability of a specific solution to system (3.2), as formulated in Theorem 3.1. Section 5 focuses on
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analyzing the temporal decay rate of global solutions, which corresponds to Theorem 3.2. Section 6
is dedicated to proving Theorem 3.3, where the stability results are generalized to arbitrary smooth
solutions of (3.2). Finally, in Section 7, we not only provide a synthesis of the principal findings
but also critically examine the limitations inherent in our model, while simultaneously delineating
prospective avenues for future research and presenting the strategic roadmap for our subsequent
investigative work.

4. Proof of Theorem 3.1

This section is devoted to proving the global stability of a given solution to system (3.2) under
the assumption of bounded density, as stated in Theorem 3.1. We begin by establishing the uniform
boundedness of the reference solution via energy estimates in Besov spaces and a bootstrap argument.
Following this, the system for the perturbations, derived from the difference between the perturbed and
reference equations, is shown to be bounded using the same technique. The global regularity of the
solution to the perturbed system is thereby established. The detailed proof proceeds as follows.

First, to establish the global well-posedness of the reference solution (a, v, E) to system (3.2) with
initial data (ag, Vo, Eo), we derive uniform-in-time estimates for (a, v, E). We define the density variable
0= fa’ and perform classical energy analysis on (3.2).

A direct consequence of the continuity Eq (3.1), is the invariance property: for any 1 < p < oo,

llo — Ulzr = llog — Ller- 4.1
Next, multiplying the momentum Eq (3.1), by the velocity field v and integrating over R? yields:
ld, =_ _ - = _
~— Vo V@I, + IVVIE + f VbAD - Vdx = 0. (4.2)
2 dl R3

Taking the L? inner product of (3.1); with w’(b) and —Ab, respectively, and integrating by parts, we
derive the following equations:

d - _ _
d_llw(b)”Ll + W (DI, + f w” (b)|Vbldx = 0,
t R3

and

ld - — I e
EEIIVb(t)IIiZ +[1ABI7, - f V- VbAbdx + f W (b)IVbl*dx = 0. (4.3)

R R

Summing the above equations and integrating over (0, 7), the condition w”(b) > mj' yields: for all
t> 0,

ICN@ V), VB w12, + WDz 0.i20) + VY, Vb, Ab, w (B30,

< Cl 2o Vollz + IVBIE, + I @o)le).

which, together with the interpolation theorem, implies that

4.4)

t !
f IIVII“_% dr’ < Cf VI NIV .de” < C(Woll;. + IVboll}, + Iw(Bo)ll),
0 32,1 0
t f
f IIVbll“,% dr’ < Cf IVBIIZIIVBIIT.di" < C(olly. + IVbolly, + IIw(Bo)Il7)-
0 B3, 0
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Thus, for any £ > 0, there exists 7;(g) > 0 (simplified as T hereafter) such that

NIl + VBT,
Bz,l B

} <& 4.5)
2,1
On the other hand, applying (2.7) to Eq (3.2), over (0, T;) gives
T
llall_ 5 <llaoll ; eXP{sz Vvl , dr}. (4.6)
Ly, (B3 1) By, 0 B3,
For t > Ty, from (2.6), we deduce that
@l 3 <l@Toll; +Cl@al s N @.7)
L>(T1.0:B3) B}, Lx(TyeB3 ) LN(T1L6B] )
For the momentum equation, by Lemma 2.8 and the product laws in Besov spaces, it follows that
VIl N s +IIVAl 1
[>Ty B3 ) L\(T1 6B} ) L\(Ty.1:B7))
<|V(TDI 1 + ClIVII 1l s +Clbll 3 1Ill 1
B, L(T1,t:B3)  LNT1.5B}) L(T,t:B3)  LNT1.:B})
T _ T ‘ ’ ’ (4.8)
+ Clfall 3 11l 3 LIl 1
LT 6B ) L(TaBl)  LN(TusB)
+ Clfall 3 (VP 1V 3.
L=(T1,1:B5) L\(T1.5:B5 ) LN(Ty1 ;B3 )

Next, we analyze the b equation. Applying the block operator A ;jto(3.1); and then the gradient operator
V yields

8,4;VGb — A;VNAb +w' (b)4,;Vb = ~V([4,,¥ - V]b) = V(V - 4,Vb) — [4,,w" (b)]Vb.

4.9)
Taking the L? inner product of (4.9) with A jVE gives the fundamental energy inequality directly:
EdiﬂﬁjVEIIiz + m22j||ijE||iz + m61||jjvg||iz < C2||[4;,7- V]BllellleVZ”L2 w10
+| fR V(¥ - 4,Vb) - 4,Vbdx| + 14w (BYIVBI|2 14, VBl 2. '

Applying Lemmas 2.1 and 2.5 to the first term on the righthand side of the inequality (4.10) gives that
2[4, - VIbllll4,Vbll < cz-%fnvnt IVBIl 4 114;95]l.>.

2,1 2,r
The second term vanishes after integrating by parts together with divv = 0

fW V(V-4;Vb)-A;Vbdx = —fR3V~AjvEV(AjvE)dx =-

| =

V- V(4,;Vb)*dx = 0.
R3
Integrating (4.10) over (T, t) and combining the above estimates, the following is obtained:
14,95 o r, a2y + m22 WAV Bllcr, 2y + mg 19BNy )
< VBTl + €279 IV
LY(T, )

e (4.11)
3 1+ W DIVDIlLr, pr2)-

1By L=(T,t;B5))
AIMS Mathematics
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Plugging the commutator operator (2.5) into (4.11) and utilizing the definition of Besov spaces, we
arrive at

[z K + bl .% + (D]l 3
LTyt ) LY(T1,1B5)) LTy, t;Bz%l)
<|IB(THI 3 + CIVI| s @)l 3
BZ%I LI( 22 L® (Tl,t;BZ{]) (4.12)
+Clpll g ||b|| o +CIBIE LBl
L>(T1.1:B5 ) LNT\.t:B3 ) (T, ,Bz LN(Ty.1:B5 )
On the other hand, define the function Z(¢) as
Z@) 2la ; + |V L+ s +||VP L+ b s +b 7.
O2all, s F o s VP, B s B @)

This, together with the inequalities (4.7), (4.8), and (4.12), yields

— _ _ — —2 =3 —4
Z(1) < IIa(Tl)IIBg +||V(T1)|IB% +||b(T1)||Bg +C(Z +Z +7). 4.14)
2,1 2,1

2,1

We subsequently define a time 7" as follows:

T’ £ suplt: Z < 3la(Toll 5 + IIV(T1)||B + ”b(Tl)” 3 < (4.15)

>T 2.1 2.1 21

Assuming c; (introduced in (3.4)) and ¢ (introduced in (4.5)) are chosen sufficiently small, it follows
directly from (4.6) and (4.14) that forall 7, <t < T’,

Z < (la(Toll 3 +|IV(T1)||B +|Ib(T1)|| 1)1 +9C,2).

2,1 2,1 21

Furthermore, choose ¢; < and € <

< 54c while ensuring that both ¢; and ¢ are sufficiently small,
then we get

—54C’

Z(0) < 2(la(T)l, 5 +||V(T1)|| ! +||b(T1)|| 3),

2 1

which contracts with the assumption (4.15). Thus, one can deduce that 77 = oo and Z(f) remains
bounded over R*, namely,

+|v +||[VP + s+ b + b <C.
v ||L°°(0 % +l ”L‘(0,+oo;B§1) | ”Ll(O,m;Bfl) |la IILDO(0 %1) | IILOO(0 2%1 +l ||L1(03+w;3277¢]) (4.16)
What’s more, we have
T
llal| 3 2(||ao|| 3 eXp{sz IVVIl , dt} + &) < 2(c; + &). 4.17)
L2(0,+00:B5 1) 2 1 0 B2

2,1

Building on these estimates, we proceed to investigate the global well-posedness of system (3.2) with
initial data (ay, vo, by). The initial data is decomposed as (ao, Vo, bo) = (ap + do, § Yo + Vo, bo + by), where
(Go, Vo, bo) are sufficiently small perturbations. With v = v — v and b % b — b defined, the variables
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(a,¥,b) satisfy

a,+(¥V+V)-Va=0, (t,x) e R* xR?,
—AV+ VP = —(V+ ¥)V¥ = V- V¥ — (1 + a)(VbAD + VDAD + VDAD)
+(a — a)(AV — VP — VbAD) + a(AV — VP),
by+V-Vb—Ab=-v-Vb—7v-Vb—w'b)b-o(b]),
divy =0,
(a, ¥, b)(x, D=0 = (a0, Vo, bo)(x).

(4.18)

Perturbations of the single-frequency term generate the higher-order nonlinear term o(|b|?), but it barely
affects the stability and decay estimates of the equation, thus it can be neglected. For computational
convenience, we will remove it in the subsequent energy estimates.

An application of Lemma 2.7 to the density Eq (4.18), yields

!

lall,_ s <llaoll y +C | IVl 5 llall 3 dr+Clall _ 5 ¥l s .
Lm(Bz ) z 0 21 321 (32,1) Lr(Bz,l)
Then, from (4.16), one further derives
lall_ s < Cllaoll 3 +llall 3 91l 5 )- (4.19)
t 2,1 BZ,] Lf (BZI) L (B 1)

Adopting the method of (4.8) provides the estimate for the velocity field v as follows:

t

91, 0 +I¥IL, s +IVPI, ) <I¥oll, +C | ¥, 1], dr

i (B5y) (le 2 0 2,1 2,1

+CINI 1 9, s f Bl 7||b|| sdr+cub|| ; I
L°°(B ) 2 ,( 21 L (B

+ Cllall (||b|| ER [ Bl 0, 3 )
Le( 21) LeB) LNBI) °°(B LB} )

+Clall_ 3+l s (W, s +IVPIL, g 1B s B, o)
LY (B, >(B3 ) {(B})) Lj(B3)) LPBy) L (B

+Clall,_ 3 (911, 5 +IVPI
L;’“(

2,

LB? 1)).

3
(BZ 1

Similarly, the 5 equation implies that

16| 3t IIbII ik II?)oIIg +Cf (IIVII 3 IIbII 43 IIbII ] ||V|| 1)
1 2 0 2

(B2
(BZ, 21

(1 + IIbII 3 ) Bl 5 1B 5 dv + CIIbII 3 IVl

2B B Ly

where we used the fact that

W @Il 3 < C(1+ Bll)lIBI] 5
BZ,I BZ,I

<C(1 E 3 25 3.
< O+ 1l Vil
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Summing the two inequalities above, it follows from (4.16) that

||V|| NN (1| +||VP|| T 2 [ 2]
LeB3) Li(B3)) LIB)) LrB7) L}(B} 1)
<ol +||b0||.% +1BIl s || I o +IVI g || Il el
By, By, Ly (B L 321) Lm(B Ly (By)
- (4.20)
BN 3B g +lall s B g +llall B B
LPB)LNBS, LB 21> LNB3) LPB2) LP(BY) LNBE)
el s+l s )l s AR, s IR ).
t 2,1 Ll‘( 2,1 LI (B L( 2,1 BZI)
Let
Z(@) =llall_ s +IVI ) ||V|| 3 +||VP|| v+l s ||b|| R (4.21)
¢ (B3 + (B3 5 Li(B;)) LP(By)) 21)
By multiplying (4.19) with a suitable coefficient (e.g., m), + 1), we can eliminate the ||a|| 3 term

2,1

from the righthand side of (4.20). Subsequent addition of the resulting equation to (4.20) ylelds

~ 5 - = — 52 53
Zty < mallaoll 5 +19oll y +1boll 3 +1@ll 3 +Z2(0) + Z(1)).
Bzi,l Bz,l Bz,] Ly (BZ,I

Along the same line of Z(r) and by invoking (4.17), we conclude that if ||a0|| 3+ ||V0|| P+ ||b0|| 3 +

21 21 I
2cy + 2¢ 1s sufficiently small, then for all 7 > 0, the following holds:
lall_ 5 +I¥IL_ 1 + ||V|| 3 FIVPI 1+ 121 3
LPB3) LPB3) (B3)) LBy L2 B3)

. . (4.22)
< 3my(llaol| +||Clo||g + %ol 1 +||bo|| 3).
B B B2

2.1 2.1 2.1 2|

Do~
-

Next, we turn to enhancing the regularity propagation for smoother initial data. Upon applying
Lemmas 2.7 and 2.8 and Corollary 2.1 to the equations for a and b in system (3.2), it follows that

llall < llaoll

iy f (Fl 3 + 191, )] < ol
r 2. 2 BZ,]

5
B2
r (b3 By,

and by using the estimates (4.16) and (4.22),

il IIbII < (llboll. IIW(b)II g)eXP f(IIVII + ¥l S)dT}

)Ilbll ;3 <C

3
L (B3)) LI(BF)

>
o

2 S
2 B2
2,1 2

< lboll 5 + (1 +[1o]
BZ,I

N ol

1

With regard to the velocity field v, a standard energy estimate applied to the solution of (3.1); leads to

WL s+, IV
> (B2, 1(B2) LB
<lvoll, 3 + f IVl V13 A+ llall s VI, s +9PIL L ) (4.23)
2] Ll 2,1 2 2,1)
ol 5 ol %+||a|| 5 bl ||b||
L (le) 7 2 (B3 ) L“(B 70 LB 1)
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Using (4.16), (4.22), and (4.23), and adopting the same proof method as in (2.7), we deduce

<C. (4.24)

v

1

.

1

+IIVP
L

3> 33 3>
2,1 2,1 I(BZ,I)

Finally, following the approach of [1], these a priori bounds combined with a classical regularity
argument establish the following improved regularity result:

5 3 A 5 .9
a € Cy0,00;B,), v € Cy(0,00:B] )N L' (0,00 B; ), b € Cy(0,00; B},) N L'(0, 003 B} ).

Hence, Theorem 3.1 is now established.
5. Proof of Theorem 3.2

As noted in Section 3, the reference system’s global estimate (3.16) relies on small initial data. To
overcome this limitation, we use Schonbek’s approach (systematically developed in [24]) to address
it here. This section focuses on proving the large-time decay of global solution to system (3.2)
(Theorem 3.2), with the proof structured into five propositions for clarity.

Proposition 5.1. Under the conditions of Theorem 3.2, there exist a time t, > 0 and some positive
constants c¢; (i = 1,2,3,4) such that for all t > t,, the following inequality holds

d ’ ’ ’ ’
EII( VoV, Vv, Vb, V2b)II7, + ¢l Vovillz, + clIVbIT, + IV, + c4lIV2bll7, <0, (G.D

or, consequently,

sup [|(vov(®), VV(1), Vb(), V2b()II7, + f (C'1|| Vov-I7, + clIVh[7,
[24%) %) (52)

+ S IIVAVIE, + CQIIV3blliz)dT < I(vov, Vv, Vb, V2b)(1)Il7..

Proof. Motivated by the method in [24], we multiply (3.1), by —éAV and integrate over R?, obtaining

1d 1 1
=—IIVVI[, + mlAV], < f |(v-V)v-Av+ —VP - Av + —VbAD - Av|dx
2di R? 0 0 (5.3)

< VIV Vllsll AV + (1T + alli=(IV Pl 2 1AV 2 + VDI 3| AD s |AVI]2).

2

Regarding the pressure gradient term [[VP|7,,

divergence-free constraint lead to

elliptic regularity estimates in conjunction with the

IVPIZ, < llov, +ov - Vv + VbAb|,

5.4
< IVovill: + V2V V2 V2V, + [IVBN V2l 2V 517
Then, substituting (5.4) into (5.3) shows
liIIV 2, + ZHlAviE, < II% 1A% II% IV2VIE, + VIV VI 2l V27
2dt A% 12 2 v 2~ v 12 v 12 A% 12 v 12 v 12 A% 12 (5.5)

+ 1 Vovill7, + IVl Vb2 VB,
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On the other hand, testing (3.1), with v, and integrating by parts gives rise to

1d
~—IVVIE, + [ Vovill7. < f lov - Vv - v, + VDAD - v/|dx
2 dt R3
S IVl IVl 19Vl Vvi iz + VBN IV 2bllgs| Vovill (5.6)
1
< EII Vovillz: + IV IVVI2 VY, + VB2V VB,
Subsequently, by applying the gradient operator V to Eq (3.1);, we obtain
Vb, + VvVb + vV2b + w" (b)Vb — Vb = 0. (5.7)

Taking the L? inner product of (5.7) with —V3b and using the bounds my U< w”(b) < mg, W (b)| < m
leads to

1d 27112 371112

§E”V bll;> + IV-DIl;»
< f Vv - VBV?b + vW2bV3b + w (B)|V2bI* + w'” (b)| VbV b|dx

R3

S VIV Vbl + IV IV Bl oIV Bl 2 + (VB2 VBl sl VB 2 (5-8)

1
< §||V3blliz + ClIVVILIVDI 21Vl + ClIVIL2 IV VI VB,

4
+ CIIVBIIL V2Dl + CilIV?hII,.
Additionally, taking the L? inner product of with —Ab, and integrating by parts yields

1d 1 d

——||IV2B|1%, + =w"(b)—||Vb|]%, + ||Vb,II%,

2dtll 7. + W ( )dtll 17, + Vb,

S IVVILelIVDI IV D2 + VIl IV2BI| 6 VB 2 (5.9)
1

< EIIVbtlliz + C>IVOINVDl VY, + VIV VI IVBIE).

To eliminate the last term in (5.8), we sum Egs (4.2) and (4.3) and multiply the result by constant C1,
yielding

Cid

= 7l VovilZ, + IVBII7.) + CiIIV2BIl;, < 0. (5.10)

Multiplying (5.9) by a sufficiently small & > 0 and using m;' < w”(b) < my, we combine this modified
equation with (5.5), (5.6), (5.8), and (5.10). This yields suitable constants c7, ..., c; > 0 such that

dit(ll VOVIIz +IIVVIE, +1IVBIE, + IV2I17,) + ¢/l Vovillz, + 5 IVbI,
(¢ = IMEIVVIE, = IV 19¥I2 = VBl I92Bl)IVVIE, 1D
+(cf — ||V||L%2||VV|IL%2 = IVl 19¥ll2 = IVBH2IV2Bl)IVBI, < O.

Moreover, estimate (4.4) ensures that for any y > 0, there exists a time #,(y) > 0 such that

IVV(E)llz + IVb(0)l2 < y. (5.12)
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We choose y sufficiently small, so that

I ‘ c’ o
IVoll . y> + IIVoll2y + IVboll 2y < mln{?, 74}, (5.13)

and define
T” 2 sup{|[VVOI7, + IV?DO)IZ, < 4lI(vov, VDXD)I + 477} (5.14)

24 %)

The objective is now to prove that 7" = co. If T” < oo, for any ¢ > 1,, (5.11) and (5.13) can be recast as
d ’ ’ 4 ’
EII( VOV, VYV, Vb, VD)7, + ¢l Vovilly: + SlIVBIL. + IV, + clIVDl1, <0, (5.15)

which implies

TII
ICVaY, Vv, Vb, V2b)(T")II7, + (U IVoVilIZ: + SIVBILL, + SIVAVIEL, + clIVBIIT, )dt

5]

< I(Vv, VDY@, + IVV@)IlT, + IVb@)II7, < VeV, VD)@)IlT, + 2,

contradicting the definition of 7" in (5.14). Thus, 7" = oo, and (5.2) is established. Moreover, (5.2)
and (5.4) directly give

f IVP(D)|I}.dt < C. (5.16)
n

O
Proposition 5.2. Under the conditions of Theorem 3.2, for any q € (1, %), we have v(t) € C(0, co; LY).

Proof. Multiplying the component equations of the velocity field by |v/|9~!sign(v/) and integrating by
parts, we obtain

d%ngévfn;q + @ fR 3 IVIv/|? Pdx = —¢ fR 3(VP + VbAD) V|9 sign(v))dx
< C(IVPs + IVOAB] )WL,
Simplifying and integrating over time yields
IVOllz=©0.19) < CIVollza + IV Pllrros29) + IVOABIIL1 (0 1:19))- (5.17)
To estimate the pressure gradient term, we take the divergence of (3.2), and use div v = 0, leading to

AP =div[ = v- Vv —a(VP — Av) — (1 + a)VDAD]. (5.18)

For1l < g < g, using the embedding L>(R*) N L3(R?) — LZ%(R3) and standard elliptic estimates,
we get
IVPllze S IV - VVllza + [la(VP = AV)l|zs + [[VDADI| s + laVDOAD|| L4

SIVIE 2 IVl + llall 2 VP = AV + VB 2 [IV2D]l2
L24 L2-4 L2-4q
1 1
+llall 20 [IVBII LIV 1IV2bll 2 (5.19)
L2 L L
S IVll2ar VYl + llall2ars VP = AVl + 19|20, VB2

2 IVBIRNIVBllL2 + V2B,

+ ”a”Lsz3|
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Moreover, using the Sobolev embedding H'(R?) — L*(R*) N L*(R?), and estimates (5.2), we find

IV Pl oy SC(IVI2m IV V202 + IV P = AVl 2
2 32112
+ VBl 2 VBl 2y + IV°BIR 2 )

LA (5.20)
<C(@) + C)(l \/EVtHL}(LZ) +llov - VV||L3(L2) + ||VbAb||L$(L2))
<C(@) +|l \/§V||L;>°(L3)||VV||L,2(L6) + ||Vb||L;°(L3)||Vzb||L$(L6)) < C(»).
As for the last term in (5.17), similar arguments lead to
!
IVBADI| 1 (0,.10) < Cf IIVbIILgIIVZbIIdeT < ClIVbll2em VBl 22y < C. (5.21)
0 q
Substituting these two estimates into (5.17) gives
IVl 0.i20) < C(0). (5.22)

By applying the Aubin-Lions lemma to (5.21) and using the estimate [|v,|[;2 2y < C from (5.2), we
immediately conclude that v € C(0, oo; L9). O

Proposition 5.3. Under the conditions of Theorem 3.2, (3.7) and (3.8) hold.

Proof. To enhance readability, the proof is structured into four steps.

Step 1: Decay rates of ||Vb||,2 and ||V?b||,2. First, we analyze the decay rate of ||Vb||,>. Taking the L?
inner product of Eq (3.1); with —Ab and using the bound m;' < w”(b) < my, we derive the energy
inequality:

d _ 1 3
EHVbHiz + 2m01||Vb||iz + 2||Ab||iz < 2f3 IVVDADIdx < 2|V 2lIVDIILIADI,.
R

Then multiplication by e 't gives
d mlt 2 2m 't 2 mlt % 31t %
1€ VDIl + 270 AN, < 2AVVII[le™ VDI, - e TIAD]
2my! 2 4 o 2
< e |ADIIL, + ClIVVILlle™ VB[ .

Using the a priori bound (5.2), we get by integrating over the interval [t,,¢] (with #, from
Proposition 5.1) that

t t
lle" " Vb(1)|I7. + f ™" T||ABI,dT < Ce™ ||[Vb(B)|7, exp {C f IVVlij.dT).
15}

[5)

Thus, for any ¢ > ¢,, the exponential decay results are derived as follows:

!
n%wmsﬂw,j}%WM@mMSc (5.23)

5]
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Similarly, taking the L? inner product of (3.1); with —Ab,, combined with integration by parts, leads to

d
Envzbn; + VB3, < f W’ (b)Vb - Vb, + (Vv - V)b - Vb, + (v - V)b - Vb,|dx
R3
S IVBINVDl2 + 19Vl VO IVBL2 + VIl IVl 21V 2

1
< EHVbt”iz + C(“Vb”iz +IV2VIL VAT, + IV2VILIV2BI, + ”VV”iz”Vsziz)-
Multiplying the above by e K yields

dl*zz -1 2 o212 -1 2 2112 2
Ellezmo Vbl + €™ VDI, < €™ IVEBL + €™ VDI, + €0 IVEVILIIVDIL,
24112 2 I o212
+ (VoI + 19V )le2™0 'V2bl ;.

Utilizing the a priori estimates (5.2) and (5.23), we easily obtain

t t
1,.-1 -1 1,..-1 -1
llez"0 *V2b(n)lI7, + f " T||Vb I} dr < (Ilef’"o “V2h(n)Il7, + f ™ T||V2blI7,dr

n 15}

/ ! 4
o [Lemtars [CemiEar)esic [ QTR +I9vIE ) < .
[5)

t n

Thus, for t > t,, the following holds:

!
V(D)2 < €70, f ™ T|\Vb(D)|2,dT < C. (5.24)

n
To estimate ||V>b||;2, the gradient operator is applied to (3.1);, producing
IV?BIZ, < VD, + 1YV - VBIZ, + IV - V27, + 1YW (B)II7.. (5.25)
The righthand side terms admit the following bounds:
IVV - Vb7, < IVVIE VDI, < (IV2VILIVEI VDI,
IV - V2bl7, < IVVIZIV2DIl Vbl 2 < %IIV%IIiz + VI IIV2DI,
VW (D)II7. < W (B)VDIIZ, < [IVDII7,.
Combining these estimates gives

IV3BIIZ, < VB, + IVVILIV2BIE, + IV2VILIVAN V2Bl + (VA

Multiplying by "o " and integrating over (%, 1), using (5.2), (5.23), and (5.24), we get

!
f ™ T\V3b),dr < C. (5.26)

5]

Step 2: Decay rate of ||v||,>. Following [2], we decompose R? into two time-dependent regions:
A1) ={Z1 141 < Vosh(n)}, AS(0) 2 R\A (),
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where h(t) < C(1 + t)‘% and
0s = sup o(x,1) = sup o(x).

x€R3, teR+ xeR3

Using Fourier transform properties, we split ||Vv]|;2 into low and high-frequency components:

IIVV(t)IIiz=fA()|§|2lf'({,t)|2d{+f P9, DPdE. (5.27)

()

Thus, (4.2) becomes

d R 1 1
7! VOVl + 2R (D)l VoVl < 20.h° f V(L. DAL + 21V VI IV2BII. (5.28)

Ay(1)

For the second righthand term, using (5.2) and (5.24) gives, for all # > 1,,
VI YV VDI, (1) < Ce™™ .

Next, we analyze the first righthand term in (5.28) (the low-frequency component of v(x,t)). Let
P denote the Leray projection operator; applying heat kernel theory to (3.2); and using 7, from
Proposition 5.1, we express v(x, f) as

r
v(x, 1) = ev(x, 1) + f e(’_T)AP[V (-v®V) +a(Av — VP) + (1 + a)VbAb]dT. (5.29)

15}

Fourier transforming in x yields

wmmy%wmmm+ff“WMmen

15}

+ |F (a(AV = VP))| + [F (VbAB)| + [F (aVbAb)|)dx. (5.30)

Integrating over A(f) gives

jﬁme@sf 2Dz, 1)L
Al(1)

Ar(D)

¢ ) ¢ )
+Ch5( f ||T(V®V)||L2«dr) +Ch3( f IIT(a(Av—VP))IIL?dT) (5.31)

! 2 ! 2
+cn( f IF (VbA)|I=dr) + Ch( f IF (@VbAb)||;=dt) .
[5) 1 '

For the first term of (5.31), introduce p and p’, with % + é = 1 and [% 2 g‘é(q) = %] - 1. By
Proposition 5.2, v(t;) € LI(R?) for g € (1, %), combined with the HausdorfF-Young inequality, we obtain

’ B _3
f e—2(t—t2)|{|2|€,(§, t2)|2dé</ s f e_2P ([—lz)lqzd{)pl ”V(tz, g)”%p S (1 + t) 2p" ||V(t2)||%q. (5'32)
A1)

A1)
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For the remaining terms, from (5.2) and (5.16),
f IF v ®Vlisdr) < b f IV@IEdr) < (=)L,
f IF (a(Av = VP)llzd7) < 1] f lalla AV, VP)lde| < (- 1),
f II?"(aVbAb)IILde < hg(f llall2| IVblleIIVzbllLZIIV%blledT)
< h3 f ||Vb||L2||V2b||L2dT (f IV?bl[7.d7)
15 [5)
3 ' 3mlr -3
Sh e ™ Tdr<(1+1)2,
4]
73
h( f IF (VbAB)||=dr)* < (1+1)72.
%) i
Substituting these into (5.31) and using 1 < ¢ < ¢ (implying 1 < 26(¢) < 3) gives, for all t > 1,,
f R OPAE ST+ P9 + (1+0)72 S (1+10)2. (5.33)
A0

Thus, (5.28) simplifies to

d 3 e 3

NGOl + ROINGVOI: s L+ 078 + ™0 < (14173,
Integrating over time yields

Jr @ 2 2 ' NG _3
e’ I Vovll> S IvVov)li, + | e* (1+7)2dr.
[5)

Due to h(t) = VO(1 + t)‘% with 6 > %, substituting it into the above gives

!
I Vovll.(1 + 1)’ s 1+ f(l + ) ldr <1+ (1+0)2
4]

Hence, taking 6 = 2, for example,
V@2 < C(1 +1)77, (5.34)

Step 3: Decay rate of ||Vv]|;2. First, adding energy inequalities (5.5) and (5.6) and applying (5.13)
gives

d -
EIIVVII%z + msl| VovilZs + malVAVIE, < IVBIIIIV2BlI V3B, < ™2 || V3h]1,. (5.35)

Using the same method as above, split the phase space into two time-dependent regions:

1
Ax(0) = {Z|i¢) < w/mjh(”}’ AS(1) £ RA\A (),
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where A(f) < C(1 + )2 (explicit form specified later). Decompose IV2vl7, as:

IV2vli7, = f IR, PdL +f CPIVV(E, DL (5.36)
A (D) A3
Substituting into (5.35) gives:
d N —5my
d—tllVV(t)Iliz + R ONVVIE, + msllovilly, < h“f 912dE + 3" VDI, (5.37)
Aa()

Integrating over (t,, ) and using (5.34) yields

t d T NI ! T Nt 5 3,-1
k" OTYTVOIR, + my f b | vl adr < VY. + f b ON (1 1y e TR, |ar.
15} 15
A _1 . 3
Let h(r) £ V(1 + )"z with @ > 3. By (5.26),

! !
||VV||22(1+t)9+m3f(1+T)9||\/§VT||22de1+f(1+‘r)e_§d‘rs(l+t)9_g.
[5)

5]

This gives the rough decay estimate
VvVl < C(1+ 175, (5.38)

and forall0 </ < %

!
f (1 + )|l Vov-II,dr < C. (5.39)
[5)

Step 4: Improved decay rate for ||v||;2 and ||VV||;2. To improve the decay rate of ||v||;2, we refine the
estimate for (5.31) by sharpening the bounds on its second and third righthand terms. Utilizing (5.34),
we get

! t t
f||¢(v®v)||L?drsf||v(r)||§2drsf(1+r)—idrs(1+z)%. (5.40)
%) » %) %)

Meanwhile, it is straightforward that

; !
f IF (a(Av = VP)llpdT f 1AV = VP2 rlalle
I %) (541)

1 t 1
< f | Vove|l2dt + f llov - Vv(7)||;2dT + f [[VDAD|| 2dT.
%) 15 [5)

For the first righthand term in the above inequality, using (5.39) yields

! 2 ! s 2 ! 5 ! 5
(f I vov:lldr) Z(f(l+T)_%(1+T)§||\/Z)VT||L2dT) gf(lw)-zdrf(l+T)z||@v,||§2drsc.
t 15} [5) 5]

Using the previously derived decay estimates, the remaining terms in (5.41) are bounded as follows,

! 2 ! 3 1\2 d 1o\2
( f llov - VV(D)ll2dr) 5 ( f VY11V, dr) < ( f (1+ 1) V2L, dr)
%) %) 153

_3 2
S T+ 074V < C,
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! 2 !
( f VoAbl zdT) 5 ( f IVBILITbl.d7) < 19, o IV Bl ) < C.
1% 4]

Thus, (5.41) is uniformly bounded:

ft |F (a(Av — VP))llLZodT <C.
0
Substituting (5.32), (5.40)—(5.42) into (5.31) gives
f R OPAE < (1 + 759 4+ (1+10)72 < (1 + 1)@,
2(0)
Substituting this result into (5.28) yields
%II VOV, + 2ROl VovDIR, < (1 + 1)1 72@ 4 o't < (1 4 1) 172@,

f 2h*(t)dt

Multiplying both sides by e’ leads to

d T o2 .
E(effz 2 \/EV(l)Hiz) < a2 071 4 12000,

Let h(r) £ VO(1 + t)_% with 8 > 26(q). Integrating over (1, t) gives the key energy estimate
| VovOll7.(1 + 0 < I Vov)llr, + (1 + )",
from which the decay rate follows:
IVl < C(1 + 1™,
On the other hand, substituting (5.43) into (5.37) gives

d 2 2 2 2 =28(q)-2 | ,—3my! 2
SV + OV + msll Vovil, < (1+1) 72 4 e VDI,

Multiplying by ef'z Hiwr

and integrating over time yields
t
" K (1)d TR )dr
b "INV, +ms f b g, IR de
3
SIVVn)IP, + f A ’”’)"” (147202 4 Vb2, Jar.

Taking h(H) = VO(1 + 1) with 8 > 1 + 25(q) gives

! !
IVVIE.(1 + 07 + my f (1+ 0| Vovl5.dr <1+ f (1 + 1) 22D gr < (1 + 1)P"172@,
t 5]

(5.42)

(5.43)

(5.44)

(5.45)
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leading to

1+26(g)

Vvl <C(+1)"2 . (5.46)

Moreover, with the choice 0 < 6 < 1 + 26(g), one obtains

!
f(l + 7’| Vov:llj.dr < C,
[5)
which implies that for any 0 < / < 1 + 26(g),
!
f (1 + )| Vov:l5.dr < C. (5.47)
5]
On the other hand, for any 0 </ < 1 + 26(g), there holds
t t
f(l +D'(IAVII7, + IVPI},)dT < f (1+ T)l(ll Vov-Il7, + llov - Vv, + ||VbAb||iz)dT-
%) 15}

A direct application of (5.47) bounds the first righthand term; while the improved decay rates of ||v||;2
and ||Vv]||;2 provide estimates for the other terms:

t 3 t
f(1+T)IIIQV-VV|IiszSf(l+T)’||VVIIi2||V2V|IdeT$f(1+T)‘H22‘SIIV2VIIdeT
%) 15 153
! 1
<| f (1 + 1) 2D gz |2Vl 2, 1) < C
15}

t t
f(l + D)|IVABIZII7.dT < f(l + DIVl 2Vl 21V B dr
t n

< f t(1 + T)1+25<q>e-%'"'f||V3b||§2dr S IV3bl2, 2y < C.
n
Substitution of these estimates into the above inequality yields the final result
f t(l + ) (IAVII?, + [IVPII3,)dr < C. (5.48)
5]
]
Remark 5.1. By (5.48), using the same method as in [1], for any | € (1 + 26,2 + 66), we have
fo w(l +D'(IAVIZ, + IVPIF)dr < (1 + 07177 (5.49)
Proposition 5.4. Under the conditions of Theorem 3.2, for any % <a<?,
fo ) (IAVIZ, + IV P, + [IV3Bll7, )t < C. (5.50)
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Proof. Step 1: Estimates for ||v;|l,2, [[VVilz2, IVD:ll.2, (IV2b,ll12, [[V?V]|2, and |[V3b]|,2. First, we estimate
|Iv,||;2 and ||Vv,||;2. Differentiating (3.1), with respect to ¢ and taking the L? inner product with v, gives

d
ZlIVBViE: + 209l = - f oilviPdx -2 f oV - VV - Vidx -2 f olvi?Vvdx
t R3 R3 R3

R3 R3 R3 °
6

4 le.

=

Using the continuity equation o, = —div(pv) and integration by parts, the second term 7, is rewritten as
L=-2 f ov-V(V-Vv-v)dx=-2 f ©VIVVP - v, + olVPV?V - v, + o|V*VVV - v,)dx.
R3 R3
The Gagliardo-Nirenberg inequality then yields the estimate for /;:

1
2 2 2 2 24112 4
(ol SVl IV VI IVVIl2AVel s + IV IVEVIl2lVills + IV IVl Vllz: < SVl + CIVEVIEL VYT

Similarly, the remaining terms are bounded as

2
| Sf |QV'V|VI| |dx S Vs lvell 3 [V Vil 2
R3
3 3 1 2 2 4
IV VoVl LIV, < gllezlle + Cll Vovill Vv,
2
13| + |14] Sf olv,|°|Vvldx +f lov - v, - Vv,|dx
R3 R3
1 2 2 4
SVl IVl zs IV VI 2 + (Vs Vel s [TV V2 < §||VVI||L2 + Cll VoVl IVVIl..
and

\Is| + | SIVOlIsIADI s 1Vllzz + VDo IAD |21Vl s

1 1
SEIIVzbzlliz + gIIVthliz + Cll VoVl V2Bl + ClINeVAlIL VI, + Cll Vvl IIVbIL,.

Substituting the bounds for /; to /s into the original equation yields

d 7 1
L Vovilly, + EIIVVzII2 < SIV2BIT, + CIVVILIVAVIE,

2=
2
+ CllIVoVAR (VY. + IV2BIE, + V2Bl + IV2DIIS,).

(5.52)

On the other hand, differentiating (3.1); with respect to time ¢, taking the L? inner product with —Ab,,
and using |w"”’(b)| < m;, we obtain

d
Envza,niz +2IV2B17, + 2my VB, < f IV, - Vb - Ab, + (V- V)b, - Ab, + W (b)b,Vb - Vb,|dx.
R3
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Estimates for the righthand side terms proceed as
1 1
|| Vi-Vb-Abdxl 5 IVl IVBI V2Bl < gIIVzbzlliz + EIIVVzIIiz AR
R‘

IVbilI;

L2| 12°

1
|f(v'v)bt'Abtdx|S||V||L6||Vbt”L3”V2b1”L2 < gllethI + IVl
R3

[2°

1
If w”(b)b,Vb - Vb,dx| < [1b|r=IVDI 2IVD 2 < gllebtlliz +||Vb|| VB2
R3
which leads to
iIIVb 17, + g||V217 17, + 2my IVD,I7 (5.53)
dr il ™5 tllg2 1y, tllp2 .
1 4

< EIIVVtIIiz + CIV2bI[LI VoVl + IVVILIVDL, + IIVbIIZZIIVbzlliz)-

Summing these two inequalities gives

d
I VoV, VO, + I(VV, V2B, < II(\/EVI,Vbt)IIiz(II(Vv, v2h)liy
4
+ V2Bl + VBl + IIVbIIZZ) + [IVVILIVAVI,. (5.54)

Using (5.2), (5.23), and combined with some routine calculations, we find

t
sup || vovs, Vo)lI7, +f 1(VVe, V2bo)ll7dT < (”(\/EvtaVbt)(tZ)”iz

>t

4
f VY IV2VI%dT) exp { f (9w, V2B)IL, + V26, V*B)IZ, + IVBILS, )dT) < C.

Thus, it holds that

VoV, € L™(t2,t; L?), Vb, € L™(t2,1; L?),
Vv, € LX(ty, t; L?), V?b, € L*(t,1; L?). (5.55)

Finally, using these estimates, we analyze the regularity of V?v, VP, and V3b. An application of elliptic
regularity to (3.1),, with the condition divv = 0, yields

IV2¥ll2 + IVPI2 < 1 Vovillez +llov - VVil2 + IVhAD 2
< 1veville + llovllslIV Vil + VBl 6lV2Dll s

1
< Z(IIV3blle +[IV?vll2) + C(II Vovili + IV, + ”Vzb”i2)~
For the elastic variable b, applying the gradient operator V to (3.1);, gives

IV°bll2 < VBl + IVVVDIl2 + v - V2Bl + 1YW (D)l 2
1 1 1 1
S VBl + IV IVZBILIV3BI L, + IVVIL IV V2Bl + CIIVA

AIMS Mathematics Volume 10, Issue 11, 26187-26236.



26217

< <I(Vb, V2W)lIz + CUIVB I + IVVILIVBIlL2) + CAIVVIIVBIL, + 1VD]l2).

N

Summing these and using (5.2) and (5.55), we obtain

sup (IV2V)ll2 + IVPOll.2 + IV°b(0)l2} < C. (5.56)

|24 5)

. . 3 . _ § .
S.tellc)1 2: Estimates for ”AV”L%(QJ;LZ)’ ||VP||L%(12J;L2), and ||V b”L%(zz,z;LZ)' Setting [ = 5 + 6(g) in (5.48)
yields

f AV, + IVP@IL, )dr

5]

f
< f (1+ 1) G001 4 RO (AVD, + IVPOIL,)dr (5.57)
15}

t R " 1
S[f(l + T)—(i+§6(q))d'r]3[f(1 + T)%+6(q)(||AV(T)||i2 " ||VP(T)||iz)dT]§ <C
193 I

where % <o < % ensures % +0(q) < 1+ 26(g) and % + %6(6]) > 1 (guaranteeing integral convergence).
A direct consequence of (5.26) is

' 3 % ' —Amlr Llp-lp 3 %
IV3blLdr < | emsm'Tedm 7|95, dr
%) [5)

, , (5.58)
1,.—1 2 -1 1
< ( f e 2™ Tdr)3( f " T|VPbl7,dr)? < C.
15 15)
The combination of (5.2) and (5.16) gives
t
f (IAVIE, + IV PIE, + V3B, )(mdT < C. (5.59)
15)
Interpolating (5.57)—(5.59) directly yields (5.50), proving Proposition 5.4. O
Proposition 5.5. Under the conditions of Theorem 3.2, there holds
f (b, Vb, VD)@l + IVDDI7 + [I(V, VV)(@)ll=dT < C. (5.60)
15}

Proof. The previous decay estimates, combined with (5.2) and (5.50), implies these bounds:

t t 1 1 00 ~ B
f ()l =dT < f VbV, dr < f e e T < C;
193 5]

4]
' ' i f 1 N | t T
L IVb(Dlldr < f V2Bl dr s ( f IVl Vb < f et <
A A A
e T P e e
15 5]

n

Similar to the proof process for b, we obtain the estimate for v as follows:
! t
f IVl ~dT + f Iv(@)ll;dT < C. (5.61)
153 %)
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Next, we estimate ft : IV2b(7)||~dT. It follows from (5.7) that

! !
f IV2bl[7sdr < ft (IIVbTIIia +[IVV - Vbl + IV - V2Bl + IIW"(b)Vbllia)dT-
[5) 2
Thanks to (5.55), the first righthand term satisfies
t !
f IVb|2dT < f IV2b,|%.d7 < C.
t 5]
Applying the Gagliardo-Nirenberg inequality, (5.24), and (5.56) to the second term gives
! t
f IV - Vb7 dt < f (Vv - V23, + Vv - VbI[,)dT
15 15}
!
sf (IVVIZIV2DIZ, + IV2VIEL VB )dT
15)
!
sf IV2VILIIVBll 2 VBl 2dT < C.
5]
Likewise, the remaining terms are estimated as follows:
t f
f IV - V2Dl dt < f IVVIEIVBIE, + VIV 3BIR dT
15 15}
!
< f(IIVZVIIizIIVZblle||V3b||L2 + VYl 2IV2V]I 21V dT < C,
15}
! !
f Iw” (b)Vbl[7sdt < f (W (B)V?DII7, + W (b)Vb - VbI[},)dT
%) lzt
< f(IIVZbIIiz + VDl IV?DI1)dr < C,
1)

where the boundedness of w”(b) and w"”’(b) is used. As a consequence, we deduce
||V3b||L2(t2,t;L6) <C,

which combined with (5.58) yields

! ! 1 1 1 1
f, IV2b()ld < f IVBILIV b dr < IV, IVlL, 0 < C.
2

L3 (1,:12)
To estimate ft : [IVv(7)|| ~d7, the momentum Eq (3.1), takes the form
—Av+ VP = —ov, —ov - Vv - VbAbD.
By the divergence-free condition, we have

VP = V(-A)"'div(ov, + ov - Vv + VHAD),

(5.62)

(5.63)

(5.64)

(5.65)
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which implies that

t t
f (IAVIFe + IVPIZ)dT < f (lov-Ii7s + llov - VVI[ + [[VBAbI[;,)dT.
15}

15}

It follows from (5.55) that

! !
f llovelsdt < Cf IVV-|[7.dr < C.
%) %)

Moreover, the Gagliardo-Nirenberg inequality and (5.56) show that
! f
f llov - V¥l7edT < f(IIVV VI + (v - VPVIL)dT
[5)
f(IIVVIILGIIVVIILs + IVIIZ=IIV2VII7, dr

f VYl IV2VI.dT < C,
A similar argument gives

!
f IVbAD||}dT < C.
5]

Therefore, we arrive at

73
f (IAVI[6 + IVP7s)dr < C. (5.66)

15}

which together with (5.50) implies that

! 1
24112 2

[2 IVV@ledr IV, 92y VI, e < C. (5.67)
This completes the proof of Theorem 3.2. m|

These decay estimates not only reveal the dynamic evolution rate of system perturbations but also
provide a crucial quantitative tool for rigorously proving the asymptotic stability of the equilibrium
state. Indeed, the decay of ¥ and Vb in the L?-norm directly ensures the integrability and convergence
to zero of the energy functional. Based on this, we will complete the stability proof in the next section.

6. Proof of Theorem 3.3

This section investigates the global stability of system (3.2) under small initial perturbations.
Specifically, we prove that for slightly perturbed initial data (&, ¥o, by), the system admits a unique
global smooth solution that remains close to the reference solution. For clarity, the section is divided
into two parts:

e We first rigorously derive global-in-time estimates for the reference solution, ensuring its
regularity and boundedness.

e Using the above results, we prove the regularity of the perturbed components (&, ¥, b) and establish
global existence via a bootstrap argument. Notably, the L? decay rates of ¥ and Vb are required,
so we also analyze their decay behaviors to complete the stability proof.
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6.1. The global-in-time estimate for reference solutions

This part is devoted to establishing global-in-time estimates for the reference solutions of
system (3.2), analogous to inequality (4.16).
Proposition 6.1. Under the assumptions of Theorem 3.3, we have

IVl IIbII VL, g3 T IVP
Lo(R; 32 Lo(R; BZ (R*:B3 )

+ ||| ,» <C, (6.1)

B2
LY(R*:B2))

D=

LY(R*:B2))

llall s <C. (6.2)

L>®*:B7))
Proof. Applying the gradient operator V to (3.2), then taking the L? inner product with Va, and using
divv = 0, we derive

d __
d—tIIVall fIVVIIVaIde<IIVVIILwIIVaIILz,

for any ¢ < oo, where integrating over (0, #) and using (5.67) yields

t
IVa@llz2 < IVaollr eXp{f IVVll~dt} < IVapllr2. (6.3)
0

Next, applying the Laplace operator A to (3.2), and taking the L? inner product with V?a, we obtain
d _ _
d—tnvzaniz < f (IV*V - VaVZal + |Vv| - |V2a*)dx
S IVl IVall s V7@l + 199111V 2all
Integrating this over time and employing (5.57) and (5.66) then gives

IV?a(0)ll> < 11Vl exp f (V¥ + IV¥llz=)d7 )
< IV%Goll explV¥ 7, + 19V ize) ©4)

2_
< [IVoaollr2.

We now analyze the equation for v in system (3.2). Using Remark 2.3 and the interpolation inequalities:
2
3

||V||L<Bz)_||VII vil* 5,
LI(HY) LI(BZI)

combined with estimates (3.7), (3.8), (5.50), and (6.4), we derive
+IVP|

Vil 1+ ||V||
I(le)

21)

<efo“VV“L°°dT[||vO|| + VBl
B2 L;’°(B§

+ ||a||L;o<Hz>(||VPIIL;<Lz> + IIVIleBm)]

3
32
2,1

||Ab||Lg(Lw) + ||a||L;>°(H2)||Vb||L;’°(L2)||Ab||L)(L°°)

<1+, s || || o)
2

LI(HY) )
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yielding

+||VP| . <C. (6.5)

Vil 1+ IV

5 1
Ly ;) LiB3)) LiB3,)
From this result, we improve the regularity of a by applying Lemma 2.7 to its equation

IIaoll 5 eXP{CIIVII 31sC (6.6)
2,1

i@l s
t 2,1

For the b equation in (3.2), (6.5) and Corollary 2.1 imply that

+ (1w’ (b)ll )-

1

}<||Eo||

l

Bl 3+ 1B, 2 < CexpiCINI,

5 5 5
) p2 B2 2
e (b3 2.1 2, By, 2,

The last term is bounded by applying Lemma 2.3 to ||w’(5)|| 3 - Using interpolation inequalities and
LY(B

2,1

the decay rates of ||VE|| 12, ||VZB|| 12, We obtain

IIW'(E)IIL1 5 <1+ ||b||L°°(L°°))3||b” ) S s+ |IVbIILM(LZ)IIVZbIILm(Lz))IIbllL L) IIbIIL L S G
Thus, the desired estimate is established that
||b|| gt bl 5 <C. (6.7)
1) L{ (32’1)

O

Proposition 6.2. Under the assumptions of Theorem 3.3, the following holds:
IVl 20,0020y + V1] 3+ 7 +IIVP 3 <C. (6.8)

L(0,003B)) L'(0,00;B}) L'(0,00;B7))

Proof. The Li-estimate for v is first established. Combining inequalities (5.17)—(5.21) and using the
decay rates in (3.7), we derive

t
— a— p— — — T~ p— — 2_
IVllzeozay < IVolle + f (VI IVVlz2 + llallm VP — AVlz2 + IVl (VDI 2
0

—2 v 27
+ 1@l VDl 2IVoDl 2)dT + 1
< [||V||L°°(H1)||VV||L1(L2) + ||5||L°°(H1)(||VP||L}(L2) + ||AV||L}(L2))
27 T 27
+ IIVbIIL e IVDll 2y + IIalle(H. IVl 22 IVl 212y + 1]

<C.
Next, it follows from differentiating the v equation in (3.2) with respect to x; that
3,07 +V - VO — (1 + @)(AJV — d;VP) = =0, - V¥ + 8,a(AV — VP) — (1 + a)3,(VbAb) — 0;aVbAb. (6.9)
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Applying Lemma 2.8 gives the following estimate:

loivll. 1+ +I1I0vll | s +||V<9P||
t 2,1 T(BZI)
t

< IVvoll 2 ||8V|| VI s dt + [10;a(Av — VP)| L) +[|I(1 + a)0; (VbAb)II nad (6.10)

B 0 21 21 r 2,1 1\P21

1
2
2,1

+10; aVbAbII bt @l VAPl 12y + Il 10V .

1 2 1

Using product laws in Besov spaces, (6.4), and Proposition 6.1, each term on the righthand side is
estimated as follows:

+IVPI, 1

1 2,1

19:a(Av - VP)II IallL (||V||

%
l 21 21) 2

16l s 1Bl

< llall KN 3
SBL) LB 1) L\B2)

I+ @VBABI 4+ 10:aVBAII,

1
R2
2,1 2,

1

1 1

@l a2,V i Pl (Lz>s||VP||2 VP ; —IIVPII 3 +C||VP||
L(BZ) Lj(B;)) Li(B;,

\S]

7
2,1

+ Clvll

lallee @) 10V L a2y < ME P 7 —IIVIIL
1

7
. p2
naly el 2 5

L} (32 )
Plugging all these estimates into (6.10), we get by some elementary derivation that

VIl 2 + VIl +||VP| : <C. (6.11)

7 3
L (B;)) Li(B3)) L{(B3))

6.2. Stability of the global large solutions

The global of this section is to prove Theorem 3.3. Let (a, V, b)2(a-a,v—v,b— E). Then, (@, ¥, b)
satisfies the following system:

a,+(v+v)-Va=-v-Va,

V+ V+ V)V +V-Vv— (1 +a+a) AV — VP — VDA(D + b) — VbAD)
= a(AV — VP — VbAD),

b+ (V+¥) - Vb +w"(b)b + o(|b?) — Ab = —¥ - Vb,

divv =0,

(@, 9, D)(x, D=0 = (o, Vo, bo)(x).

(6.12)

Thus, the stability analysis of system (3.2) reduces to establishing the global well-posedness of
the perturbation system (6.12). Following the methodology from [25] and employing the coupled
parabolic-hyperbolic theory, there exists a time 7' > 0 such that the Cauchy problem for system (3.2)
with initial data (ao, v¢, bo) has a unique solution (a, v, b) satisfying

3 .7 .9
aeCO,T;B), veCO,T;B:)NLL(O0,T; B ), beCO,T;B:,)n L0, T; B2 ).
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Consequently, (a, v, b) satisfies

5 3 .7 ~ 3 , 9
aeC0,T;B;,), Ve CO,T:B; )N L, (0.T:B; ), b e C(0,T; B} ,) N L}, (0, T; B} ).

loc loc

Let T be the maximal existence time of (a, v, b). This section aims to show that (&, V, 13) remains small
forall t > 0 and T = oco. From the equation for @ in (6.12), controlling & requires fooo [|VV||=dt to
be small. This, in turn, necessitates decay estimates for ||v||;2 and ||Vv||;2, which are obtained through
energy estimates and phase space analysis.

Proposition 6.3. Define U(t) = 2 fot IVV|| ~dt. Under the hypotheses of Theorem 3.3, for any t < T,
there holds 4
d—t[e_U(’)ll VoIl + hPe™ Yl yovll7,

—U 2 —21¢P & 12 TaWIF vlI?
<e (’){h f e VVolPdd + h (||V”L,2(L2) + ”V”L?(U))
Ar(n)

+ I IATI o) + VPG o) + 1Dl VBl 202y (6.13)
VBl VBl 2 VB o + 19D ) + 181 )
+ VBl V2Bl 2 |ABI, + IVBI2IVZBI, + VB2 IV2Dll 2 A,
+ 18117, 1AV — VP — VBAB|.),

where the time-dependent phase space region A(t) is given in the above section. In what follows, we

denote o = (1 +a+a)’ o2 (l+a)', ando 2 o0-20.

Proof. Substituting o and g into (6.12), (o, ¥, b) satisfies

o, +div[p(v+ V)] =0,

OV, +0(V+¥) - V¥ + 0V -VV — AV + VP + VDA(D + b) + VbAD = —g(Av — VP — VbAD),

b+ (V+ V) - Vb +w'(b)b + o(b?) — Ab = —¥ - Vb, (6.14)
divy =0,

(©, ¥, b)(x, Dli=0 = (00, Vo, bo)(X).

The higher-order term o(|b|?) is omitted for simplicity, as it has negligible effects on stability and decay.
From the multiplication of (6.14), by Vv and subsequent spatial integration, it follows that

1d _ o . B = o
5 22l VR + IV, = f OV - V¥ -9 + VDAL - ¥ + VbAD - ¥+ VbAD - ¥ + %(AV — VP — VbAb) - ¥dx.
R

The terms on the righthand side can be estimated similarly, with the first two serving as representative
cases:

IfR3 oV - VV - Vx| < [|VV|.=l Vovll}»;

U .1 ~ 1 B 1 - - —
| % VbAD - Vdx| < ||Vb”22||vzb||zz”Ab”L2||VV||L2 < EIIVVIIiz + IVl 2IV*Dl| 2 |ABIL,.
R;
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Consequently, one has

d. . 3 _ N 3 o N .
L VOVIZ, + IVVIZ, < 19Vl |l VoVl + IVBIlIIVZBI 2 lIABIE, + VB V251,
+ IVl 2(IV2BlI 2 IABIZ, + 118112, [IAV — VP — VBAD|?,,

which further simplifies to

d _ g - y i} - S . .
Zr(e YOl VoVIIL) + e VNIV, <e U(t)(”Vb”Lz”Vzb”LZ”Ab”iz + IVl VD113,

- 3 0 (6.15)
+ VBl 2l [V2DII 2| ABIL, + IBIIFAIAV — VP — VbAblliz).
Following the derivation of Eq (5.28), Eq (6.15) becomes
d, _ - _ -
E(e YOI VovII) + e VORIV,
se‘U(’)(h2 f V12d¢ + |IVBII V2B 2 |ABIE, + IV (IV25I, (6.16)
A0

+ VB IV2BlIIABIE, + 1817, AV — VP — VBABL, ).

The handling of the low-frequency component fAl o [VI>d¢ proceeds by applying heat kernel theory
to (6.14),, which gives

!
_ _ 1 g
V(1) = e’Av0+f e(H)AP{V-(V®V+V®V+V®v)+(l — )= AV +VP)
0 Y

~ (6.17)

1 _-. — - - . I

~ ~(VBAD + VbAD + VbAD) — <= (A ~ VP — VbA)|dr.
Q Qo
After Fourier transformation and integration over A;(¢), we obtain
t
_ _ 2
f [¥iPds < f e NolPdg + h( f (IF T @l + IF (¥ @ Vl)d7)
A1) A1(0) 0 ) i

! | 1._ . 1_. —

+ h3(f (F1a - Z))AV]”LE" +|IF (1 - é)VP]HL? + |I¢(5VbAb)IIL;°)dT (6.18)
0 : : :

! | 1_— - P 2
+ f (7 VBAD L + 1T (VBB + ||7—‘[Q%(Av — VP = VbAD)]z+)d7) .
A ; : :

By applying the Gagliardo-Nirenberg inequality and (3.7), three representative terms are estimated,
with the remainder following similarly:

f !
[ WrEeDlzdrs [ sl
0 ’ 0
! | . O BN S
f||T(§VbAb)||L?def||VbAb||deTgf||Vb||i2||V bl IV bll2dT
0 0 0
< ||Vl~7||th(L2)||VZE||Z2(L2)”V3EHL[2(L2),
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! ~ !
f ||¢[Q%(Av ~ VP - VbAB)]ldr < f 161122 (1IAl2 + VP2
0 i 0

— 1 — 1 —
+ ”Vb”iz”Vzb”Zz”V3b”L2)dT S llollzew2)-

As a consequence, (6.18) can be rewritten as

is2 2075 2 501114 <112
VI°d{ < e MU FoPde + h (9172 2y + 119112 12)
Ao Ar(r) H(5) ()

+ WA, oy + VPR, 1z + Bl 22 1Bl 22 (©.19)

T 27 37112 37112 ~112
9Bz IV Bll 2 VBl ) + 9Bl ) + 1181 1)

Substituting (6.19) into (6.16) yields the desired estimate (6.13), completing the proof of
Proposition 6.3. O

Proposition 6.4. Define V(t) = C fot IVV||,2||V?V||,2d7. Under the hypotheses of Theorem 3.3, suppose
that there exist a time t; < T and a sufficiently small constant cs > 0 such that

SIOJP (9122[IV¥ll 2 + IVBlI 211 V?Dll2) < cs, (6.20)
1€[0,13)

Then, there holds
d __ . 3 3 3 s
Ztuwvniz +IV2BI%) + 1| VoVillZ, + IVBEZ, + ma(AVIZ, + IV3BI12,)
<YLV + V2Bl IV3B12) (VI + IV2BIE) 6:21)
+ 1817 IAV — VP = VBAbIZ, + IVl 2lIV2BlI 2 VDI, + [IV2DII5 VA2,

In addition, we have

d - _ - -
e YOIV, + e O VoV, + R2IVIIE,)

se”/O[n’ fA &Rl 4 B, + 1)
+ W AV oy + IVPIG ) + VB2 V2Dl 202) (6.22)
+ IV 2 IV Bll2a2 VDI o) + V2Bl o) + 11811 2)
+ V2Dl 2 V3Bl V2B, + VB2V 2Bl 2 IV,
+ 18113~ IAV = VP — VbAB|[ |.
Proof. Taking the L? inner product of Eq (6.14), with ¥,, we get

1d _. N - - oe U S
Ed—tllVVIIiz + VeVl < Cl \/EVzIILz(IIV V¥l + IV V|2 + [V - VY2

+ |IVBAD||,> + [[VDAD||2 + |[VbADI| 2 + ||_‘i)/_||Lm||AV — VP - VbAb||,-)
0

Q (6.23)
1 o o o -
=5l VoVill7, + C(IIV VI, + 119 - VI, + IV - VI, + VDA,

+ IVBABIZ, + IVBAB, + 15]7<IIAV — VP — VHABI,).
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Similarly, multiplying by —AV and integrating over R? yields

%IIWI@ + llollz~ AV, < %IIQIELIIAVII; + (V- VI, + 11V - VI,
+|[¥ - V2, + IVPIE, + IVBABIZ, + IVBABIL, (6.24)
+|IVBADILZ, + (18117 IIAV — VP — VBAD|[%,.
Using the divergence-free condition and standard elliptic estimates to (6.14),, we obtain
VPl + [IA¥2 < | VoVillze + IV - VIl + 11 - V|2 + (¥ - V]2
+|IVBAD||2 + |[VhAD|,> + [VBAB|> + [19]|+lIAV — VP = VHAD| 2.
Then substituting (6.25) into (6.24) yields

(6.25)

d __ iae N R - -
SV + mAIAVIL < IV - V9 + 119 - V9L + 19 - 9V + 11 Vovill,
+|IVBADI, + IVBADI, + IVBADILZ, + [18]17-IIAV — VP — VbAD|L%,. (6.26)

Summing (6.23) and (6.26), and applying the Gagliardo-Nirenberg inequality, we derive

%IIWIIEZ + I VoVillZ, + mlIAVIZ, < IV - VI, + IV - VI, + IV - YV,
+ IVBADIZ, + IVBADIZ, + IVBADIZ, + [18]7-IIAV — VP — VbAD||2, 6.27)
S V¥V VI + 19 IV IV9IG, + V2Bl VBl V 251
+ VB IV2BlIIV2BIIT: + 1812+IIAV — VP — VbADI,.

Then, by taking the L? inner product of (6.14), with —Ab, and V*b, respectively, summing the results,
and applying the Gagliardo-Nirenberg inequality, it is obtained that

d%nv%niz + VDR, +1IVBI, < 1YVl V2Vl V2B,
+ IVPHNVEIAVBll2 + 9112 1V VB, (6.28)
+ IVl 2lIV2Bll 2l IVBIZ, + IVBIZ, + IVVI VBl 2l VD ]l 2.
Hence, the combination of (6.27) and (6.28) gives
%uwvn; +IV?BI) + | Vovill2. + IVAI2.
+ (m} — CI¥IlIIVYIl2 = CIVBI2 V2Bl (IAVIE, + V3B, )
< CUIVVI2IVVIl2 + V2Bl IVPBll) IV, + 1IVBI2)
+ C(IBI7-IAY — VP = VBABI}, + IVBll.2|IV*Bl 2 IV, + IVEIL.)-

(6.29)

Assuming cs in (6.20) is sufficiently small such that ¢5 < %, we establish (6.21). On the other hand,
using (6.20), we rewrite (6.27) as follows:

d. . 3 3 _ o
i A\ 12 QVt 12 m5 v 2~ v 12 A% 12 A% 12
ZIv 12, + 1| VovillZ, + msl|A¥]Z, < V112l IV2¥] (| V¥]12

+ V2Dl IIV2BlI 2 IV BI1Z, + (VB2 lIV2DIl 2 IV3BIE, + 18]I7< 1AV — VP — VDAD|?

12°
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where ms denotes any positive constant satisfying m~ — ¢s. Multiplyin e "Y' we obtain
h denotes any posit tant satisfying m Multiplying by e~"® bt

d, _ - _ - -
E(e YOIV + Ol Vovill7, + mslIAVIT)

< Ce" (VB VBl IV2BIE, + VBl V2Bl NIVPBIE, + 8117+ IAV — VP — VDAB|, ).
Then, application of (5.36) and definition of the frequency domain A,(¢) = ¢ : |{| < /mLSh(t) lead to

d, _ . _ - -
(€ OIVIIL) + eI VoVl + RIVFIE)
< eV (' f VPdZ + IV?Bll VBl 2 IV2BIE, + VB2V 2Bl IVl
Ax()
+ 1813-IIA¥ = VP — VbAB|2, ).
Substituting (6.19) completes the proof of (6.22). O

Proposition 6.5. Under the hypotheses of Theorem 3.3, there exist positive constants C and c4 such
that if

Bo = Vol + Wollze + lBollz2 + Idollz2 + Dol < cas (6.30)
then, for all t < T, we have

NIl < CBo(1+07°,  IV¥@)ll2 < CPo(1 + 1) 2+,
IVB()ll2 < CBoe™ ", IV2h(D)ll;> < CBoe 2™ ",

(6.31)
T T
f (VP2 + AV 2 + IV2Dll2)dr < CBo, f (¥l + VDl )dt < CPo.
0 0
Moreover, for any | € [0, 1 + 20), there holds
T ~
f (1 + 010117, + IIVPI, + |A¥II7,)dr < CB. (6.32)
0

Proof. Step 1: Preparatory estimates. Define

n(@) = sup (Igllz2 + 18llzs + lI8ll=)). (6.33)

t'€[0,¢]

Then, taking the L? inner product of (6.14), and (6.14); with ¥ and —Ab, respectively; summing the
two results yields

d . - N ~ -
7 VOVl + IVBIL,) + IV¥IT, + IIV2DII, + VDI,

< 27 <14 AR YA <12 72
<(I9¥llzs + IVl + VWL, + IVBIE VDI, )l Vo¥IZ + IVBILZ)
+ 18I IAV — VP — VbADIL2,.
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By utilizing Theorem 3.2 and the definitions of Sy, 17, ensures
I VoVllo2) + IVBlIzaz) + 19922y + 192Dl 22 + ”Vl;”itz(Lz) < C(Bo +m). (6.34)
Furthermore, we get by integrating (6.21) over [0, 73] that
Vv, VZE)HL;;(U) +[1( VoV, Vb, V¥, V3B)|IL?3(L2) < C(Bo +m). (6.35)

Step 2: Decay rates for ||VA||;> and ||V2D||,2.

The exponential decay of || V5||,» and |[V?||;2 in (6.31) follows directly by applying the methodology
from Proposition 5.3 for ||Vb||;2 and |V?b||,2.
Step 3: Rough decay rates for ||V||;2 and ||VV||;-.

We once again employ Schonbek’s approach. Multiplying both sides of (6.13) by el 1t
over time, and leveraging (5.32) and (6.34) gives, for all 7 < 3,

, integrating

! ’
"W2dr ~U PN < 112 " Rdr ~UW)[1.2 22 ~251
ehdr, (t>||\/§v(t)||LzsII\/§0V0||L2+fefo Te (t>{hﬁ0(1+t/) @
0

RGP+ + BB+ AL+ 1)+ By 4 (030
+ P|IAV — VP — VDAB|( |dr .
Define h(f) = VO(1 + t)‘% with % < 0 <1+ 26. Then, utilizing (3.7) and (3.8), we get
j; t(1 +1)||AV — VP — VbAD||,dt’ < C. (6.37)
Consequently, inequality (6.36) simplifies to
(1 + 1) \/Zﬁ(t)lliz <6 + fot [(1 + )@ 1 (] 4 t/)f?—%(ﬁo + 1)
+ (L 0)e™ " By + ) |dt +
<(Bo + (1 + "2,
which shows that
IOz < CBo + (L + 177, (6.38)

Similarly, the decay rate of ||V¥||2 is computed. Multiplying both sides of (6.22) by eb 4" and
integrating over time, then taking h(f) = Vol + t)‘% with % < 6 < 1+ 26(q), and using (6.37),
we obtain

!
V9l (1 + 0 + f (1 + D)8 dr < CBo + (1 + 1) 2.
0

Hence,

V¥l < (Bo + (1 + )75, (6.39)
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Evidently, if 1 < 6 < 2, then for any [ € [0, 3), it holds that

!
f (1 + DN0H1R.dr < (Bo + )
0

Moreover, this estimate implies

! !
f 10,9l dr < f (1 + 0751 + D0, 7ll2dr
0 0

< ( f (1 +7)7dr)¥( f (1 + )18, dr)
0 0
< C(By +n)*.

Step 4: Improving the decay rates of ||V||;2 and ||VV]|.
First, an application of the Gagliardo-Nirenberg inequality and (6.20) to (6.25) yields

IVl + ATz < 1Vo¥ille + IVVILL IV IV
-1 -1 ~ ~ 1 ~ 1 -~
+IV2BIIZIIV2BI V2Dl 2 + IIVBIL V2D, V5 2 (6.40)
— — — 1 — 1 —
+ 18l 1AVl 2 + IV Pl + IVBII L IVBILIIVBll2).

Next, we get by integrating over time and using the decay estimates (3.7), (6.38), and (6.39) to (6.40)
that

f
f (IA¥l2 + IVP|l2)dT < C(Bo + n)* In (1 + 1). (6.41)
0

For the term ”V”iz(y) in (6.22), by virtue of (6.38), we have

!
¥12. 2, = fo FIZ.dr < CBo + m(1 + 3. (6.42)
Substitution of (6.41) and (6.42) into (6.22), followed by multiplication by eh hsz, leads directly to

d e B e e

(e Oh PITRIE) + e Ok ) you I,

< Ceh I B+ 19D By + (1 + 1) + 1T (By + 1)” In(1 + 1) (6.43)
+ e (Bo + ) (IVBll2 + V°B}.) + AV = VP — VBABL |-

Let h(r) £ Vo1 + t)*% with 1 +26(q) < 8 < 2+ 606(g). Integrating over time and applying (5.49) yields

t
(1 +0°IIV¥IIZ, + f(l +7)°110.9117.dT
0

!
<I9Sl + Cgot [ [+ 0720 4 (1 o1+ ofar (644)
0

< C(Bo +m)*(1 + 1) 172@,
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which implies that for all ¢ < 13,

(IVV(Oll2 < C(Bo + (1 + £)"2(1+20(q) (6.45)

Moreover, by setting 0 < 6 < 1 + 26(qg) for h(¢), it follows that for any / € (0, 1 + 26(g)),
t
f (1 + )18 VI.dt < C(Bo + n)°. (6.46)
0
Repeating the proof steps of ||V||;2, multiplying both sides of the Eq (6.13) by eh "%d7 e obtain
d t _ _ t - _
(e 0eh PRI ) < CenUOeh gL + 7 4 WGy + (1 + 1)
+ 1 (Bo + M In(1 + 1) + (B +n)’e™ "0 "+ 12|| AV — VP — VHAD|2.}.
Let h(r) £ VO(1 + t)‘%, where 1 + 26(g) < 6 < 2 + 66(g). Integration then shows that for all ¢ < #3,
IFOll2 < CBo + m)(1 + 1)@, (6.47)

Step 5: Estimates for fot IVP||,2dt and fot |AV||;2dT. For any 0 < [ < 1 + 26(g), it follows from (6.40)
that

!
fo (VI + 1AV, + 7)\dr
! !
< f (1 + D110:91dr + (Bo +1)° f (1 + D)2 A7)
0 0
+e (1 + 7)|[V3DB]|2 + e 2™ (1 + oY|IV?B, |de

3

!
+ 17’ f (1 + D' AVIE, + VP2, + e ™0 TIV3BI2,)dT < C(Bo + ).
0

Therefore, Holder’s inequality gives that
1 ’ 1
f(“VPHLZ + [|AV]|2)dT < C[f 1+ T)_l_‘s(")dﬂé[f (1+ 1) D VPIR, + ||AVIE,)dT]?
0 < C(,B(;) +1). 0 (6.48)
Step 6: Estimates for fot [|¥||;~dT and fot |IVD||;~d7. First, the density equation in (6.12) implies
00+ (V+V)-Vo=-v-Vp. (6.49)
Applying L? energy estimates and utilizing the divergence-free condition yield, for any 2 < p < oo,
101l2e=ry < M100llLr + VOl Lo @r) VIl (1)
Furthermore, in view of the definitions of 1, 5, and estimate (6.2), this inequality becomes

() < Bo + ClIVIlL 1), (6.50)
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which, combined with (6.48), yields
! ! 1 1
f [Vllp~d7 < f IV IV, dT < ell AVl ) + ClIVIIl 2,
0 0
t
< Ce(fo +m) + C f (Bo +n(T)(1 + 1) 1+2D g
0
!
0

where € is an arbitrarily small positive constant. By taking & = %, it follows that

t
¥l o) < CBo + € [ I¥lhye(1 40740240, 6.51)
0
this, in turn, implies that [[¥]|.1;~) < CBo. Consequently, substituting it into (6.50) leads to

n() < Cpo. (6.52)

Finally, we estimate ||Vd]| L=y~ A direct application of (6.52) gives

f f f f
f IVBl| dr < f V2RI VBl dr < ( f IV2Bll2d7) f IV3Bll2d7)t < C(By+m) < CBy. (6.53)
0 0 0 0

Step 7: Proof of Proposition 6.5.
By virtue of (6.34), (6.35), and (6.52), we establish for all ¢ < #3:

IVl 2y + VYOl 2y + ”VB(t)”Lf"(LZ) + ||V2[;(f)||L;>°(L2) < Cpo. (6.54)

Given that the constant c¢s in (6.20) is sufficiently small, we select B, small enough such that for all
t <13,

o

IVONIVI@Il2 + VBNV B0 < CBG < (6.55)

1
implying that #; can be extended to 7. Thus, Proposition 6.5 is proved. O

Proposition 6.6. Under the assumptions of Theorem 3.3, if there exists a positive constant c, such that

Go = IVollur + II¥ollze + Ibollr + Nlaoll 3 < ca, (6.56)

2,1

then for all t < T, there holds that

< CGy. (6.57)

1

Wl 3 + 190
L2(B3))

t 1 t

+ ¥z + 1101

1

+ 90
1 Lt

o+ 1Bl
(B5)) Ly

5 1 3
BZZ, B22,1) 1 T 22
Proof. Note that 8y < CGy. Applying Lemma 2.7 to Eqs (3.2), and (6.12), separately and using (6.1)
and (6.31), we deduce

llallze 2y S llaollg2 explllvil } (6.58)

t

FIF

5} < llaollg2 exp{CII¥Il
1 172,

33 3
2, (B 1) Lr (BZ,I)
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and
a3 <ol s +151, 3 V@l o Jexpl®l, 5 + 191, s )
LP(B;) By, By, B3 (321) L (B 0 (6 59)
<S(Go + ||V V2 exp{C||v s 1 < Goexp{C|Vv s ) .
(G + ¥y ¥y SXPICI, 5 15 GoexplCI s |

Next, applying Corollary 2.1 to (6.12); yields

b + 15 <(I1Boll 3 +IW”B)BIl. 5 +|V-Vb| + |V
161l ,<B%1> I ”Lg Bz%,o ~(II olIBZ%1 " (b) ||Zl .2%1 V- Vbl B;l )eXP{IIVIIL (Bzg ||V||L}(B§1)}
s(||b0||B% +||w”(b)||~l 2gllbll 2;)+||V|Izg(Hz)lIbllzmaﬂ))CXP{IIVIILt1 Bzgﬂ} (6.60)
SGoexpllIvll | 5
LY(B}))
where we used the fact that
WG 5 < C + |Ibllsa=)lIBIl 3 <C. (6.61)
(By) LP(B3)
Similarly, employing the same approach to Eq (6.12), via Lemma 2.8, we arrive at
\ + <e ) + ||V - V¥V
”V”} '2%,0 ||V||L (Bzgl)N {IIVIIL BZ%I }(IIVollgél 1\ VIIL}(B;?I)
+|[V-VVl 1 +[IVBAB| 1 +|laVbAb| +||VbAb||
Lzl(Bzz,l) Ltl( 2,1 Ltl(Bzz,l) 21
+ laVbAD| 1 +|IVBAD| 1 +|laVbAD| 1 + |la(AV — VP — VbAD)||
Ly (By) Ly (By) L (B3 Lk,

+llallz @ VPl a2, + lallzs 9 ) )-

For conciseness, we estimate three arbitrarily chosen terms on the righthand side as follows

1995, 0 SR 1 IR, s < GOl s
LIBE)) ety L) (B3)

Goexp{CIIVll 5 },

T 27
aVBABI, o < lal s 9Bl IV b||L;<H1 .,
2,1 t \P2,1 (B 1)
2
lallze ) Il 2 ) < Nlallze e ||V|| I\IR IVl s+ CGoexp{CII¥ll = 5 }.
D 1 2’1 ) L (H") L}(BEI) 2 L (3221) Lrl(Bzz,l)

Consequently,
(6.62)

3 1 )
91y +(5 = CGoI¥I, 5 < GoexplCIFI, 5 .
L (By ) + (Byy) (B )

If Gy and ¢4 are sufficiently small with Gy < ¢4, we sum (6.59)—(6.62) and apply the bootstrap method

to deduce

+bll. - 5 +||b|| " +IVIL o +IVIE s < CGo. (6.63)
LB} ) L2(B7) LB])

lall. 3
1

Ly(B] ) if"(Bi )
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Finally, in order to estimate ||V||zs, the divergence operator is applied to both sides of (6.12),, which
yields

AP :div[—V-VV—V-VV—V-VV+(5+&)(A‘7—V13)—(1 +a+ a)(VhAb
+ VbAb + VbAD) + a(AV — VP — VEAE)]. (6.64)

Classical elliptic estimates then give

IVPlize S IV - V¥lla + IV - V¥l + IV - VVIILe + 1@ + @)(AV = VP)|o

o _ 6.65
+I(1 + @ + &) (VBAD + VBAD + VbAD)||1« + la(AV — VP — VHAD)||10. (6.65)

Taking the L? inner product of Eq (6.12), with |v/|[9"'sgn(v/) (j = 1,2, 3) gives rise to

d 5 1 B - 5 - _ _ - ~
EIIVIIZ; < IIVIIqu(IIV Ve + 11V - Vo + IV - VI + (@ + @)(AV — VP)| 14

+IVPllzs + 11 + @ + @)(VBAD + VbAb + VBAD)||1s + l@(AV — VP — VbAD)||1s ).
Substituting (6.65) into the above inequality and integrating over time leads to

¥l ey < [Wollze + 11V - V¥ L1y + 11V - VI L1y + 1V - VI
+ 1@+ @)(AV = VP)13 10y + IVDAD + VBAD + VBAD| 114 (6.66)
+11@ + @)(VhAb + VBAD + VAD) 11 1) + @AV = VP = VHAD)| 1 1)

Forl <g< g, applying the Sobolev embedding inequality along with (3.7), (6.53), and (6.63) yields

1@ + @) (VDAb + VBAD + VbAD)|,1 1)
S (Ul .y, + 0l JAVDABLy 02 + IVBABIl 2y + IVDABL 1)
< (1 + Go)(IVBl1 o IV Bllzzy + IVBII L 1oy IV Dl a2y

— 1 — 1 ~
+ VBl o2 V2B 2, IV BlI 1 12)) S G

L2(12) (12

Similarly, the remaining terms on the righthand side of (6.66) can also be bounded by CG,. Therefore,
we have

IVOllLo 10y < CGo, (6.67)
which completes the proof of Proposition 6.6. O

Proof of Theorem 3.3. By applying Theorem 3.2 together with Propositions 6.5 and 6.6, we adopt a
strategy similar to that outlined in Subsection 6.1 and, using a bootstrap argument, establish that the
time 7 is unbounded. As a result, solutions can be extended to 7 = oo, thereby obtaining (3.9).
Subsequently, the application of classical interpolation techniques to (3.9) and (6.57) rigorously yields
the critical estimate (3.10), thus completing the proof of Theorem 3.3. O
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7. Conclusions

This study investigates a simplified viscoelastic fluid model with stress diffusion and establishes
the stability of the equation for any globally smooth solution when the initial density is close to one.
In the course of the proof, the velocity field v is shown to decay faster than (1 + £)=/4, while Vb(t)
decays exponentially. This represents a finding of considerable physical significance. The exponential
decay of Vb(¢) explains why some viscoelastic fluids can rapidly “relax” after the cessation of external
disturbances and exhibit a sharp decline in their resistance to deformation. These decay properties
confirm the presence of irreversible dissipative mechanisms—such as viscosity, elastic relaxation, and
thermal diffusion—that continuously transform ordered mechanical energy into disordered thermal
energy.

Nevertheless, our work has several limitations. First, although considering only the case of
spherical elastic stress has helped us gain insight into more complex models, this simplification
essentially reduces the system to a toy model, suitable only for studying idealized fluids. Second,
the regularity assumptions imposed on the initial data may not be optimal, and the feasibility of
relaxing these conditions remains to be thoroughly investigated. Third, the stability results established
in this work rely on the assumption of “sufficiently small initial perturbations”. While this serves
as a common foundation for rigorous mathematical analysis and reveals key features of the local
dynamics near equilibrium, it may fail to capture the full range of behaviors in far-from-equilibrium
flows—such as those dominated by large elastic stresses. Therefore, the present model leaves ample
room for further exploration. What’s more, future studies could also examine solution properties
under temperature-dependent or variable viscosity coefficients. Finally, it should be emphasized that
numerical simulations can offer a more concrete illustration of the decay and stability phenomena. We
are currently conducting numerical experiments based on this model, and the detailed procedures and
results will be presented in a forthcoming article.
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