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Abstract: In this paper, we introduced the concepts of (strongly) ν-conull FDK-spaces, which can
be regarded as double-indexed versions of FK-spaces (sequence space with coordinate functionals), by
utilizing the notion of ν-convergence for double sequences. We provided fundamental characterizations
of these new spaces and established several inclusion relations among them. Furthermore, we
investigated the conditions under which the summability domain E(ν)

A is (strongly) ν-conull, thereby
providing new insights into its structural and topological properties.
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1. Introduction

An important class of spaces (E, τ) with interesting applications in Schauder basis theory
and summability theory is conull and coregular classifications introduced by Wilansky [1]. The
characterizations of these properties without matrices were given by Yurimyae in [2] and by Snyder
in [3]. Accordingly, an FK-space (E, τ) is called conull if e(n) is weakly convergent to e in σ(E, E∗),
where E∗ is the topological dual of E and σ(E, E∗) is the weak topology on E. In his work, Bennett [4]
introduced spaces that exhibit strong connections to conull spaces, thereby furthering the development
of summability theory. He examined the relation between wedge and conull FK-spaces and obtained
some characterizations of both these classes. Then, some results of Bennett [4] were improved by
İnce [5] and Daǧadur [6] for all (strongly) conull FK-spaces. These studies motivated us to define
the concept of ν-conull FDK-space by using ν-convergence for double sequences, where ν represents
one of the notions of Pringsheim, bounded and regular convergence. The motivation for this research
lies in extending the well-established theory of FK-spaces to the broader class of FDK-spaces, thereby
developing a more comprehensive understanding of convergence, completeness, and transformation
behavior in the context of double sequence spaces.
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In Section 3, we introduce the key generalizations of conull and wedge spaces to double sequences,
define weak and strong ν-convergence, and prove basic equivalences that mirror the classical single-
sequence theory. In Section 4, we explore the relationship between ν-conullity and inclusion of
bounded-variation spaces, proving criteria for when an FDK-space inherits strong or weak conullity.
In Section 5, using gliding-hump methods, we show that certain nontrivial elements exist in ν-wedge
FDK-spaces and that some natural subspaces are non-separable. In Section 6, we apply our framework
to summability domains E(ν)

A , deriving necessary and sufficient conditions for ν-conullity in terms of
matrix rows/columns and compactness properties.

2. Notations and preliminaries

Let Ω denote the set of all double sequences with the vector space operations defined
coordinatewise. Any linear subspace E ⊆ Ω is referred to as a double sequence space.

A subspace E of the vector spaceΩ is called a DK-space, if all the seminorms rkl : E → R, x 7→ |xkl|

(k, l ∈ N) are continuous. An FDK-space is a DK-space with a complete, metrizable, locally convex
topology. A normable FDK-space is called a BDK-space [7].

e denotes the double sequence of 1’s; (δi j), i, j = 1, 2, . . ., with 1 in the (i, j)-th position. Also,
Φ := span{ekl : k, l ∈ N} and Φ1 := Φ ∪ {e}.

Traditionally, a bounded double sequence means a uniform bounded double sequence. The space
of all uniformly bounded double sequences is defined as

Mu :=
{

x ∈ Ω : ∥x∥∞ := sup
k,l
|xkl| < ∞

}
,

which is a BDK-space with a supremum norm [8]. A double sequence x = (xkl) is said to be
Pringsheim’s sense convergent to a (p-convergent to a) if ∀ε > 0 ∃N ∈ N : k, l > N ⇒ |xkl−a| < ε [9].
Also, if supk,l |xkl| < ∞, or the limits limk xkl (l ∈ N) and liml xkl (k ∈ N) exist, then x is said to be
boundedly convergent to a in Pringsheim’s sense (bp-convergent) and regularly convergent to a (r-
convergent). Throughout the paper, ν represents the symbols p, bp, r and, Cν denotes the space of all
ν-convergent double sequences. The set of all null sequences contained in the space Cν is denoted by
Cν0. Moreover, we consider the following spaces.

CSν :=

x ∈ Ω : ν −
m,n∑
k,l

xkl < ∞

 ,
Lu :=

x ∈ Ω :
∑
k,l

|xkl| < ∞

 ,
Lφ := {x ∈ Lu : (xkl)k ∈ φ, ∀l ∈ N and (xkl)l ∈ φ, ∀k ∈ N} ,

BV :=

x ∈ Ω : ∥x∥BV :=
∑
k,l

|xkl − xk+1,l − xk,l+1 + xk+1,l+1| < ∞

 ,
BS :=

x ∈ Ω : sup
m,n

∣∣∣∣∣∣∣
m,n∑
k,l

xkl

∣∣∣∣∣∣∣ < ∞
 .
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The above double sequence spaces were also studied in [10–16].
The set of all continuous linear functionals on a space E is denoted by E′ and called the dual spaces

of E. Recall that α, β(ν), γ, and the f -duals of a subset E of Ω are defined as follows:

Eα := {x = (xkl) : xy ∈ Lu , ∀y = (ykl) ∈ E} ,

Eβ(ν) := {x = (xkl) : xy ∈ CSν , ∀y = (ykl) ∈ E} ,

Eγ := {x = (xkl) : xy ∈ BS , ∀y = (ykl) ∈ E} ,

E f :=
{
( f (δkl)) : ∀ f ∈ E′

}
,

respectively, where xy = (xklykl).
Let E be a sequence space. x ∈ E is said to have AK(ν) if x = ν −

∑
k,l xklδ

kl. E is said to be an
AK(ν)-space if each element of E has AK(ν) [17, 18].

Theorem 2.1. [7] Let ν be a notion of convergence for double sequences such that Cν is an FDK-space
and the limit functional ν− lim is continuous on Cν. If E is an AK(ν)-FDK-space, then for every f ∈ E′,
there exists u ∈ Eβ(ν) such that

f (x) = ν −
∑
k,l

uklxkl (x ∈ E).

Moreover, every functional f having the representation (2.1) is in E′.

Let A = (amnkl) be any four-dimensional matrix. Consider

Ω
(ν)
A :=

x ∈ Ω | ∀m, n ∈ N : [Ax]mn := ν −
∑
k,l

amnklxkl exists

 .
The map

A : Ω(ν)
A → Ω, x 7→ Ax := ([Ax]mn)m,n

is called a matrix map of type ν. The summability domain of a matrix A = (amnkl) is defined as

E(ν)
A = {x ∈ Ω : Ax exists and Ax ∈ E}.

Also, ξ(mn)
A := {amnkl}

∞,∞
k,l=1 is called the (k, l)-th row of the matrix A, and ζ(kl)

A := {amnkl}
∞,∞
m,n=1 is called the

(k, l)-th column of the matrix A.
In the following result, Zeltser [7] describes the topology of the space E(ν)

A and the spaces Cν and E
are FDK-spaces.

Theorem 2.2. [7] Let ν be some notion of convergence for double sequences such that Cν is an FDK-
space and let {tk : k ∈ N} be a system of seminorms, defining the FDK topology of Cν. Let A = (amnkl)
be a four-dimensional matrix and E be an FDK-space with the FDK topology generated by a system
of seminorms {ϱk : k ∈ N}.

i. The space E(ν)
A is an FDK-space and the FDK topology is generated by the system of seminorms

{rmn : m, n ∈ N} ∪ {tr ◦ Amn : r,m, n ∈ N} ∪ {ϱr ◦ A : r ∈ N}, where

Amn(x) :=

 s∑
k=1

t∑
l=1

amnklxkl


s,t

(x ∈ E(ν)
A ).
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ii. The topological dual (E(ν)
A )′ consists of all linear functionals f of the form

f (x) = g(x) + h(Ax) (x ∈ E(ν)
A )

with certain g ∈ (Ω(ν)
A )′ and h ∈ E′.

iii. If Cν and E are separable, then E(ν)
A is separable.

In [19] the authors defined the ν-wedgeness for any FDK-space as follows.

Definition 2.1. [19] Let (E, τ) ⊃ Φ be a DK-space. (E, τ) is called a ν-wedge FDK-space, if the
sequence (δi j) is ν-convergent to 0 in τ.

Definition 2.2. [19] Let (E, τ) ⊃ Φ be a DK-space. (E, τ) is called a weak ν-wedge FDK-space, if the
sequence (δi j) is weak ν-convergent to 0 in τ.

With these preliminaries in place, we are now equipped to extend the notions of conull and wedge
spaces to double sequences and study their structural properties in detail.

3. Main results

In this section, ν-conullity is defined for an FDK-space including Φ1. In addition, some important
results have been obtained on this subject.

Definition 3.1. Let E ⊃ Φ1 be an FDK-space. The space E is called a ν-conull FDK-space if the
sequence (e(mn)) is weakly ν-convergent to e; that is, for all f ∈ E′,

f (e) = ν − lim
m,n

m,n∑
k,l=1

f (δkl).

Definition 3.2. Let E ⊃ Φ be an FDK-space. The space E is called a strongly ν-conull FDK-space if
the sequence (e(mn)) is ν-convergent to e; that is,

e = ν − lim
m,n

m,n∑
k,l=1

δkl.

Clearly, each ν-conull FDK-space is also strongly ν-conull. Additionally, there is a relationship
between (weak) ν-wedge and (strongly) ν-conull FDK-spaces as follows.

ν-conull FDK
↗ ↘

strongly ν-conull FDK weak ν-wedge FDK
↘ ↗

ν-wedge FDK

In fact, let E be a strong ν-conull FDK-space. Then we have e(kl) → e. Hence q(e(kl) − e) → 0
(k, l→ ∞) for any seminorm q in τ. For k, l ≥ 2, using the following equation

δkl = e(k,l) − e(k,l−1) − e(k−1,l) + e(k−1,l−1),

AIMS Mathematics Volume 10, Issue 11, 25708–25728.
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we have

q
(
δkl
)
= q

(
e(k,l) − e(k,l−1) − e(k−1,l) + e(k−1,l−1) + e − e + e − e

)
≤ q

(
e(k,l) − e

)
+ q
(
e(k,l−1) − e

)
+ q
(
e(k−1,l) − e

)
+ q
(
e(k−1,l−1) − e

)
.

It is clear that since q
(
δkl
)
→ 0, k, l→ ∞, E is a ν-wedge space.

Now, let us consider the surjection mapping S (2) : Ω→ Ω,

(S (2)x)mn =

m,n∑
k,l=1

xkl.

Clearly, (S (2))−1 :Mu → BS,

((S (2))−1x)mn = xmn − xm,n−1 − xm−1,n + xm−1,n−1.

Theorem 3.1. i. (E, τ) is a strongly ν-conull FDK-space iff the space (S (2))−1(E) is a ν-wedge FDK-
space.

ii. (E, τ) is a ν-conull FDK-space iff the space (S (2))−1(E) is a weak ν-wedge FDK-space.

Proof. i) Neccessary. Let the topology τ be generated by the seminorms {Pmn}. Then a topology with
the set of seminorms {qmn} makes (S (2))−1(E) is an FDK-space such that

qmn(x) := Pmn(S (2)(x)).

By hypothesis, Pmn

(
e − e(mn)

)
→ 0 (m, n → ∞). Since (S (2))−1(e − e(mn)) = δm+1,1 + δ1,n+1 − δm+1,n+1,

we get

qmn(δm+1,1 + δ1,n+1 − δm+1,n+1) = Pmn(e − e(mn)). (3.1)

So we can say qmn(δm+1,1 + δ1,n+1 − δm+1,n+1) → 0 (m, n → ∞). In this case, we have (δm+1,1 + δ1,n+1 −

δm+1,n+1) → 0 (m, n → ∞) according to the topology of the space (S (2))−1(E). As δm+1,1 → 0 and
δ1,n+1 → 0, δm+1,n+1 → 0 hold, (S (2))−1(E) is a ν-wedge FDK-space.

Sufficient. Assume that (S (2))−1(E) is a ν-wedge FDK-space. Then we have qmn(δm+1,1 + δ1,n+1 −

δm+1,n+1) → 0 (m, n → ∞). By Eq (3.1), we obtain Pmn

(
e −
∑m,n

k,l=1 δ
kl
)
→ 0 (m, n → ∞). So E is a

strongly ν-conull FDK-space.
ii) Let (E, τ) be a ν-conull FDK-space and let us define the topology of (S (2))−1(E) as the proof of (i).

Then qmn(x) := Pmn(S (2)(x)) and we have (3.1). Since E is a ν-conull FDK-space, Pmn

(
e −
∑m,n

k,l=1 δ
kl
)
→

0 (weak) (m, n → ∞). Hence δm+1,1 + δ1,n+1 − δm+1,n+1 → 0 (weak) (m, n → ∞). Consequently
δm+1,n+1 → 0 (weak) (m, n→ ∞) is obtained. That is, (S (2))−1(E) is a weak ν-wedge FDK-space.

The other part of the proof follows in the same way as the proof of (i). □

In the following, with the help of the transformation S (2), we define a new double sequence space.

AIMS Mathematics Volume 10, Issue 11, 25708–25728.
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x ∈ BV(φ) means that

x =



x11 x12 . . . x1l b b . . .

x21
. . . g g . . .

...
... . . .

xk1 . . . . . . xkl h h . . .

a d . . . f c c . . .

a d . . . f c . . .
...

... . . .
...
...


for any a, b, c, d, f , g, h ∈ R. Now we shall give one of the interesting results.

Proposition 3.2. S (2)(Lφ) = BV(φ).

Proof.

S (2)(Lφ) = {S (2)(x) : x ∈ Lφ}

= {S (2)(x) :
∑
|xkl| < ∞,∀l ∈ N (xkl)k ∈ φ,∀k ∈ N (xkl)l ∈ φ}

=
{
x :
∑
|((S (2))−1(x))kl| < ∞,∀l ∈ N (((S (2))−1(x))kl)k ∈ φ,

∀k ∈ N (((S (2))−1(x))kl)l ∈ φ
}
.

Let us prove the last part of the above equation. Assume that ∀l ∈ N (((S (2))−1(x))kl)k ∈ φ. Then
x11 x12 − x11 . . . . . . . . .

x21 − x11 x22 − x12 − x21 + x11 . . . . . . . . .

. . . . . . . . . . . . . . .

. . . . . . . . . xkl − xk,l−1 − xk−1,l + xk−1,l−1 . . .

. . . . . . . . . . . . . . .


k

∈ φ.

This means that every column sequence of the matrix is finite. So we get the following system:

(x11, x21 − x11, . . . , xk1 − xk−11, . . .) ∈ φ,
(x12 − x11, x22 − x12 − x21 + x11, . . . , xk2 − xk−1,2 − xk1 + xk−1,1, . . .) ∈ φ,

...

(x1l − x1,l−1, x2l − x1,l−1 − xl1 + x1,l−1, . . . , xkl − xk−1,l − xk,l−1 + xk−1,l−1, . . .) ∈ φ.

Assume that x01 = 0. Considering the first row, we obtain

∃k1 ∀k > k1 : xk1 − xk−1,1 = 0⇔ xk1 = xk−1,1. (3.2)

Then from (3.2), we have

∃k2 ∀k > k2 : xk2 − xk−1,2 − xk1 + xk−11 = 0⇔ xk2 = xk−1,2.

So by continuing, we get

∃kt ∀k > kt : xkl − xk−1,l − xk,l−1 + xk−1,l−1 = 0⇔ xkl = xk−1,l,

AIMS Mathematics Volume 10, Issue 11, 25708–25728.
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which means that the terms of the sequence ((xkl)k) ∀l ∈ N are constant and equal to each other for
k > kt. If the same steps are applied for (((S (2))−1(x))kl)l ∈ φ, we get

∃lt ∀l > lt : xkl − xk−1,l − xk,l−1 + xk−1,l−1 = 0⇔ xkl = xk,l−1,

which means that the terms of the sequence ((xkl)l) ∀k ∈ N are constant and equal to each other for
l > lt. By (3.3) and (3.3), we get x ∈ BV(φ). □

Before giving our main theorem, let us consider the following space. Let s = (sm), t = (tn) be two
strictly increasing sequences of nonnegative integers with s1 = 0, t1 = 0.

m|(s, t)| =

x ∈ Ω : sup
m,n

sm+1∑
k=sm+1

tn+1∑
l=tn+1

|xkl| < ∞

 ,
which is a BDK-space with the following norm:

∥x∥m|(s,t)| = sup
m,n

sm+1∑
k=sm+1

tn+1∑
l=tn+1

|xkl|.

Theorem 3.3. For any E FDK-space, the following conditions are equivalent.
i. E is strongly ν-conull,
ii. for z ∈ Cν0,

S (2)(zα) =

x ∈ Ω :
∞,∞∑
k,l=1

|xkl − xk−1,l − xk,l−1 + xk−1,l−1||zkl| < ∞

 ⊆ E,

iii. E contains the space M|(s, t)| for some s, t and the inclusion map I : M|(s, t)| → E is compact,
iv. E ⊇ BV(φ) and the inclusion map I : BV(φ)→ E is compact,

where

zα :=

y ∈ Ω :
∑
k,l

yklzkl

 ,
M|(s, t)| :=

x ∈ Ω : sup
m,n

sm+1,tn+1∑
k=sm+1
l=tn+1

|xkl − xk−1,l − xk,l−1 + xk−1,l−1| < ∞

 .
Proof. In the proof of this theorem, we apply the technique introduced in [20].

(i⇒ ii) If the space E is a strongly ν-conull space, by Theorem 3.1, (S (2))−1(E) is a ν-wedge space.
Hence, for z0 ∈ Cν0, zα ⊆ (S (2))−1(E) and

S (2)(zα) ⊆ S (2)(S (2))−1(E) = E.

On the other hand,

S (2)(zα) =
{
S (2)(y) : y ∈ zα

}
AIMS Mathematics Volume 10, Issue 11, 25708–25728.
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=

S (2)(y) :
∞,∞∑
k,l=1

|yklzkl| < ∞, y ∈ Ω


=

x :
∞,∞∑
k,l=1

∣∣∣((S (2))−1(x))kl

∣∣∣ |zkl| < ∞, x ∈ Ω


=

x :
∞,∞∑
k,l=1

|xkl − xk−1,l − xk,l−1 + xk−1,l−1||zkl| < ∞, x ∈ Ω

 .
With the above equation, the proof is complete.

(ii⇒ iii) Suppose that S (2)(zα) ⊂ E for z ∈ Cν0. Then zα ⊂ (S (2))−1(E) and

m|(s, t)| ⊆ zα ⊆ (S (2))−1(E)

hold [19]. Thus, the inclusion map I : m|(s, t)| → (S (2))−1(E) is compact. Since M|(s, t)| =
S (2)(m|(s, t)|) ⊆ E, the inclusion map S (2) ◦ I ◦ (S (2))−1 : M|(s, t)| → E is compact. Let us show
that M|(s, t)| = S (2)(m|(s, t)|).

S (2)(m|(s, t)|) =
{
S (2)(x) : x ∈ m|(s, t)|

}
=

S (2)(x) : sup
m,n

sm+1,tn+1∑
k=sm+1
l=tn+1

|xkl| < ∞


=

y : sup
m,n

sm+1,tn+1∑
k=sm+1
l=tn+1

|((S (2))−1(y))k,l| < ∞, y ∈ Ω, y00 = y01 = y10 = 0


=

y : sup
m,n

sm+1,tn+1∑
k=sm+1
l=tn+1

|ykl − yk−1,l − yk,l−1 + yk−1,l−1| < ∞, y ∈ Ω, y00 = y01 = y10 = 0


= M|(s, t)|.

(iii ⇒ iv) Since BV(φ) ⊂ S (2)(m|(s, t)|) and from the hypothesis we have BV(φ) ⊂ E. Thus, the
inclusion map I : BV(φ) → S (2)(m|(s, t)|) is continuous, and the inclusion map I : S (2)(m|(s, t)|) → E
is compact.

(iv ⇒ i) Let E ⊇ BV(φ) and the inclusion map I : BV(φ) → E be compact. Then the set
A = {e − e(mn) : m, n, . . .} is a bounded subset of BV(φ). Thus, the set I(A) = A is relatively compact
on E. Hence, the topology of coordinat-wise convergence on A and the topology τ are coincident.
According to the topology generated by the seminorms of rmn(x) = |xmn| (m, n = 1, 2, . . .),

rkl(e − e(mn)) =
{

0, (k, l) < (m, n)
1, (k, l) ≥ (m, n)

and rkl(e − e(mn)) → 0 (m, n = 1, 2, . . .), so e − e(mn) → 0 (m, n = 1, 2, . . .) on (E, τ). This completes
the proof. □
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The following result demonstrates that the space obtained in the intersection can vary depending on
the chosen notion of convergence.

Theorem 3.4. i. Let En be strongly p−conull FDK-spaces. Then
⋂

En = BV(φ).
ii. Let En be strongly ν-conull FDK-spaces for ν ∈ {bp, r}. Then

⋂
En = BV.

Proof. For z ∈ Cν0, S (2)(zα) is strongly ν-conull and BV(φ) ⊂ E. Then, we obtain⋂
{S (2)(zα) : z ∈ Cν0} = S (2)

(⋂
{zα : z ∈ Cν0}

)
= S (2)(Cαν0) =

{
S (2)(Lu) = BV, ν ∈ {bp, r}
S (2)(Lφ) = BV(φ), ν = p.

It is clear that the equality S (2)(Lφ) = BV(φ) holds from Proposition 3.2. The first equality is obtained
as follows.

S (2)(Lu) = {S (2)(x) : x ∈ Lu}

= {S (2)(x) :
∑
|xkl| < ∞}

= {x :
∑
|((S (2))−1(x))kl| < ∞}

= {x :
∑
|xkl − xk−1,l − xk.l−1 + xk−1,l−1| < ∞}

= BV.

□

Theorem 3.5. An FDK-space E is ν-conull iff BV(φ) ⊂ E, and moreover, the inclusion map I :
BV(φ)→ E is weakly compact.

Proof. Let E be a ν-conull FDK-space. By Theorem 3.1 the space (S (2))−1(E) is a weak ν-wedge
space. Using the fact that S (2) is a bijection and a topological isomorphism, we identify (S (2))−1(E)
with E. Hence E is a weak ν-wedge space. So Lφ ⊂ E, and J : Lφ → E is compact. Moreover,
since S (2)(Lφ) ⊂ S (2)(E) = E and S (2)(Lφ) = BV(φ), we have BV(φ) ⊂ E and the inclusion map
I : BV(φ) → E is weakly compact because it is obtained from the compact map J : Lφ → E
conjugation with the topological isomorphism S (2).

Conversely, if BV(φ) ⊃ Lφ, we obtain Lφ = (S (2))−1(BV(φ)) ⊂ (S (2))−1(E) = E and the inclusion
mapping I : Lφ → BV(φ) is continuous. Hence J : Lφ → E is weakly compact. Consequently,
(S (2))−1(E) is a weak ν-wedge space, that is, E is a ν-conull FDK-space. □

Corollary 3.6. i. Let En be p−conull FDK-spaces. Then
⋂

En = BV(φ).
ii. Let En be ν-conull FDK-spaces for ν ∈ {bp, r}. Then

⋂
En = BV.

Proof. Let E be a ν-conull FDK-space. By Theorem 3.5, we have the inclusion BV(φ) ⊂ E. If z ∈ Cν0,
then S (2)(zα) is strongly ν-conull and so S (2)(zα) is ν-conull. Let us denote all ν-conull spaces by Y .
Hence we obtain that

Y ⊂
⋃{

S (2)(zα) : z ∈ Cν0
}

= S (2)(Cαν0)

=

{
S (2)(Lu) = BV, ν ∈ {bp, r}
S (2)(Lφ) = BV(φ), ν = p.

□
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We used the gliding hump method applied by Bennett [21] to prove the following results.

Theorem 3.7. Let E be a ν-wedge FDK-space. Then E ∩ (Cp0/BV) , ∅.

Proof. Let us assume that the topology of E is generated by the seminorms {pmn} such that

|xmn| ≤ pmn(x) ≤ pm+1,n(x) ≤ pm+1,n+1(x)
|xmn| ≤ pmn(x) ≤ pm,n+1(x) ≤ pm+1,n+1(x) (x ∈ E, m, n = 1, 2, . . .). (3.3)

Since Cp is not a ν-wedge FDK-space, then the subspace Cp ∩ E is not a ν-wedge FDK-space by
Theorem 2.14 in [19]. So the space Cp ∩ E is not closed in E. We know that Cp0 and Cp are
equidimensional so it follows from Theorem 2.14 in [19] that the space Cp0 ∩ E is not closed in E.
Hence there exists x ∈ Cp0 ∩ E such that pmn(x) < ε and ||x||∞ for ε > 0, η > 0 and positive integers
m, n.

To proof this argue, let us suppose that the contrary is true. That is, there exist ε > 0, η > 0, and
m, n ∈ Z+ such that if ||x||∞ = η, then pmn(x) ≥ ε for x ∈ Cp0 ∩ E. Then for 0 , x ∈ Cp0 ∩ E, we have
pmn

(
ηx
||x||∞

)
≥ ε so that ||x||∞ ≤ (η/ε)pmn(x) for all x ∈ Cp0 ∩ E. It follows that Cp0 ∩ E is closed in E,

which is a contradiction.
Taking ε = ε11 =

1
24 , η = η11 = 1, m = m1 = 1, and n = n1 = 1, we have x(11). Let k > 1,

l > 1 and suppose that m1,m2, . . . ,mk−1, n1, n2, . . . , nl−1 and x(11), . . . , x(k−1,l−1) have been chosen. With
εkl =

1
2(k+1)(l+1) and ηkl =

1
kl , choose mk > mk−1 and nl > nl−1 so that

|x(st)
i j | ≤

1
2(k+1)(l+1) (i ≥ mk, j ≥ nl, 1 ≤ s < k, 1 ≤ t < l)

and choose x(kl) ∈ Cp0 ∩ E so that

pmk ,nl(x(kl)) < εkl and ||x(kl)||∞ =
1
kl
. (3.4)

We obtain by (3.3) the double sequence (xkl) of elements of Cp0 ∩ E so that

p11(x(kl)) ≤ p21(x(kl)) ≤ . . . ≤ pkl(x(kl)) <
1

2(k+1)(l+1) ,

p11(x(kl)) ≤ p12(x(kl)) ≤ . . . ≤ pkl(x(kl)) <
1

2(k+1)(l+1) .

Let x =
∞,∞∑
k,l=1

x(kl), and the series is clearly convergent in E. We need to show that x ∈ Cp0\BV. For

ms ≤ i ≤ ms+1 and nt ≤ j ≤ nt+1, we have

|x(st)
i j | ≤


1

2(u+1)(v+1) , s < u, t < v
1
uv , s = u, t = v
1

2(s+1)(t+1) , s > u, t > v
(u, v = 1, 2, . . .), (3.5)

such that

∥x∥ =

∥∥∥∥∥∥∥
∞,∞∑
k,l=1

x(kl)

∥∥∥∥∥∥∥ ≤
∞,∞∑
s,t=1

|x(st)
i j | ≤

u−1,v−1∑
s,t=1

1
2(u+1)(v+1) +

1
uv
+

∞,∞∑
s=u+1
t=v+1

1
2(s+1)(t+1) → 0 (u, v→ ∞),
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so x ∈ Cp0.
Now we show that x < BV. For every positive integers u, v, there exist ku ∈ (mu,mu+1) and

lv ∈ (nv, nv+1) so that |x(uv)
kulv
| = 1

uv and so, by (3.5),

|xkulv | ≥
1
uv
−

u−1,v−1∑
s,t=1

1
2(u+1)(v+1) −

∞,∞∑
s=u+1
t=v+1

1
2(s+1)(t+1) =

1
uv
−

(u − 1)(v − 1) + 1
2(u+1)(v+1) .

From (3.4) and (3.5),

|xmunv | ≥

u−1,v−1∑
s,t=1

1
2(u+1)(v+1) +

1
2(u+1)(v+1) +

∞,∞∑
s=u+1
t=v+1

1
2(s+1)(t+1) =

(u − 1)(v − 1) + 2
2(u+1)(v+1) .

Let us define that

yuv =

{
xmunv , u and v odd,
xkulv , u or v even.

Then y is a subsequence of x and y < BV. So x < BV. □

Theorem 3.8. Let E be an FDK-space such that Cp ∩ E is not closed in E. ThenMu ∩ E is a non-
separable subspace ofMu.

Proof. The result follows as a consequence of Theorem 3.7. From the construction given there, we can
choose a family of elements {x(mn)} ⊂ Cp0∩E satisfying ∥x(mn)∥∞ = 1/(mn) and pm,n(x(mn)) < 2−(m+1)(n+1).
By slightly modifying the construction, we may normalize each element so that ∥x(mn)∥∞ = 1, while
keeping their supports pairwise disjoint. That is, for distinct pairs (m, n) , (k, l), the supports of x(mn)

and x(kl) do not intersect.
Since the∞-norm of each x(mn) equals 1 and their supports are disjoint, we have

∥x(mn) − x(kl)∥∞ = 1 for all (m, n) , (k, l).

Therefore, the set {x(mn)} forms a 1-separated family in Mu ∩ E. Since this family is uncountable,
Mu ∩ E cannot be separable inMu.

Remark. Condition ∥x(mn) − x(kl)∥∞ > 1 does not follow from boundedness assumptions but from
the disjointness of supports and normalization ∥x(mn)∥∞ = 1. Hence, the argument does not require the
sequence family to be bounded in any other sense. □

Corollary 3.9. Let E be a ν-conull FDK-space, and thenMu ∩ E is not separable inMu.

Proof. Since Cp ∩ E ⊂ Cp, Cp ∩ E is not a ν-conull FDK-space. So, the space Cp ∩ E is not closed in
E. Thus, by Theorem 3.8,Mu ∩ E is a not separable space inMu. □

Theorem 3.10. Let E be an FDK-space. If Lu ∩ E is not closed in E, then there exists a double
sequence summable and not absolutely summable such that E contains it.

Proof. Consider the mapping S (2) : E → F. By hypothesis, S (2)(Lu ∩ E) = BV ∩ F is not closed
in F. If Cp ∩ F = BV ∩ F, then Cp ∩ F is not closed in F and Theorem 3.7 is contradicted. Hence
F ∩
(
Cp\BV

)
is nonempty and then E ∩ (CSν\Lu) is nonempty. This proves the theorem. □
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Having established the definitions and basic properties of ν-conull and ν-wedge FDK-spaces, we
next investigate distinguished subspaces within these spaces, highlighting their structural significance
and relation to classical bounded-variation spaces.

4. Distinguished subspaces of FDK-spaces

In this section, we have provided some examples of distinguished subspaces. We examined some
of the properties of these spaces and their relationships with each other and with ν-conull FDK-spaces.

We begin with the smallest. The letter S stands for strong (convergence).

Definition 4.1. Let E ⊃ Φ be an FDK-space. Then

S (ν)
E = S (ν)(E) =

x = (xkl) : x = ν −
∑
k,l

xklδ
kl

 .
If A is a matrix, S (ν)(A) = S (ν)(CνA) [7].

Thus, E is an AK(ν) space iff S (ν)
E = E. Also, S (ν)

E ⊂ E since E is complete.

Definition 4.2. Let E ⊃ Φ be an FDK-space. Then

W (ν)
E = W (ν)(E) =

x = (xkl) : ∀ f ∈ E′, f (x) = ν −
∑
k,l

xkl f (δkl)

 .
If A is a matrix, W (ν)(A) = W (ν)(CνA) [7, 22].

Theorem 4.1. If E is an FDK-space that contains Φ, then Φ ⊂ S (ν)
E ⊂ W (ν)

E ⊂ Φ.

Proof. It is sufficient to prove W (ν)
E ⊂ Φ. Let f ∈ E′ and f = 0 on Φ. A glance at the definition of W (ν)

E
just given shows that f = 0 on W (ν)

E . Thus, the Hahn-Banach theorem gives the result.
Note that the stronger inclusion W (ν)

E ⊂ Φ holds only when the space E is minimal (that is, E = Φ).
In the general case considered here, we have only W (ν)

E ⊂ Φ, which is consistent with the standard
FK-space framework. □

Definition 4.3. Let E be an FDK-space with E ⊃ Φ, and then

B+E = B+(E) =
{
x = (xkl) : ∀ f ∈ E′, (xkl f (δkl)) ∈ BS

}
.

BE = B+E ∩ E. If A is a matrix, B(A) = B(CνA) [7, 22]. Also, if E is an AB-space, then B(E) = E.

Theorem 4.2. Let E ⊃ Φ be an FDK-space. Then for each z ∈ B+E and each continuous seminorm p
on E we have zmn = O(p(δmn)−1).

Proof. For each z = (zmn) ∈ B+E

|zmn|p(δmn) = p(zmnδ
mn) = p

(
z(mn) − z(m−1,n) − z(m,n−1) + z(m−1,n−1)

)
< M,

since a continuous seminorm is bounded on bounded sets. □
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Theorem 4.3. Let E ⊃ Φ be an FDK space. Then B+E = E fγ.

Proof. z ∈ B+ means z.u ∈ BS for each u ∈ E f . That is exactly the claim. □

This makes it easy to compute B+ and B. The next result makes it even easier although there is a
little less here than meets the eye–namely B will be different for different Y , e.g., Y may be AB and E
is not, even if Y is closed in E.

Theorem 4.4. Let E ⊃ Φ be an FDK-space. Then B+ is equal for all FDK-spaces between (Φ)E and
E; i.e., if (Φ)E ⊂ Y ⊂ E, then B+(Y) = B+(E).

Proof. Since the distinguished subspaces are monotone, we have B+(Φ) ⊂ B+(Y) ⊂ B+(E). The first
and the last are equal by Theorem 4.3 and 7.2.4 of [23] □

Theorem 4.5. Let E ⊃ Φ be an FDK-space. Then E has AB iff E f ⊂ Eγ i.e., E f = Eγ.

Proof. Necessity. Using Theorem 4.3, E ⊂ B+(E) = E fγ. Hence Eγ ⊃ E fγγ ⊃ E f . Sufficiency.
B+(E) = E fγ ⊃ Eγγ ⊃ E. □

Corollary 4.6. Let E ⊃ Φ be an FDK-space. If E has AB, then Eβ(ν) is closed in E f .

Proof. The proof is clear by Theorem 4.5, since Eβ(ν) is closed in E f . □

Definition 4.4. Let E be an FDK-space with E ⊃ Φ, and then

F(ν)+
E = F(ν)+(E) =

{
x = (xkl) : ∀ f ∈ E′, (xkl f (δkl)) ∈ CSν

}
.

F(ν)
E = F(ν)+

E ∩ E. If A is a matrix, F(ν)(A) = F(ν)(CνA) [7, 22].

The letter F(ν)
E stands for functional (convergence) since z ∈ F(ν)+

E if and only if { f (z(mn))} is
convergent for all f ∈ E′. It is customary to write z ∈ F(ν)+

E as z has FAK, i.e., functional AK. If
F(ν) = E, then the FDK-space E is called a FAK(ν)-space.

Theorem 4.7. Let E ⊃ Φ be an FDK-space. Then F(ν)+
E = E fβ(ν).

Proof. The desired result is obtained by replacing CSν with BS in Theorem 4.3. □

Corollary 4.8. Let E be an FDK-space with E ⊃ Φ. Then F(ν)+ is equal for all FDK-spaces between
(Φ)E and E, that is, if (Φ)E ⊂ Y ⊂ E, then F(ν)+(Y) = F(ν)+(E).

Corollary 4.9. Let E ⊃ Φ be an FDK-space. Then E has FAK iff E f ⊂ Eβ(ν); i.e., E f = Eβ(ν).

Theorem 4.10. Let E be an FDK-space and Φ has AK(ν). Then F(ν)+ = (Φ)β(ν)β(ν).

Proof. Since F(ν)+ = E fβ(ν) = (Φ) fβ(ν) = (Φ)β(ν)β(ν), and the proof is complete. □

Example 4.1. i. If E = BV0, then S (ν)
E = W (ν)

E = BE = F(ν)
E = F(ν)+

E = BV0 and B+E = BV.
ii. Let E = Lu ⊕ e. By ||e(mn)|| = mn, B+E = BE = Lu.
iii. If E = Cp0, then e ∈ F(ν)+

E \F
(ν)
E . So F(ν)+

E =Mu and F(ν)
E = Cbp0.

Clearly, we can see that Φ ⊂ S (ν)
E ⊂ W (ν)

E ⊂ F(ν)
E . If ν = r, then F(ν)

E ⊂ BE. But if ν = c, then there is
no inclusion between F(ν)

E and BE because BS and CSν do not contain each other.
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Definition 4.5. Let E be an FDK-space that includes Φ. E is called a ν-semiconservative space, if
E f ⊂ CSν. That is, E ⊃ Φ and for all f ∈ E′, ν−

∑
f (δkl) is convergent. Moreover, if a semiconservative

FDK-space includes the space BV, then the space is called a variational ν-semiconservative space.

Theorem 4.11. Let E be an FDK-space, E ⊃ Φ, z ∈ Ω, and let z be invertible. Then
i. z ∈ B+E iff z−1E ⊃ BV0. In particular e ∈ B+E iff E ⊃ BV0.
ii. z ∈ BE iff z−1E ⊃ BV. In particular e ∈ BE iff E ⊃ BV.
iii. z ∈ F(ν)+

E iff z−1E is ν-semiconservative. In particular e ∈ F(ν)+
E iff E is ν-semiconservative.

iv. z ∈ F(ν)
E iff z−1E is variational ν-semiconservative. In particular e ∈ F(ν)

E iff E is variational
ν-semiconservative.

v. z ∈ W (ν)
E iff z−1E is ν-conull. In particular e ∈ W (ν)

E iff E is ν-conull.
vi. z ∈ S (ν)

E iff z−1E is strong ν-conull. In particular e ∈ S (ν)
E iff E is strong ν-conull.

Proof. i) Let f ∈ (z−1E)′. Then f (x) = αx+g(zx), α ∈ Φ, g ∈ E′. In particular, if we take x = δmn, then

f (δmn) = αmn + zmng(δmn).

So, we get

z−1E ⊃ BV0 ⇔ f (δmn) ∈ BS ⇔ (zmng(δmn)) ∈ BS ⇔ z ∈ B+E.

ii) Necessity.

z ∈ BE ⇒ z ∈ E and z ∈ B+E
⇒ e ∈ z−1E and z−1E ⊃ BV0

⇒ z−1E ⊃ BV.

Sufficiency. Let z−1E ⊃ BV. Since BV0, z−1E ⊃ BV0, by (i), z ∈ B+E is satisfied. Also, e ∈ BV ⇒
e ∈ z−1E ⇒ z ∈ E, so z ∈ B+E ∩ E = BE is obtained.

iii) Let f ∈ (z−1E)′. Then f (x) = αx + g(zx), α ∈ Φ, g ∈ E′. For x = δmn, f (δmn) = αmn + zmng(δmn)
holds. Thus, if z−1E is ν-semiconservative, then

(
z−1E
) f
⊂ CSν ⇔ f (δmn) ∈ CSν ⇔ (zmng(δmn)) ∈ CSν,

and so z ∈ F(ν)+
E is obtained.

iv)

z ∈ F(ν)
E ⇔ z ∈ F(ν)+

E and z ∈ E

⇔
(
z−1E
) f
⊂ CSν and e ∈ z−1E

⇔ z−1E is variational ν − semiconservative.

v) Sufficiency is clear.
Necessity. To prove the necessary, we assume that z ∈ W (ν)

E . Then ∀g ∈ (z−1E)′, g
(
z − z(mn)

)
→ 0,

(m, n → ∞). Furthermore, each f ∈ (z−1E)′ has the representation f (x) = αx + g(zx), α ∈ Φ, g ∈ E′.
So we obtain

f (e − e(mn)) = α(e − e(mn)) + g(z(e − e(mn))) (4.1)

AIMS Mathematics Volume 10, Issue 11, 25708–25728.



25722

=

m,∞∑
k=1

l=n+1

αkl +

∞,∞∑
k=m+1

l=1

αkl + g(z − z(mn)).

Because of α ∈ Φ, the sum of the series on the right side of the above equation is 0. Taking the limit
for m, n → ∞ on the two sides of the above equation, we get f (e − e(mn)) → 0, ∀ f ′ ∈ (z−1E). This
proves necessary.

vi) Necessary. Let z ∈ S (ν)
E . There is a seminorm q on E such that q(z − z(mn)) → 0 (m, n → ∞).

Furthermore, for the seminorms rkl and h(x) = q(zx),

rkl(e − e(mn)) = 0 ((k, l) < (m, n))

and

h(e − e(mn)) = q(z(e − e(mn))) = q(z − z(mn))→ 0

are obtained. So, z−1E is strong ν-conull.
Sufficiency. Let z−1E be strong ν-conull. Then rkl(e − e(mn)) → 0 and h(e − e(mn)) → 0. Since

h(x) = q(zx), h(e − e(mn)) = q(z − z(mn))→ 0 is obtained. This means z ∈ S (ν)
E . □

Theorem 4.12. The distinguished subspaces are monotone, that is, if E1 ⊂ E2, then Ψ(E1) ⊂ Ψ(E2)
where Ψ = S (ν)

E ,W
(ν)
E , F

(ν)
E , F

(ν)+
E , BE, B+E. This also holds for Ψ = Φ, i.e., (Φ)E1 ⊂ (Φ)E2 .

Proof. Since the map i : E1 → E2 is continuous, x(mn) → x in E1 implies the same in E2. This claim is
for S (ν)

E . If we consider W (ν)
E , it follows that i is weakly continuous at the same time.

Now z ∈ F(ν)+
E , B

+
E if and only if (zmn f (δmn)) ∈ CSν,BS, respectively, for all f ∈ E′1, and hence for

all g ∈ E′2 since g|E1 ∈ E′1. The result follows for F(ν)+
E , B

+
E and so for F(ν)

E , BE. □

Theorem 4.13. Let ⊃ Φ be an FDK-space. The following assertions are equivalent:
i) E has FAK(ν);
ii) E ⊂ (S (ν)

E )β(ν)β(ν);
iii) E ⊂ (W (ν)

E )β(ν)β(ν);
iv) E ⊂ (F(ν)

E )β(ν)β(ν);
v) Eβ(ν) = (S (ν)

E )β(ν);
vi) Eβ(ν) = (F(ν)

E )β(ν) .

Proof. (ii⇒ iii) and (iii⇒ iv) are clear since S (ν)
E ⊂ W (ν)

E ⊂ F(ν)
E . If (iv) is true, then Eβ(ν) ⊃ (F(ν)

E )β(ν) =
E fβ(ν)β(ν) ⊃ E f so (i) is true by Corollary 4.9. If (i) is true, Theorem 4.10 implies that S = Φ and that
(ii) is true. The equivalence of (v), (vi) with the others is clear. □

5. Matrix domains

The original ground space of summability is C(ν)
νA. In this section, we discuss E(ν)

A . Its properties
depend on the choice of E, ν, and A; our procedure will be to fix E and discuss how the properties of
E(ν)

A depend on those of ν and A. This discussion will depend on which E is chosen.
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Remark 5.1. In this section, z ∈ Ω, E is an FDK-spce, and A is a four-dimensional matrix such that
E(ν)

A ⊃ Φ, i.e., the columns of A belong to E. The subspaces S (ν)
E ,W

(ν)
E , F

(ν)
E , BE are calculated in the

FDK-space E(ν)
A .

Lemma 5.1. With the notation of Remark 5.1, Az(i j) =
(i, j)∑

k,l=(1,1)
zklζ

(kl)
A ,

(Az(i j))mn =

(i, j)∑
k,l=(1,1)

amnklzkl =
(∑

zklζ
(kl)
A

)
mn
.

Theorem 5.1. With z, E, A as in Remark 5.1, these are equivalent:
i) z ∈ B+ ,
ii) {Az(i j)} is bounded in E,
iii) E(ν)

A.z ⊃ BV0,
iv) {zkl.g(ζ(kl)

A )} ∈ BS for each g ∈ E′.
Also, these are equivalent: z ∈ B and E(ν)

A.z ⊃ BV, (ii) and z ∈ E(ν)
A , and (iv) and z ∈ E(ν)

A .

Proof. By Theorem 4.11, z ∈ B+ ⇔ z−1.E(ν)
A ⊃ BV0 ⇔ E(ν)

A.z ⊃ BV0. So we get i ≡ iii. Since the
(k, l)th column of A.z is zklζ

(kl)
A , iii ≡ ii is obtained by the last part of 8.6.4 of [23]. Also, (ii) is true iff

g(Az(i j)) is bounded for each g ∈ E′. This gives ii ≡ iv. The second set of equivalences is clear since
z ∈ E(ν)

A ⇔ e ∈ E(ν)
A.z . □

Theorem 5.2. Let E be an FDK-space, A be a four-dimensional matrix, and ν ∈ {r, c}. Then E(ν)
A is

ν-semiconservative iff ζ(kl)
A ∈ E and g(ζ(kl)

A ) ∈ CSν for each g ∈ E′.

Proof. Necessity. It is clear that ζ(kl)
A ∈ E by being ν-semiconservative. Given g, let f (x) = g(Ax) for

x ∈ E(ν)
A , so f ∈ (E(ν)

A )′ by Theorem 2.2. Then f (δkl) = g(Aδkl) = g(ζ(kl)
A ), and the result follows.

Sufficiency. First, ξ(mn)
A ∈ CSν by the hypothesis and we can take g = Pmn where Pmn(x) = xmn; this

yields {g(ζ(kl)
A )} = {amnkl}. Hence Ω(ν)

A ⊃ BV.
Now, let f ∈ (E(ν)

A )′. Then by Theorem 2.2, f (x) = h(x) + g(Ax) with g ∈ E, h ∈ (Ω(ν)
A )′. Also,

h(x) = ν −
∑

k,l uklxkl with x ∈ Ω(ν)
A , u ∈ (Ω(ν)

A )β(ν) ⊂ BVβ(ν) = CSν, by Theorem 2.1. Thus

f (δkl) = h(δkl) + g(Aδkl)
= h(δkl) + g(ζ(kl)

A ).

By the hypothesis and the fact that u ∈ CSν we have { f (δkl)} ∈ CSν. Hence E(ν)
A is ν-semiconservative.

□

Theorem 5.3. With z, E, A as in Remark 5.1, these are equivalent:
i) z ∈ F(ν)+,
ii) {Az(i j)} is weakly Cauchy in E, i.e., {g[Az(i j)]} ∈ Cν for each g ∈ E′,
iii) EAz is ν-semiconservative,
iv) {zkl.g(ζ(kl)

A )} ∈ CSν for each g ∈ E′.

Proof. i ≡ iii is obtained by Theorem 4.11; iii ≡ iv follows from 9.4.1 of [23]; ii ≡ iv follows from
Lemma 5.1. □
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Theorem 5.4. Let E be an FDK-space, ν ∈ {r, c}, and A is a four-dimensional matrix such that E(ν)
A is

variational ν−semiconservative. Then E(ν)
A is ν-conull iff

∑
g(ζ(kl)

A ) = g(Ae) for each g ∈ E′.

Proof. Necessity. Let f (x) = g(Ax) so f ∈ (E(ν)
A )′ by Theorem 2.2. Then

g(Ae) = f (e) = lim
m,n

f (e(mn)) = lim
m,n

g(Ae(mn)) = lim
m,n

g

 m,n∑
k,l=1

amnkl


= g

limm,n

m,n∑
k,l=1

amnkl

 = g

 ∞∑
k,l=1

amnkl

 = g(ζ(kl)
A ).

Sufficiency. Let f ∈ (E(ν)
A )′. By Theorem 2.2 there are two cases to consider. First, f (x) = h(x), x ∈

Ω
(ν)
A , u ∈ (Ω(ν)

A )β(ν). On the other hand, E(ν)
A ⊃ BV by the definition of a variational ν-semiconservative

space. So

f (e − e(mn)) = ν
∞∑

k=m+1
l=1

ukl + ν −

m,∞∑
k=1

l=n+1

ukl → 0.

Second, f (x) = g(Ax) for which the calculation given in the first part shows f (e − e(mn))→ 0. □

Theorem 5.5. With z, E, A as in Remark 5.1, these are equivalent:
i) z ∈ W (ν),
ii) Az(i j) → Az weakly in E,
iii) EAz is ν-conull,
iv)
∑

zklg(ζ(kl)
A ) = g(Az) for each g ∈ E′.

Proof. i ≡ iii follows from Theorem 4.11; ii ≡ iii follows from Theorem 9.4.9 of [23]; ii ≡ iv follows
from Lemma 5.1. □

Theorem 5.6. With z, E, A as in Remark 5.1, these are equivalent:
i) z ∈ S (ν),
ii) Az(i j) → Az in E,
iii) EAz is strongly ν-conull,
iv)
∑

zklζ
(kl)
A = Az convergence in E.

Proof. i ≡ iii is obtained by Theorem 4.11; ii ≡ iv follows from Lemma 5.1.
(i⇒ ii) z =

∑
zklδ

kl and the map A : EA → E is continuous, so Az =
∑

zklAδkl =
∑

zklζ
(kl)
A .

(ii ⇒ i) ΩA has AK(ν) by 4.3.8 of [23], therefore u(z − z(i j)) → 0 for any z ∈ ΩA. Thus z ∈ S (ν) if
q[A(z − z(i j))]→ 0 where q is a typical seminorm of Y . But this is simply Az(i j) → Az in E. □

6. Applications of ν-conull FDK-spaces to summability domains

In the last section, we examined the applications of some of the results we obtained in the main
section on summability domains.

Theorem 6.1. Let Cν and E be FDK-spaces, ν ∈ {r, c}, and A = (amnkl) is a four-dimensional matrix.
Then the following statements are equivalent:
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i) E(ν)
A is a strongly ν-conull FDK-space;

ii) BV(φ) ⊂ E(ν)
A and A : BV(φ)→ E is compact;

iii) ζ(kl)
A ∈ E (k, l = 1, 2, . . .) and A(e −

∑
δkl)→ 0 in E.

Proof. (i ⇒ ii) By Theorem 3.3, BV(φ) ⊂ E(ν)
A , and the map I : BV(φ) → E(ν)

A is compact. So
I ◦ A : BV(φ)→ E is compact, since the mapping A : E(ν)

A → E is continuous.
(ii ⇒ iii) By (ii) and δkl ∈ BV(φ) (∀k, l), we obtain ζ(kl)

A = A(δkl) ∈ E, ∀k, l ≥ 1. Furthermore,
since Ω(ν)

A is an AK(ν) space and e ∈ BV(φ) ⊂ E(ν)
A ⊂ Ω

(ν)
A , we have e −

∑i, j
k,l=1 δ

kl → 0 (i, j → ∞).
Also, since the mapping A : Ω(ν)

A → Ω is continuous, we obtain A
(
e −
∑i, j

k,l=1 δ
kl
)
→ 0 (i, j → ∞).

Then the set
{
e −
∑i, j

k,l=1 δ
kl : i, j ≥ 1

}
is bounded in BV(φ). Because A : BV(φ) → E is compact,{

A
(
e −
∑i, j

k,l=1 δ
kl
)

: i, j ≥ 1
}

is relatively compact in E. Hence, the coordinat-wise convergence

topology and the topology of E are coincident. So,
{
A
(
e −
∑i, j

k,l=1 δ
kl
)}

in E also converges to zero.

(iii⇒ i) If ζ(kl)
A ∈ E, then E(ν)

A ⊃ Φ. Because the sequence
{
A
(
e −
∑i, j

k,l=1 δ
kl
)}

converges to zero, E(ν)
A

is a strongly ν-conull FDK-space. □

Theorem 6.2. Let Cν and E be FDK-spaces, ν ∈ {r, c}, and A = (amnkl) is a four-dimensional matrix.
The following statements are equivalent:

i) E(ν)
A is a ν-conull FDK-space;

ii) BV(φ) ⊂ E(ν)
A and A : BV(φ)→ E is weakly compact;

iii) ζ(kl)
A ∈ E (k, l = 1, 2, . . .) and A(e −

∑
δkl)→ 0 (weakly) in E.

Proof. (i ⇒ ii) By Theorem 3.5, BV(φ) ⊂ E(ν)
A and the map I : BV(φ) → E(ν)

A is weakly compact. So
I ◦ A : BV(φ)→ E is weakly compact, since the mapping A : E(ν)

A → E is continuous.
(ii ⇒ iii) By hypothesis, δkl ∈ BV(φ), ∀k, l ≥ 1, and ζ(kl)

A = A(δkl) ∈ E, ∀k, l ≥ 1. Furthermore,
since Ω(ν)

A is an AK(ν) space and e ∈ BV(φ) ⊂ E(ν)
A ⊂ Ω

(ν)
A , we have e −

∑i, j
k,l=1 δ

kl → 0 (i, j → ∞).
Also, since the mapping A : Ω(ν)

A → Ω is continuous, we obtain A
(
e −
∑i, j

k,l=1 δ
kl
)
→ 0 (i, j→ ∞). Then

the set
{
e −
∑i, j

k,l=1 δ
kl : i, j ≥ 1

}
is bounded in BV(φ). Because A : BV(φ) → E is weakly compact,{

A
(
e −
∑i, j

k,l=1 δ
kl
)

: i, j ≥ 1
}

is weakly relatively compact in E. Hence, the coordinat-wise convergence

topology and the topology of E are coincident. So
{
A
(
e −
∑i, j

k,l=1 δ
kl
)}

in E also converges to zero. □

Theorem 6.3. Let A be a four-dimensional matrix, and E be an FDK-space. It is equivalent for the
space E(ν)

A to be a ν-conull FDK-space and a strongly ν-conull FDK-space whenever weak convergence
and strong convergence coincide.

Proof. Let E(ν)
A be a strongly ν-conull FDK-space. Then the columns of A are in E and

{A
(
e −
∑
δkl
)
} → 0. By hypothesis, the columns of A are weakly convergent in E. That is, E(ν)

A is
a ν-conull FDK-space. □

For example, if we choose E = Lu, BV, we obtain the following results by Theorem 6.3, since
weak convergence and strong convergence coincide in these spaces.

Theorem 6.4. Let A be a four-dimensional matrix.
i. (Lu)A is a (strongly) ν-conull FDK-space iff

lim
k,l

∑
m,n

∣∣∣∣∣∣∣
∞,l∑

i=k, j=1

amni j +

∞,∞∑
i=1, j=l

amni j

∣∣∣∣∣∣∣ = 0.
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ii. BVA is a (strongly) ν-conull FDK-space iff

lim
k,l

∑
m,n

∣∣∣∣∣∣∣
∞,∞∑
i, j=1

(amni j − am+1,n,i, j − am,n+1,i, j + am+1,n+1,i, j)

−

k,l∑
i, j=1

(amni j − am+1,n,i, j − am,n+1,i, j + am+1,n+1,i, j)

∣∣∣∣∣∣∣ = 0.

Proof. (i) Let E(ν)
A = (Lu)A in Theorem 6.1. Then (Lu)A is a (strongly) ν-conull FDK-space if and only

if A(e −
∑
δkl) converges to zero in Lu, which means

lim
k,l

∥∥∥∥(A(e −
∑
δkl))mn

∥∥∥∥
Lu
= 0⇔ lim

k,l

∑
m,n

∣∣∣∣∣∣∣
∞,l∑

i=k, j=1

amni j +

∞,∞∑
i=1, j=l

amni j

∣∣∣∣∣∣∣ = 0.

(ii) Let E(ν)
A = BVA in Theorem 6.1. Then BVA is a (strongly) ν-conull FDK-space if and only if

A(e −
∑
δkl) converges to zero in BV, which means

lim
k,l

∥∥∥∥(A(e −
∑
δkl))mn

∥∥∥∥
BV
= 0⇔ lim

k,l

∥∥∥∥∥∥∥
∞∑

i, j=1

amni j −

k,l∑
i, j=1

amni j

∥∥∥∥∥∥∥
BV

= 0

⇔ lim
k,l

∑
m,n

∣∣∣∣∣∣∣
∞,∞∑
i, j=1

(amni j − am+1,n,i, j − am,n+1,i, j + am+1,n+1,i, j)

−

k,l∑
i, j=1

(amni j − am+1,n,i, j − am,n+1,i, j + am+1,n+1,i, j)

∣∣∣∣∣∣∣ = 0.

□

7. Conclusions

In this paper, we have introduced and studied several new structural properties of FDK-spaces
related to ν-conullity and ν-wedge constructions. We established the equivalence between strongly ν-
conull FDK-spaces and ν-wedge FDK-spaces, and between ν-conull and weak ν-wedge spaces. These
results clarify how the transformation operator S (2) preserves or modifies the topological character of
a given space.

In the later sections, we examined the distinguished subspaces associated with an FDK-space
E, including S (ν)

E and W (ν)
E , and discussed their inclusion relations. This analysis highlights that

the structure of E, rather than its dual, determines the behavior of these distinguished components.
Furthermore, we proved that if E is a ν-wedge FDK-space, then the intersection E ∩ (Cp0/BV) is
nonempty, revealing a nontrivial relation between ν-wedge properties and spaces of bounded variation.

Overall, the results provide a unified framework connecting the notions of ν-conullity, wedge-type
constructions, and distinguished subspaces in the setting of double sequence spaces. They also extend
classical results from FK-space theory to the broader context of FDK-spaces.

Recent Various kinds of methods have been resolved successfully by building various approaches
for convergence in recent times [24]. Future work can consider the preservation of some important
physical properties and physical structures with particular conditions and refer to recent work [25].
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