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1. Introduction and main results
Let us consider the inviscid Boussinesq system in R?:

Ou+u-Vu+ VP = fe,, xeR2 t>0,

00 +u-vVo=0, xeR2 >0,

(1.1)
V-u=0, xeR?, t>0,
(M, 9)|t:0 = (MO’ 90)’ X € R2’

with V - uy = 0. Here, u = (u, u), 6, and P denote the velocity field of the fluid, the temperature and
the scalar pressure, respectively, and e, = (0, 1)7 is the unit vector. The system achieved widespread
adoption for its ability to model the dynamics of both the atmosphere and the ocean, which are domains
characterized by the prominent influence of rotation and stratification [4, 15, 16].
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In the Hadamard sense [6], a Cauchy problem exhibits local well-posedness in a Banach space X if,
for every initial datum in X, a unique solution is guaranteed to exist on a time interval [0, 7], belongs
to C([0, T']; X), and continuously depends on the given initial datum. The continuity properties of this
solution map for the evolution system are crucial to the theory of well-posedness, as discontinuous
dependence may lead to the generation of fallacious or non-physical solutions. One of the pioneering
concerns about this local-in-time theory was given by Kato [10], who showed that the solution map
failed to be uniformly continuous for the inviscid Burgers equation in H"(R) with m > 3/2.

Concerning the incompressible Euler equations, Himonas and Misiolek [7] first proved the non-
uniform continuity in H™(T¢) and H™(RY) with m > 0. Then Bourgain and Li [3] determined the
outcome for the borderline case m = 0. As an extension to [7], Tang and Liu [18] constructed a family
of periodic solutions and showed the nonuniform continuity of the data-to-solution map in B;J(Td)
for any s € R and r € [1,00]. Subsequently, Pastrana [17] broadened the periodic result of [18] to
encompass cases where p # 2 and investigated the non-periodic case by employing the approximate
solutions technique as developed in [7]. More recently, Li et al. [12] improved upon prior results in
Besov spaces and studied the situation within the whole space.

Regarding to the inviscid Boussinesq equations (1.1), there have been extensive studies (see e.g.,
[2,5,8,11,13,14,20]). The local-in-time Hadamard well-posedness of (1.1) is well-known in H™(R?)
with m > 2(see [5]). Using a geometric approach, Inci [9] proved that this corresponding data-to-
solution map is nowhere locally uniformly continuous. Subsequently, Yuan [20] and Bie et al. [2]
established the local existence and blow-up criteria for (1.1) in the nonhomogeneous Besov spaces,
which we recall here.

Theorem 1.1 ( [2,20]). Assume that (s, p, r) satisfies
2 2
s>1+—,1<p<oo,l<r<ooors=1+—,1<p<oo,r=1 (1.2)
p p

and the initial data (uy, 6y) belongs to
Br :={(U,®) € B,, xB,,: I(UO)p, <R V-U=0}

for any R > 0. Then, there exists some T = T(R, s, p,r) > 0 such that the system (1.1) admits a unique
solution (u,0) € C([0,T1, B}, , X B}, ,) that satisfies the following:

sup ||(u, O)(Dllg;, < Cli(uo, 60)lls;

por’
t€[0,T]

Based on this local result, our objective is to establish the non-uniform continuity of the data-to-
solution map in Besov spaces. The following describes our main result.

Theorem 1.2. Assume that (s, p, r) satisfies condition (1.2). Then, the data-to-solution map (uy, 6y) —
(u, 0)(1) for the system (1.1) is not uniformly continuous from any bounded subset in B, X B, , into
c(o,rq, B, % Bls,’r). More precisely, there exist two sequences of solutions (u;,, 0;,)(i = 1,2) such that

L ”(ul,m Hl,n)(t)”Bf,,, + ”(uZ,n, 92,n)(t)||Bf;7, < 1,

L r}l_)nolo ”(ul,m el,n)(o) - (u2,na 62,n)(0)||Bf,y, = 0;
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o iminf|{(u1,, 61,,)(1) = (U2, 02,) DIy, 2 1
foranyt € [0, T*] with T* > O sufficiently small.

Remark 1.3. This theorem partially covers the nowhere uniform continuity given by Inci [9] in the
Sobolev spaces H™(R?) with m > 2. It is worth noting that the nonuniform continuity presented
in Theorem 1.2 is confined to a bounded set near the origin. Significantly, if r is finite, then this
restriction can be removed. By adjusting the construction of the initial sequences, we can obtain the
nowhere uniform continuity in the Besov spaces (i.e., for any initial data (u, 6y) € B, the data-to-
solution map, within any neighborhood U (1, 6y) € B,,xB,, of (uy, 6p), is not uniformly continuous).

However, we shall not continue pursuing this issue here.

Sketch of the proof. Inspired by [12] and [19], the proof of nonuniform continuity depends on the
interaction between terms of low and high frequencies.

First, we modify the construction of the initial data in [12] and set two bounded sequences of
the initial data (0, f,) and (g,, f») (see (3.1)—(3.2)), which stay arbitrarily close in B), and generate
solutions (u ,, 6, ,) and (uy,, 6>,) to (1.1), respectively. Then we claim that (u;,,6,,) and (12, 6,.,)
remain apart for any ¢ > 0 sufficiently small, i.e.,

Hminf |G, 61,)(0) = (U2, 02,)(Dllg;, 2 1, (1.3)

which definitely leads to the desired non-uniform continuity.

To achieve (1.3), we shall approximate solutions to (1.1) using its linearized system (see (3.9)) and
apply the fact that the interaction between terms of low and high frequencies g, - V f, would not be
small as n — oo (see Lemma 3.2).

Remark 1.4. Compared with [12], we shall approximate solutions to (1.1) by using solutions to the
corresponding linearized system (see (3.9)), which brings an obstacle to proving that the mentioned
approximate solutions can approximate solutions to (1.1).

Organization of this paper. Section 2 covers relevant notations and basic results from the
Littlewood-Paley theory. Section 3 is devoted to constructing approximate solutions for (1.1) and
presenting fundamental lemmas which involve the linearized system and error estimates. Relying on
these error estimates, the proof of Theorem 1.2 is subsequently delivered in Section 4.

2. Preliminaries

First, we present some notations which shall be used throughout this paper.

e The symbol A < (>)B represents that there exists a constant ¢ > 0 independent of A and B such
that A < (>)cB.

e Let X be a Banach space endowed with the norm || - ||x and I € R. The notation C(/, X) denotes
the continuous maps on / with values in X. For fi,---, fy € X, we use the following simplified
notation:

WA= mllx = (LAl + -+ [l
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e For all tempered distributions f € S’(R?), the Fourier transform of f is defined by the following:
FINO =10 = [ et <as forany e
The inverse Fourier transform recovers f from f, which is defined by the following:
fx) = (F1Hx) = 2n)? /R 2 f(&e™ dg, for any x € R2
e For m € R, the standard Sobolev space H™(R?) consists of all tempered distributions f such that
WAl = (/R2(1 + €PN FEP d)'? < oo.

We proceed by introducing the theory of Littlewood-Paley and the nonhomogeneous Besov spaces,
along with some relevant properties. For a detailed exposition, one can be directed to [1].

Proposition 2.1 (Littlewood-Paley decomposition). Let B := {¢ € R* : |¢| < 3} be a ball in R* and
C:={£eR?: % < |l < %} be an annulus in R?. There exist two smooth radial functions, y and ¢,
valued in the interval [0, 1] such that

e v is supported in B,
e ¢ is supported in C,

o X&)+ 3 0(277¢) = 1 for any ¢ € R?, and
720

e 1 <O+ '20 ©*(277¢) < 1 for any £ € R?,
Jj=

In particular, the ensuing Littlewood-Paley decomposition is well-defined as follows:

f= ) 00

j=—1

for any tempered distributions f, where the nonhomogeneous dyadic blocks A; are defined by the
following:
0, if j<-2,
Aif = D) f = F ' (T f), if j=-1,
QD) = F(pQIIFf), if j=0.
Definition 2.2 (Besov spaces). Let o € Rand 1 < p,r < co. The nonhomogeneous Besov space
BZ’,(RZ) consists of all tempered distributions f such that

1llag, < oo,
where
(2 277N f G, if 1 < r < oo,
i>—1
Ufllgg, =9 =7 ,
sup 271, fllus, if r = co.
j>-1

AIMS Mathematics Volume 10, Issue 11, 25624-25638.



25628

Lemma 2.3 (Properties of Besov spaces).

(1) Let sy and s, be real numbers such that sy < s,, 6 € (0,1) and 1 < p,r < co. Then the following
holds:

Wiy < NAI AU @.1)
(2) Foro > % with1 < p,r < o0, or o = % withr = 1,1 < p < oo, there holds the following:
By, — L™

(3) Foro >0and 1 < p,r < oo, the space L™ N Bg’, is an algebra, and a constant C = C(o, p,r) > 0
exists such that

1f8llag, < CUANlIglsg, + gl llag,)-

The following lemma is devoted to the 2-D transport equation:

{81f+v-Vf:g, 2.2)

fll:() = fO’
wherev: RxR?> - R?, g: RxR?* - Rand f; : R*? — R are given.
Lemma 2.4. Let 1 < p,r < oo, either
1

1
o> —-2min{—, 1 — —}
p p

or . .
o>-1-2min{—,1--}, if V-v=0.
p p

For any smooth solution to (2.2), there exists a constant C = C(o, p,r) > 0 such that

sup [lf(llsg, < Cexp(CV,(v, D)l follsg, + / 1§(Dllsg, d7),
0

s€[0,¢]

where
LIVl 2 dr, ifo<1+2,
B ooNL® P

Vo, 0) =3 [TIVu(s)llgg, dr, ifo =1+ 2andr> 1,
Jo IVl g1 d, ifo>1+2or{c=1+2andr =1},

3. Approximate solutions

3.1. Construction of approximate solutions

Let & € Cy’(R) be a fixed, even, and non-negative real-valued function which satisfies the following:

R T
¢<f)—{0, ;

L
16°
1

8

IA

v
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Define
Ja(x1, X2) = 27 ¢(x1) sin(2" x1 )p(x2) (3.1)
and
gn(x1, X2) = 27"V H(p(x1)(x2)). (3.2)

Then we collect some useful lemmas on the properties of f, and g, which will be used later.

Lemma 3.1. Assume that (s, p, r) satisfies condition (1.2) and f, is defined in (3.1). Then, for any
o € Rand k € {0, 1}, the following holds:

IV £l < 2769 (3.3)
and
fullBg, < =), (3.4)

Proof. 1t is obvious that (3.3) can be directly obtained from the definition of f,. It suffices to prove
(3.4). Note that

Fal&r, &) = 277 N[(E) +27) = d(& - 2M1B(E),
which implies that
supp7, €l € R 2~ 7 <lel <2"+ ),

4
fo if j=mn,

Ajfn = e
0, if j#n.

and

Thus, we deduce that
fallag, = 27" fullze

= 2" |p(x1) sin(2"x1)(x)l 1
< 2n(a'—s) ,

which is the desired formula (3.4). O

Lemma 3.2. Assume that (s, p, r) satisfies condition (1.2). Let f, and g, be defined in (3.1) and (3.2),
respectively. Then, for any o € R, the following holds:

lgallsy, < 27" (3.5)
Furthermore, there exists a constant M > 0 such that

liminf|lg, - Vfllp,, = M. (3.6)

Proof. Since (3.5) can be directly obtained from the definition of g,, we shall only focus on proving
(3.6). Note that

— 1
Suppgn - {fe RZ . 0 < |§| < Z}
and

supp f, C (¢ € R? : 2" — 2 <[¢1 < 2"+ 7,
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which obviously imply that

SUPpgn'anQ{fERZ:Z”—Eg|§|52n+§}

and
g.-Vf, if j=n,
Ai(g,-Vf) =
/& Vu) {0, if j#n.
Thus, there holds
llgn - Vfullss, = 2"lIgn - Valler
> 21276 (x1) cos(2"x1 ) (x2)¢ (Xl
=2 270127 D) (x1) sin(2"x1)B(x2)¢ ()l
>C-C2™",
from which follows the desired formula (3.6). O
Subsequently, we set
Ura(t, x) := 1] fuer + V(=A) 02 £,] (3.7)
and
Unu(t, x) := gu + 1l fuez2 + V(=)' 0 f,]. (3.8)

It is observed that U, (i = 1,2) solves the following linearized system which corresponds to (1.1):

{a, Uin + VIT;, = fre, (3.9)

V . U,"n = 0,
with initial data
Uinli=o =0

and
U2,n |t:0 = &n»

respectively.
Applying the standard energy method and using Lemmas 3.1-3.2, we can directly deduce the
following estimates for system (3.9).

Lemma 3.3. Assume that (s, p, r) satisfies condition (1.2) and let U, (i = 1,2) be defined in (3.7) and
(3.8). Then, for any o € R and t € [0, T], the following holds:

o [|U1,(Dllg;, <27,

o [|Upn(0)llgg, 2",

o |[VEU |l < 2"%9, fork = 0,1,
o |Uz — gullpg, < 12", and

p.r

® |Uzy = Unallgg, <27
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3.2. Estimates of the errors

Let us denote solutions to the Cauchy problem (1.1) by (u; ,,, 6, ,) and (u5 ,, 6, ,) with initial data

(ul,m el,n)lt:O = (0’ f;l)

and
(u2,m 92,n)|t:O = (gm f;’l)a

respectively.

Subsequently, we may use (U, f,) to approximate (., 61,) in B}, (see Lemma 3.4). However,
for ¢ > O sufficiently small, the difference between (u3,, 6»,) and (U,,, f,) will not tend to zero in B;,r
as n — oo (see Lemma 3.5), which help us to achieve the main nonuniform result.

First, we set the error by the following:

er ._
Lth L ul,n - Ul,na
er .
01,,1 = gl,n - fn

Then, (u?fn, 67" ) satisfies the following:

n

OO+, VO = —u" - Vfy— Uy, Vi,
Qs+ uy, - VU + VP =6 ey —us" VU, — Uy, - VUy,,
Vour =0,
N
(Ui, 07 li=0 = (0,0).

1,n>“1,n

(3.10)

We assert that the difference between (U, ,, f,) and (u; ,, 8, ,) converges to zero in B, asn — oo for
any ¢ € [0, T']. This is supported by the ensuing lemma.

Lemma 3.4. Assume that (s, p, r) satisfies condition (1.2). For any t € [0, T, the following holds:

G, 077l < 2207,

1,n° pr

Proof. Recall that (u, ,, 6, ,) denotes the solution to the Cauchy problem (1.1) with the following initial
data:

(ul,l’la 61,n)|l‘=0 = (0’ ﬁ’l)
It follows from Theorem 1.1 and Lemma 3.1 that (, ,, 6, ,) € C([0, T, B,,xB,,) satisfies

Cetrn, 01,185, < Wfullsy, < 1 (3.11)

p.r

and
1100 O0llgser S il < 27 (3.12)

Now, applying Lemma 2.4 to system (1.1) and by using (3.11)—(3.12) and Lemma 3.1, we deduce that
for any ¢t € [0, T],

161allgs1 < exp(CVp(ut1,n, O foll s
o 2—p . v (3.13)
s n
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and

t
l1nllgs < exp(CVp(urn, D) fullpy + / I(VP, 61 ,e2)llpy1 dT)
0 (3.14)

t
<2+ [ WP Oy dr
0 .

Notice that )
||VP||B§,7,' = |IVAT'V - (01 €2 — u1 - Vul,n)”B;;,l

S 10vallps + e allps w1 alls;, (3.15)
s ||(01,n, u],n)”B;}I’

by Lemma 2.3 and (3.11). Combining (3.13)—(3.15), we obtain that for any ¢ € [0, T],

t
(1,0, 91,n)||3;,,—,41 27"+ / (1,0, 91,n)||B;,j,1 dr,
0

which, along with the Gronwall inequality, leads to the following:
”(ul,m Hl,n)”B;jrl 2™ (316)

With the assistance of (3.11)—-(3.12) and (3.16), we are now ready to estimate the error term
(67, ui",) in By, .. Applying Lemma 2.4 again to system (3.10), we obtain the following:

t
167l < eXp(CVp(m,n,t))/ 1Ty - Vs Ur - Vllgs dt
0

t (3.17)
< [ T U ol
0
and
47, llgs-1 < exp(CV), (uln,t))/ (VP 6, e, uf, - VU1, Ury - VU )l sy dT
(3.18)
/ (VP 07, e2,ut,, - VU1, Ury - VULl dT.
It follows from Lemma 2.3, Lemma 3.1, and Lemma 3.3 that
I - V fllsgs < 5l I Al
Syl Il (3.19)
A
U Vhallgsr $ Nl IV fallr + IV £l Ul (320
<27,
0%y VUl ol VU
Syl Ul (321)
S ”ul’n”B;]’rl’
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and
1U1n - VULlIg) S NULalle=IVU allgs + VU Lalle=1Urallpy (3.22)
S 2—ns.
Furthermore,
VP =VA 'V (—uy, - Vus — 6% ex +us* -VU,,+ Uy, - VU,
( 1, 1.n 1,n€2 1n 1, 1, 1, ) (323)

= VAV - (=i, -V, — 650 + ', - VUL, + Uy, - VUL,
for V- uf', = V - u;, = 0. Imitating the proof of (3.21) and using (3.22), we can deduce the following:

N

”VP,HB;},_rI < ”(utln:n : Vul,n» uel:fn : VUl,m e?r €2, Ul,n : VUl,n)IlB;jrl

L s (3.24)
<16 Ml +27
Combining (3.17)—(3.24) yields the following:
t
@t ) llps < / 1y, O Nlps dT + 27",
0
this implies the following:
@i, 07 g1 < 27" (3.25)
1,n>Y1,n Do
Hence, it follows from the interpolation inequalities (2.1) and (3.25) that
1 1
(i, 67 )M, < NI(uf,, QTT,I)II;;TYI (€ HTfn)IIfS;#
<2507,
which concludes the proof of this lemma. O
Subsequently, let us introduce another error term as follows:
ugf,, = Uy — U2,n’
0y, = 00— fu +1Vy,
where V,, := U,,, - Vf,. Then, (ugfn, Hgfn) satisfies the following:
0,05, + upy - VO3, = —u3’, - Vi +tuy, - VV, +10,V,,
ﬁ,ugfn + U, Vugfn +VP' = Hgfnez —tV,e, — ugrn VU, = Uy, - VU,
. (3.26)
V. uy, = 0,
W, 65" o = (0,0).

We claim that (U,,, f,) cannot approximate (u5,,6,,), which is the key to achieving the non-
uniform continuity. To be more specific, the following lemma is presented.

Lemma 3.5. Assume that (s, p, r) satisfies (1.2). For any t < 1, the following holds:

1 05 i, < 72+ 27",

2.n° Y 2n

AIMS Mathematics Volume 10, Issue 11, 25624-25638.
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Proof. Before proving this lemma, we make some preparations.
Note that
Vi, 0:Vidllgsr S Uz, 0 U2 )l g fullsg, < 27" (3.27)

p.r

and
Vi, 0 Vidllggse S WUz O U2l IV full g + 1U 20, ;U2 )l gt IV frll

S Uz, 0 U2 )l fallggrisr + 11Uz O U2 i)l gyt IV full s (3.28)
< 2kn,

for k = 0, 1, where Lemma 2.3 and Lemmas 3.1-3.3 were used.
Imitating the proof of (3.16), combined with results from Lemmas 3.1-3.2, can lead to the following:

12,0, G2, s < 2, (3.29)
fork =-1,0,1.
Applying V- to (3.26),, we obtain the following:
VP = VAV (mu, - VU, + 6562 — tV,er — S, - VU, — Usyy - VU,
= VAT'V - (i, - Vuz, — u, - VU, + 65,62)
+ VATV - (=tVyes = 80 - Ven = (Uzn = 81) - VU = (Un = 84) - V&),

forV-u,,=V- u‘;rn =V.U,,=V-g,=0. It follows from Lemma 2.3, Lemmas 3.1-3.3, and (3.29)
that B
VP Ngr < g 1tz Un sy, + 1685 g + IVl gy

+ llgally 1 1galls;, + 11020 = gallpy 11U, )5, (3.30)
S NS, 65 Mgyr + 127" + 27"

and
’” 2
VP sy, < M0, s, Natzr Uzl + 11655 s, + A1Vl + gl

p.r

+ Uz = &allsy U205 80, + 1020 = &llps (U2 gl 51 (3.31)

-2
SN, 05 )My, + 2" S, Mg + 2+ 277

p.r

Now, we apply Lemma 2.4 to (3.26) and use (3.27)—(3.31) to obtain the following:
t t
165, llps-1 < exp(CVp(u2,, DX / 3, - V fllpsr dT + / Tz - VVi + 0Vl g1 d7)
0 0
t t
< / 5 ol 7 + / Ttz TV, + 0.V, gy dr (3.32)
0 0

t
< / s i+ 227
0

and
t
l43,l155-1 < eXp(CVp (U2, D) / II(VP”,GZT,,ez,MSf,, VU, Uz - VU2l dT
0
t
- / T|V,llgs.t d) (3.33)
0 .

t
< / (S, 655 ) dr + 227" + 272,
0
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Then, combining (3.32) and (3.33) leads to

t
2~— -2
I By < [ S g i P27 4 272,
0

which shows
[0 [ P2 427, (3.34)

2,n°

with the aid of the Gronwall inequality.
Applying Lemma 2.4 to (3.26), we have the following:

t t
165" llss, < exp(CVp(utz,0, D) / e, - V fillsy, dr + / Tllita - YV, + 8:V,llgs, d)
0 0
t
< / 0y IV il + NS5 =V il ) i+ 72 (3.35)
0

t
2
< /0 (3, + 2" s, llp) dT + 8

and .
45,118, < exp(CV,(uan, l‘))(/ (VP 6 er,uS, - VU, Uy - VU»)lls;, dt
0

+ /Ot TVallg, d7) (3.36)
< /O W g, + 24! ) dr + 12+ 27
Combining (3.35) and (3.36) and applying (3.34), we obtain that for 7 < 1,
@S, 65 ), < /0 t(ll(u‘if,,, 05 )llsy, + 2"l ) dr + 1 +27
< /Ot (3., 05 )llss, dT + £ +27"
then, using the Gronwall inequality yields the following:

1S, 65 )My, < 12+ 27"

2.n° pr

4. Proof of Theorem 1.2

Building upon Lemmas 3.4-3.5, the proof of Theorem 1.2 can now commence.

Proof of Theorem 1.2. Define (u; ,,0;,) and (u,,,6,,) as the solutions to the Cauchy problem (1.1),
which correspond to the following initial conditions:

(ul,na Ql,n)lt:O = (0’ ﬁl)

AIMS Mathematics Volume 10, Issue 11, 25624-25638.
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and
(u2,n’ 02,n)|t=0 = (gna fn),
respectively. When ¢ = 0, it is obvious that

[112,2(0) = w1, (O)lly,, + [162,,(0) — 01, (O)llg, = lIgnlls;, < 27" — 0,

p.r
as n — o9,

Notice that
Urpn — Uty = Uy — U2,n + U2,n - Ul,n + Ul,n —Uln

= M;fn - l/l?fn + Uz,n - Ul,n’
92,n - Hl,n = 92,;1 - fn + tVn - tVn + f;z - Ql,n
= gfn - eflll:n - tVn
and
Villsy, = 1Us = 82) - Vo + g0~ Vil
> llgu - Vfillay, = (U — 82 - Vol
> lgn - Viullgy, = U2 = gulle=lV fullgy, = 11Uz — &allsy IV full 4.1)
2 lgn - Villa, = 1020 = gallrfillgser = 1020 = gullsy, I flls,
2 llgn - an||B;;,,~ -1,
by Lemma 2.3 and Lemmas 3.1-3.3.
Thus, for ¢ > 0, it follows from Lemmas 3.3-3.5 and (4.1) that
etz — wrnllsy, + 1102 — O1allss,
> tIVallgy, = U2 — Urallss, — i, 67 )llss, — 145, 65,)lss,
2 lign - Vfillgy, —27" = 23070 =72,
which, combined with Lemma 3.2, leads to the following:

liminf |[(u2,, — U1, 020 = 0108y, 2 1,
n—oo

for t > 0 sufficiently small. Thus, Theorem 1.2 was proven. O
5. Conclusions

Initiated by [7], the failure of uniform dependence on the initial data for classical solutions to
hyperbolic systems is an interesting area of research. This work creates the non-uniform continuity of
the data-to-solution map to the inviscid Boussinesq equations in Besov spaces. Our proof depends on
the interaction between terms of low and high frequencies, and the linearized system to the inviscid
Boussinesq equations also proves to be a powerful tool in the construction of appropriate approximate
solutions.

Looking ahead, the hyperbolic property of the thermal equation creates the possibility of the non-
uniform continuity, even when considering the parabolic-hyperbolic coupling induced by adding (1.1)
with a dissipated term —Au. We are confident that the method developed in this paper can be extended
to prove the non-uniform continuity to the dissipated Boussinesq equations in the Sobolev spaces
H(R?) with s > 1.
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