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1. Introduction

The study of multifractal properties of Borel measures has been a central topic in fractal geometry
and geometric measure theory since the late 20th century. Multifractal analysis, which seeks to describe
the local scaling behavior of measures and their associated singularities, has found applications in
a wide range of fields, including dynamical systems, turbulence, image processing, and financial
mathematics. During the late 1990s and early 2000s, significant progress was made in developing
multifractal formalisms, particularly through the work of Olsen [1], who introduced a comprehensive
framework based on multifractal generalizations of the Hausdorff and packing measures. Olsen’s
formalism provided a unified approach to studying the multifractal spectrum, which characterizes the
distribution of singularities in a measure. Olsen’s work has since been extensively investigated and
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expanded upon. For instance, in 2004, Peyriere [2] extended Olsen’s formalism to a vector-valued
framework, utilizing vectorial multifractal generalizations of the Hausdorff and packing measures.
While it is clear that the two most important (and well-known) measures in fractal geometry are
the Hausdorff measure and the packing measure, there are nevertheless other interesting fractal
measures. Indeed, in 1965, Hewitt and Stromberg introduced a further fractal measure in their classical
textbook [3, Exercise (10.51)]. Since then, they have been investigated by several authors, highlighting
their importance in the study of local properties of fractals and products of fractals. One can cite, for
example, [4-9]. The Hewitt-Stromberg (H-S) measures are discussed in Edgar’s textbook [10] from
the late 1990s and have recently received renewed interest in the fractal geometric community. The
authors in [5] introduced and studied a multifractal formalism based on the H-S measures. However,
we point out that this formalism is parallel to Olsen’s multifractal formalism introduced in [1], which
is based on the Hausdorft and packing measures.

One of the main problems in multifractal analysis is understanding the multifractal spectrum and the
relationship between Rényi dimensions and other multifractal measures. Over the past three decades,
there has been significant interest in computing the multifractal spectra of various classes of measures,
especially those exhibiting some form of self-similarity (see, for instance, the works in [11-13]). In
an effort to develop a general theoretical framework for multifractal analysis of arbitrary measures,
Olsen [1] and Pesin [14] proposed defining auxiliary measures in general settings (see also [15, 16] in
the context of branching random walks). One of the primary objectives of this paper is to introduce
multifractal generalizations of the lower and upper H-S measures. We aim to establish a multifractal
formalism for these measures, providing an innovative approach to analyzing multifractal structures.
Specifically, we introduce new multifractal lower and upper H-S measures that facilitate the exploration
of the multifractal spectrum within a metric space and then extend classical results in this context.
Furthermore, we propose a complete description of multifractal analysis of functions in relation to
the lower and upper H-S dimensions. By leveraging the newly introduced multifractal measures,
we explore the calculation of the multifractal spectra function in a metric space. This approach not
only deepens the understanding of multifractal analysis but also offers new tools for investigating the
intricate structure of fractal measures.

Let a € (0, 1), and we define on the interval [0, 1] the binomial measure y, with parameter a. In the
special case @ = 1/2, the measure u, reduces to a probability measure proportional to the Lebesgue
measure on [0, 1]. Furthermore, this probability measure exhibits a characteristic self-similar property:
For any dyadic subinterval I C [0, 1], if we divide I into its left and right halves, denoted as I = (I, Ul),
then

Ma(Ig) = apta(D).

The binomial measure is often regarded as the most straightforward example for understanding
multifractal analysis and computing the multifractal spectrum [17-21]. In Section 3.3, we estimate
the H-S dimension of the binomial measure using a gauge control function ¢. This gauge is essential
for controlling the measure and obtaining precise estimates of the binomial measure’s multifractal
spectrum. By choosing ¢ appropriately (e.g., with D_¢ = d > (), we obtain consistent asymptotics for
the lower and upper multifractal H-S functions and the associated Rényi scaling quantities, which
allows recovering the multifractal spectrum of the binomial cascade via the Legendre transform.
Moreover, this methodology can be applied to various cases, including sets with prescribed digit
frequencies, sequences with varying parameters (p,), and more general multiplicative cascades,
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thereby extending and refining classical multifractal results ([22-24]).

To investigate the regularity properties of sets and measures, the density theorem serves as a
fundamental analytical tool. Over the years, several formulations of density results have been
developed for various classes of fractal measures, each tailored to capture different aspects of their
local behavior. Notable contributions in this area include the works of [4, 10,25-30], which provide
critical insights into the behavior of density-related properties under a range of geometric and measure-
theoretic conditions. In particular, Dai [31] applied these concepts to a class of Moran constructions
satisfying the strong separation condition and established the equivalence between Hausdorff and
packing measures, despite the potential divergence of their associated dimensions. More generally,
density-based characterizations of regularity have been formulated with respect to Hausdorft and
packing measures [10, 32], and Hewitt—Stromberg measures [5, 6, 33]. Notably, Tricot et al. [29]
demonstrated that subsets of RY possess integer Hausdorff and packing dimensions if they exhibit
strong regularity. Given a premeasure 17 on P(X), where P(X) is the Borel o-algebra on X, we denote n*
to be the outer measure constructed using 7. We will prove in Section 5 the equivalence of multifractal
H-S measures on Moran fractal sets qu and Pq; with n*; that is, n* H"’ qu When 7 is a
measure on P(X), our result was proved for different restrected version of mult1fracta1 measures This
leads us to reformulate a tailored versions of the density theorem within the context of our multifractal
framework (Lemma 3) related to H’” and Pq !

This paper is organized as follows Sectlon 2 introduces the definitions of various multifractal H-S
measures and dimensions considered in the study, along with a discussion of their key properties.
Section 3 provides estimates for the upper and lower bounds of the H-S dimensions, including
an application to the binomial measure. In Section 4, we present a new approach to examining
the multifractal formalism of functions. Section 5 establishes density results and demonstrates the
equivalence of multifractal H-S measures, with particular emphasis on applications to Moran fractal
sets.

2. Preliminaries

In this section, we introduce the multifractal H-S measures, which are central to our analysis. These
measures incorporate certain modifications to the standard definitions found in the literature (e.g., [14])
for technical purposes. We begin by introducing the relevant notations and definitions that will be used
throughout the paper. Let (X, d) be a compact metric space. Given a point x € X and a radius r € (0, 00),
we define the open ball centered at x with radius r as:

Bx,r)={ze X |d(x,2) <r}.

Throughout this work, we assume that X is a compact metric space satisfying the Besicovitch covering
property [34,35]. This property ensures that, for any family of open balls with bounded radii, covering
X, one can extract a finite number of subfamilies (called #-packings) that together cover the space. It
is known that Euclidean spaces and ultrametric spaces fulfill this condition. We denote by B(X) the set
of open balls on X and by M(X) the set of maps from B(X) to [0, +c0). We also define the support of
u € M(X) denoted by spt(u) and given by

spt) = X \ | J{B e BX); u(B) =0},
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In general metric space, the center x and radius r of a ball are not uniquely determined by the set B(x, r)
so we emphasize a center and a radius given as the constituent of a collection of ordered pairs (x, r)
with x € X and r > 0. Let 7 = {(x;, r)}; be a collection of B(x, r)NB(x’,r) = @0 for all (x,7) # (x',r) € «.
Moreover, n is said to be a (centered) cover of A if A C [J e B(x, 7). Next, we introduce two
functions that play a central role in our analysis:

T: XXR, —R,,

@Ry — R,
where ¢ satisfies the following properties:
¢ 1s non-decreasing and lrl_r)rol p(r) = —oo. 2.1
We consider, for simplicity, the case where & = (1, 1) is a pair of functions with n € M(X).

2.1. Multifractal H-S measures and dimensions

While Hausdorff and packing measures are defined using coverings and packings by family
{B(x;, r;)}; with r; less than a given positive number r, say, the H-S measures are defined using coverings
and packings of balls with a fixed radius r. In the following, we will set up, for ¢, g € R, the upper and
lower multifractal H-S measures denoted, respectively, by Pq and H" Let A € X be a nonempty set
and g € R. Let also ¢ = (1, 77) be a pair of functions, with € M(X) We define

TZ,(A) = inf { > exp[ - gr(xi DI (B, r»},

1,(4) = sup { > exp[ - gr(x, ] n(B(x, r»},

(xi,r) i

where the infimum (resp., supremum ) is taken over all the constituents 7 = {(x;, r)}; such that x is
a centered covering (resp., packing) of A N spt(n). For ¢t € R, the multifractal H-S pre-measures are
defined as follows:

g, — i g q 1(r) q:! — 1 q 1(r)
L«f,w(A) = 11rrrl)10nf 7;J(A) e and C§,¢(A) = 11111_)8(}1[) Sf,r(A) e,

It is clear that the upper multifractal H-S pre-measure qu is increasing and th ,(0) = 0. However it

is not countably subadditive. Therefore, we introduce the upper multifractal H S measure, which we
denote by Pg’;, defined by

P2 (A) = 1nf{ZC (A) ‘AQUA,-,A,»QX}.

Since the lower multifractal H-S pre-measure Lg’; is neither monotone nor countably subadditive, and
although it satisfies Lg’;((b) = 0, a standard modification is required to construct an outer measure.
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Hence, we modify the definition as follows:

Heo(4) = inf{Z L) |4 c UA,, A;is closed in X}

1

and
HE(A) = Sup HM(F)

The functions qu and qu are outer measures (in the Carathéodory sense) and Hq is a metric outer

measure, while P" does not have this property. For more detailed information, see [5,36,37]. An
important property of the upper H-S pre-measure, as well as the lower and upper measures, is that

PY < G

fcp—

Moreover, since X is a compact metric space satisfying the Besicovitch covering property, there exists
an integer 6 € N such that
q.t qt
He, <60P; (2.2)
The measure Hq” is of course a multifractal generalization of the lower ¢-dimensional H-S measure

H,, whereas Pq; is a multifractal generalization of the upper ¢-dimensional H-S measure P{. In fact,
it is easily seen that, for # > 0, one has

—q.,t —t

Hep=H,  HE=H, and P =P,
Furthermore, if we choose ¢(r) = logr, and we get the classical lower and upper H-S measures H’
and P’ in their original forms [5]. Our construction extends the concept of outer measures introduced
and examined in [38] when considering 7 = 1 (see Remark 3). In addition, the measures Hq and qu
assign in the usual way a multifractal dimension to subset A of X. These dimensions are represented
as b§,¢(A) and B§,¢(A)’ respectively. More precisely, one has

bg,w (A)
Bg’ o(A)

inf {r e R |HZ'(4) =0} =sup{r e R |HL(A) = oo,
inf{r e R |PZ(4) =0} =sup{t e R | PL(A) = oo,

The pre-measures ng} and Lq¢ also assign in the usual way a multifractal dimension to each subset A
of X. They are denoted by /\q ,(A) and @q (A) where

0l (A) = infl{reR |LE(A)=0}=sup{teR |LL(A) = oo},
Nl (A4) = inf{teR |CL(A)=0}=sup{teR |CL(A)= oo},

In the same way as for the measure, if n(B) = 1 for all B € 8(X) or g = 0, then B" (A) will be denoted
by B! +o(A) and B, ,(A), respectively, and bq (A) will be denoted by b? o(A) and b,, o(A), respectively.
The notations for the H-S-functions are summarlzed in the table below (Table 1).
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Table 1. H-S measures and their dimensions.
H-S-Functions n(B)=1 ¢=0 nB)=1andg=0

HE, H,  Hi H,
Pg:; P, P, P!
bg., b, bl dim,
Bgfp BZ,’;, Biw dim,,

Remark 1. In the special case where g = 0, n = 1, and ¢(r) = logr, we come back to the classical
definitions of lower and upper Hewitt-Stromberg measures H' and P', and the classical lower and
upper Hewitt—Stromberg dimensions dim and dim (see [36]). In particular, we get

—q,! —t , it
Hm =H, Hg’; =H, Pg"p =P’
and -
bg’w(A) =dim (A), and Bg"p(A) = dim (A).

As a direct consequence of (2.2), the dimensions defined above satisfy the following conditions:

bgyw(A) < Bg,w(A) < Ag,sa(A)'

Furthermore, we define the mutual multifractal H-S dimension functions b, B, and Az, : R — R
by

b y(q) == 0f (spt(n),  Bey(q) == B{ (spt(), and  Asu(q) := AL (spt(n)).
In fact, it is easily seen that when n = 1, the mutual multifractal H-S dimension functions b, B,
and /¢, will be the multifractal H-S functions b, ,, B;,, and A,,. Moreover, it is well known [36,37]
that A, and B, are convex.

2.2. Construction of Moran sets

Moran sets can be seen as a generalization of self-similar sets, where different classes of similarity
mappings are applied at each level with varying translations. This variability leads to a loss of ergodic
properties in Moran sets. Moran sets play a fundamental role in constructing both examples and
counterexamples across various mathematical disciplines, including number theory, ergodic theory,
and multifractal analysis (see, for instance, [40—42]). Their structured yet flexible nature allows
researchers to develop intricate sets with controlled geometric and measure-theoretic properties. These
sets serve as essential tools for exploring phenomena such as irregular distributions, fractal dimensions,
and complex dynamical behaviors, making them invaluable in theoretical investigations and practical
applications alike. These sets will be utilized in Section 5 to examine the equivalence of the measures
explored in this paper, under the strong separation condition.

The construction is based on a positive sequence of integers {rn;};>; and a family of positive numbers
{ekj 11 < j<m, k> 1} such that

ny.
Z Ck,j < 1, Cp = (Ck,la Ck2sev s ck,nk)’ (23)

J=1
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for all k € N. Let m < k be two positive integers, and we define
ok = {(im,im+1, ...,i) suchthat 1<i;<n;,m<j< k}
and whenm = 1,
%y =Sk = (i1, ip.....i) suchthat 1<i;<n;m<j<Kkl.

We also set

Yo=0  and Z:UZk.
For k, N € N, such thatk + 1 < N, we consider o = (i1, i, ...,ix) € Zg, J = (Jks1s Jkt2s - -+ > Jm) € Zkslmo
and we define

o * ] = (il7i2a .. 'aika jk+1’jk+2’~ .. ’]m)

Definition 1. Let (X, d) be a complete metric space, and let I be a compact subset of X such that
int(l) # 0 (we can assume that the diameter of I, denoted by |I|, is 1). We will say that the family
F ={l, | o € X} has the Moran structure if the following condition holds:

(1) For every sequence (iy, iy, ..., i) € Xy, the set I,;, ; is similar to 1. That is, there exists a similarity
transformation
Siliz...ik : X — X such that Siliz...ik(l) = Iiliz...ik9

where we assume that Iy = I.
(2)¥Vk=1, (0. sik—1) € Zor, Liyiyi (i € 41,2, ..., ny}) are subsets of I, ;,_, and

NI

lliz...ik,l,i;(

IO

— . v
i1 k= 151k =0, 1<i < I, < ny,

where I° denotes the interior of I.
(3) Foreveryk > 1and 1 < j<mny, ifo = (i1, iz,...,01,J) € Xy, We set

iy i

0<cj= <1, k=2

|Ii1i2...ik,||

Assume that F is a collection of subsets of / with a Moran structure. We define the Moran set
E = Miz1 Uses, I- as a set determined by ¥, and we refer to F, = {I, : o € Z;} as the k-order
fundamental sets of E. The set [ is called the original set of E. We assume that lim;_,., max,es, |I| = 0.
For all sequences w = (i1, i3,...,i,...) € 2, we use the abbreviation w|; to denote the first k elements
of the sequence.

Li(w) = Ly, = L, i, k(W) = cpj,. (2.4)

We assume that E satisfies the strong separation condition (SSC). Specifically, let 1.1, I5s2, - - ., Lyin,,,
be the (k + 1)-order fundamental subset of 1, € . We will say that I, satisfies the (SSC) if there exists
a sequence of positive real numbers (J;); such that, for all i # j, the following condition holds:

diSt(I(r*i’ I(r*j) > 6k|10'|»
where 6 = irklfék € (0,1).
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Remark 2. Consider the special case when, for all k > 1, cxy = ¢xo = *++ = Cky, = k. Then
the set E will be called a homogeneous Moran set. Let 1,(x) denote the unique subset of level k
containing x € E, where o € Z;. In this case, |I,(x)| = Hljzl c¢j, which implies that 1,(x) C B(x, r) for

k k-1
Hj:l cj<r< Hj:l Cj.
3. Estimation of multifractal dimensions

3.1. Bouligand-Minkowski’s dimensions and multifractal Rényi dimensions

In this paragraph, we investigate the relationship between the lower and upper multifractal H-
S functions b, and B, and the multifractal box dimension. These results extend the classical
Bouligand-Minkowski dimensions and provide a framework for analyzing the multifractal structure
of sets and measures.

Proposition 1. Let A C X and ¢ : R, — R satisfy (2.1). Then, for all g € R, we have

log 7/ (A) log S? (A)
07 (A) = liminf ———— and Al (A) = limsup —————
b =0 —g(r) o —o o —g(r)
Proof. Suppose that
log 7/ (A)
liminf —=—— < 07 (A) —¢,
r—0 —(r) &

for some & > 0. Then for any § > 0, there exists 0 < r < & such that 7/ (A) 0L We)e) .
Therefore, A

9
9,0, ,(A)-&

0o = Lw (A) <1,
which is a contradiction. Then
log 7/ (A)
liminf —"— > @7 (A)—&.
r—0 —(r) &
Now, suppose that
. log T (A) .
hr,rl) 1Onf o) > G‘f’w(A) + &,

for some &€ > 0. Then, there exists 6 > 0 such that forall 0 < r < 6, ‘7;?r(A) e(@Zw(A)*‘g)“’(’) > 1. Therefore,
we obtain

9.0} (A)+e

0= LSC;O‘-’" (A) > 1,

which is a contradiction. Then
log 7/ (A)
liminf ——————

<0? (A ,
r—0 —QD(I") 6’50( ) Te

for any € > 0, as required. The proof of the second is similar.
m]
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Remark 3. Consider the special case where X = R? (d > 1) and, for any x € R? and r > 0, the
function T(x,r) is given by

d
7(x,r) = —log (1—[ vi(B(x, r))] ,
i=1

where v; € M(RY). Let ¢ : (0,1) — (=00, 0) be a non-decreasing function. For = 1, we obtain results
proved in [38] and for ¢(r) = logr, we obtain the setting studied in [39]. Furthermore, when d = 1,
we find the classical formalism [1,43—45].

Example 1. In this example, we consider the simplest case of Proposition 1, that is, ¢ = 0 andn = 1

so that we get
Of, :=dim} and A, :=dimy,

where dim, and di_mz generalize the lower and upper box-dimension dim, and dimg, respectively [32,
46]. Take ¢ as in Proposition 1 and assume that

3.1

_h’l’yll’l S(p( 1 )S(p( l)s_ln’}/zl’l

a 2n? n? a

where a > 0 and y,,y, > 0. We define, for n > 1, the set A, = {0} U{1/k, k < n}and
K= Ja,={o} [ {t/n neny

This set has been previously studied in the context of box-counting dimensions [8, 32]. We will now
prove that the generalized lower box dimension @gw(K) =a. Forn > 2 and # <r < niz, note that

qu,rk(An) >n+1
and then, for t = a, we obtain using (3.1)
7}(?%(1()6[%’") > ﬁ,k(An)etw(r") > (n+ 1)e” In(yin).
1t follows that L (K) > 1/y\ > 0. Thereby,
0}, (K) = O} (A,) = a.

In the other hand, we have S;,(A,) = n + 1 and then

S, (A < (n+ 1)e” 0",
It follows that Cg’ ¢(K) = 1/y, < oo. Thereby, Ag,w(An) < a and then

AL (K) = sup AL (A) < a.

Finally, one has
0F,(K) = A (K) = a.
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Now, we introduce the mutual multifractal generalization of the L?-dimensions, also called the
Renyi dimensions, based on integral representations. Let A be a compact subset of X and n be a
compactly supported Borel measure. For all g > 0, we denote

I(r) = fK exp [ — gr(x, )] dn(x),

where K := A N spt(n) # 0.

Proposition 2. Let A be a compact subset of X and ¢ : R, — R satisfies (2.1). For all g > 0, one
has

log I(r)

. . logIi(n . '
Q,,A) = llrrrl) 10nf ) and N, (A) = llrfl _)soup e

Proof. Let (B(xi, r))_ be a packing of A N spt(n7). One has

Z o~ ITr) n(B(x;, 1)) Z o~ qTxi) f dn(x)

i i B(xi,r)

f e 1" (xi,2r) dn( x)
U;B(x;,2r)

f e ITi2r) dn(x).
K

Thus ‘T;(r) > Ig(Zr). On the other hand, for every r > 0, we can apply Besicovitch’s covering
theorem [47,48] to (B(x,-, 2r))_ to get 6 finite or countable sub-families {B(x;;,2r)} e {B(xg), 2r)} It
such that {B(x;;, 2r)}; is a packing of A N spt(r7) and

IA

IA

It holds that
0
e_qT(Xi»r) dn(x) < f e_qT(XiJ') dn(x)
fx ; Zjl B(x;.2r)
0
< D0 e (B, 2r),
=1
which implies that 7’;1 (r) > Ig(Zr). m]

Remark 4. Let v and 1 be two probability measures on RY. Setting ¢(r) = logr and t(x,r) =
—log v(B(x, r)), we obtain for g > 0

. 1
A, (q) = limsup Toar log f v(B(x, r)? dn(x).
K

r—0
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It is closely related to the Renyi dimension in its integral version (see [14]) and if 1 is a Gibbs measure
for the measure v, then there exists a measure n on spt(n) and constants C > 0 and t, € R such that for
every x € spt(n) and every 0 <r < A

C 'v(B(x, r)1(2r)s < n(B(x, r)) < Cv(B(x, r))?(2r)".

N, represents the C, function of Olsen’s multifractal formalism [49]. This quantity appears as a
generalization of the upper g-spectral dimension defined in [50]. For g > 0,

D,(v) = limsup
r—0 qlogr

log f v(B(x, r))? dv(x).
K
In particular, in the case v = n, one has

N (@) = gDy(»v).

Proposition 3. For A C X and q € R, we have
b{,(4) = sup inf { sup @, (4) | F ¢ LiJA,- and 4; ¢ %}
and
BY,(4) = inf {sup AL (4) | Ac| Jai and 4 cx)

Proof. Suppose

FcA

[ :=sup inf{sup ®§,¢(Ai) | FC UA,- and A; C X}

Assume that I" < b:cl,¢(A) and taket € (T, bg’w(A)). Then, for all F C A, there exists (A;); of the bounded
subset of F such that

F C UAi and sup ®g,¢(Ai) <t.

Therefore, Lg:;(Ai) = 0, which implies that ﬁz:;(F ) = 0. This gives that Hg:;(F ) = 0. This is a
contradiction. Now assume that bg@(A) < I'. Then, for all ¢ € (bg QD(A) , T'), we have Hgfp(A) = 0.

It follows from this that ﬁg:;(F ) = 0 for all subsets FF € A. Consequently, there exists a family of
bounded subsets (A;); of F such that for every n > 0,

F C UA,- and sup L;IM(Ai) < 0.
Then sup ®§’¢(Al-) < tforanyiand I <t This is a contradiction.
O
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3.2. Estimation of the H-S dimensions

In this section, we establish upper and lower bounds for the H-S dimensions of a Borel set A € X
with respect to a measure 7 € M(X). These results generalize classical dimension estimates, such as
those of Billingsley [51] and Tricot [23], and provide a framework for analyzing the fine-scale structure
of sets and measures in a wide range of settings. It will prove convenient to use the following notations:
If n € M(X), one considers the outer measure 7% on X associated with 1 by

— — _ —0
T(A) =T, 7'@A)=L) A, n(A) =H, (A, and 7*A)=H) (A), (3.2)
and the essential supremum of a function ¥ is given by

esssup y(x) = inf{t € R;p*(A N {y > 1}) = 0}.

xeAt

Theorem 1. Let A C X be a Borel set. Let n € M(X) and ¢ : R, — R satisfies (2.1).
(1) Assume that By, ,(A) < 0, and then

logn(B — log n(B
dim, (A) < suplim inf logn®Ler) - 4 dim,, (A) < sup lim sup log n(B(x, r))
xea 0 QO(V) x€A  r—0 go(r)

(2) Assume that nﬁ(A) > 0 and then

B e log (B
dim (A) > esssup lim inf log n(B(x. 1)) and dim, (A) > esssup lim sup log n(B(x, )
xea 10 (1) en 0 o(r)

B
PVOOf (1) For x € A, we take s > SUP, 4 hmlnfM

@(r)
dlmw(A) < 0, we have PW(A) = (. Therefore, we can choose a partition A; of the set A such that

ZCE/Z(A)<1 and ZCE (A) =

and € > 0. Under our hypothesis

Leti € N and choose FF C A;. ForO < dand x € F, wecanﬁndﬁx>2and— < r, < 6 such that

N(B(x, ) = .

Let {B(x;, )}, cover F, where F denotes the closure of F. So, we can choose a finite subset
I € N such that the family {B(x;, r\,)},; is a centered y-covering of F. Take 8 = mz}x B, and then
1€

from (2.1) and for all i € I, one has
n(B(x,8)) = n(B(x, ry,)) > e

Since {B(x;,0)},, is a centered covering of F, using Besicovitch’s covering theorem, we can
construct 6 finite or countable sub-families {B(x;;, 6)} oo {B(xs},0)} j» such that {B(x;,6)} jis
a packing of F:

0
FC U U B(x;,0) and n(B(x;,0)) > B,

i=1
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Then, one has

IA

T (A) 5+ 0IP) < Z o(5+090/P)
ij

> n(Bxij, 6))e®
ij

IA

0 S,5(A) ™.

This clearly implies that L3*(A;) < 6 C5(A;) = 0 and then H,, (A;) = 0. It follows that dim (A;) <
s + ¢, forall £ > 0. Finally, we get dim (A) < s.

1 B(x,
Now, we will prove the second assertion. Let s > sup ., limsup logn(B(x. r)) and € > 0. Under

r—0 QD(F )

our hypothesis EW(A) < 0, we have P;’w(A) = 0. Therefore, we can choose a partition A; of the

set A such that
2.Cia) <1 and  } Cj(A)=0.

1

For all x € A, we can choose § > 0 such that, for all 0 < r < &, we have (B(x, r)) > ¢*#". Consider
the set
A(k) = {x €A; VY6<1/k, nBx,r) > esso(r)}_

Fix k € Nand 0 < r < min(6, 1/k). Let {B(x;, r)}; be a centered packing of A; N A(k). Therefore,
we have

S5(Ai N A(K))e'* ¥ < Z n(B(x;;,0))e™? < S, 5(A)e™?,

ij

and then C:j'e(Ai NAk)) < G} ,(A) = 0. It follows that

PSP (AGK) < Z Co*(A: N AK) < Z Ce,(A) =0

and since A = | J, A(k), we obtain ﬁwm < 5.

log 7(B(x,
(2) Take s < esssup liminf log n(B(x, 1)

. Consider the set
x€A r—0 Qo(r)

log n(B
K=l|xea lim inf 128 7BCED) s).
r—0 @(r)

It is clear that #(K) > 0. For each x € A, we can find &, > 0 such that for each 0 < r < &y, one has
n(B(x,r)) < ¥,

Now, let (K;); be a countable partition of K. Consider the set

1
K, :={re k|6 <=, nBxr) <"}
p
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Fix p € N and E is a subset of K; . Then, if {B(x,-, r)}
0 < r < min(dy, 1/p), one has

Tor (E) < Y 1B(xi, 1) < &40 T, (E),

, is a centered covering of E with
i€{l,....Ts (E)}

from which it follows that LI (E) < L3(E) < Li(K;,) and ﬁg#,(lqp) < 27 H(K,). Since K; =
U,K;, for all i and n*(K) > 0, by making 6, — 0, we obtain

—0 _s —s
0 <ni(K;) < > > H(K) <27 Y H (K.
iop Jjop
Therefore, 0 < H}(K) < H;(E), which implies

log n(B
dim (A)>s  forall s < esssupliminf 2E1EE)
X€EA r—0 QD(V)

1 B(x,
Now, we will prove the second assertion. Let s < ess sup lim sup logn(B(x. r))

and set
XEA r—0 QD(V)

K:{xeA |1imi0nfw >s}.

@(r)

We have nﬁ(K) > 0, so there exists a subset E of K such that for all x € E and all £ > 0, we can
find a positive real number O < r, < & such that

n(B(x, ) < e,

Let {B(x;,7,)},.; e-cover E. So, we can choose a finite subset I € N such that the family
{B(x;, 1y,)},; is a centered e-covering of E. Take § = me}x ry,, and then for all i € I, one has that
IS

{B(x;,0)},; is a centered covering of F. Using Besicovitch’s covering theorem, we can construct 0
finite or countable sub-families {B(x1;,0)}, ..., {B(xy;, 0)},, such that {B(x;;, 6)}; is a packing of F,

0
Fc U U B(-xij’é)a and U(B(xij, 5)) < eS(p(é).

=1

Then one has 7;,5(E) < Y, ; n(B(x;, 6)) < 6 S5(A)e*®. This implies that

LYE) < 0CI(E)< 6CL(K) and H,(K) <27 C 0 C'(K).

Hence, if K = | J; K, then

0<r/(K) < Y H(K) < 27°C0 Y CLK).

Thus, P$(E) > 0. Finally, we get dim, (4) > s.
O
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Corollary 1. Let A € X be a Borel set. Let n be a finite Borel measure in X and ¢ : R, — R
satisfies (2.1). Assume that n(A) > 0 and

liminf 28BN o 108 1Be )
r—0 90(,/-) —0 QO(I")

for all x € A. Then dim_(A) = dim,(A).

3.3. Application: Binomial measure

In this section, we will consider a special case when 7 and n are two functions defined by using
binomial measures [52]. We will start with the definitions. Let n € N and define

Fo={l=1k/2",(k+1)/2"[0 < k < 2"},

the family of dyadic intervals of the nth generation contained in the interval [0,1). Moreover, if
€, ...,€ €{0,1}", we denote by I, ., the dyadic interval of the nth generation; that is,

. €; - €; 1
I, . = -, —+ .
Forl =1, and J =1

st obneps WE will denote their concatenation as IJ = I, Furthermore, for
any x € [0, 1), we denote by 7,,(x) the unique element of 7, to which x belongs, and |I,,(x)| = 27" is its
length. Let O < p < 1 and let 7 be a binomial measure on [0, 1) with parameter p, defined by

n(lﬂ...en_]l) =p n(lsl...en_l) and n(lﬂ...en_]O) = (1 - P) 77(151...5,,_1)- (33)

Hence the binomial measure is a probability measure which is defined via a recursive construction
([18,52,53]). This recursive definition implies that the sequence (¢,),»1 can be interpreted as a sequence
of independent binomial random variables with parameter p. Specifically, for each i > 1,

nte=1)=p and n{e=0)=1-p.

Using the independence of the random variables €, €, . . ., the measure 7 of a dyadic interval [, ., can
be defined by

Entp*

Nle..) = p"(1=p)"™
where s, = € + - - - €, counts the number of 1s in the sequence € ...¢,. In particular, when p = 1/2,
the measure 1 coincides with the Lebesgue measure on [0, 1). For x € [0, 1), we denote by I,(x) the
n-th-level set containing x. We introduce the sequence of random variables X,, defined by

n((x)) ) and X X+ X)) _log ()

X,(x) = —10g2(

N(Ly-1(x)) n n nlog?2
In this section, we take X = [0, 1) and
7(B) = —logn(B), ¥ B € B(X). (3.4)
Let ¢ be a function that satisfies (2.1) and define the lower and upper order of ¢, respectively, by
DY = lirrn_> ionf Sgng and D’ = lirfl _)S(}.lp ﬁgi

We will denote by D¥ the common value if the limit exists and it will be called the order of ¢.
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Lemma 1. Let A = spt(n) and & = (1,n7), where T is define by (3.4). Then, for all g € R, we have
1
G)g#,(q - 1) < d_ lng(pq + (1 — p)q)
2
for all ¢ satisfying D’ > d, > 0. Furthermore,

1
Neg(g—1) 2 4 log,(p? + (1 = p)?))

for all ¢ satisfying D¥ < d,, for some d, > 0.

Proof. First observe, for all n > 1, that

SEL@A) = THL(A) = nay,
IeF,

still with the convention 09 = (. In addition, using the binomial formula, we obtain Sg;n (A) =

7’;’,;”(A) = (p? + (1 — p)?)". Assume that D° > d, then for n big enough, we have ¢(2™") > log(27%).
Using Proposition 1, we get, for all g € R,

log SZ.,'(A)
©:0(q—-1) = liminf ————

r—0 —QD(V)
< liminf - log (p? + (1 - p)?)"
n—o0 ()0(2_'1)
1
< - log,(p? + (1 — p)?).
2

Similarly, assume that D < d; and then for n big enough, we have ¢(27™) < log(2™"¥). Using
Proposition 1, we get, for all g € R,

log T2, (A)

Ney(g—1) = limsu
e o =)
> limsup — log (p? + (1 — p)?9)"
e Q27
1
2 —logy(p? + (1 - p)*.
1
O
In the particular case where the function ¢ satisfies D¥ = d, we obtain
1
Ne(g—1)=0Og(g—1) = y log,(p? + (1 = p)9). (3.5)

(1) Let A, € [0, 1) be the set of sequences with a prescribed limiting frequency p of the digit 1. Using
the strong law of large numbers, we know that s, /n converges dn-almost surely (a.s.) to p. Hence,
n(A,) = 1. In addition, for all ¢ such that D¥ = d, we have

_Jogn(h(@) _ . dogn(Blur) _ o logn(l()
n—eo  n(d —€)log2 =~ r-0 o(r) n—co  n(d + €)log?2

(3.6)
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for all fixed € > 0. Note that

1 In n n
_logn(,(x)) _ _s—logzp— (1- S—)logz(l - P
nlog?2 n n

It follows, since s,/n — p dn a.s., that

- logn(1,(x))
lim = e = Plogp = (1= plogy(1 = p) = (p). (3.7)

Thus, from (3.6), we have

Mp) _ o logn(Blx.r) _ (p)

d—e r-0 ©(r) T d+e€

1 B h
Taking € — 0, we obtain dim,(x) := lim 0g (B, 1) = (p)
=0 @(r) d

one has B, ,(A,) < A\, ,(A,) < As(0) = 0. By Theorem 1, the H-S dimensions of the set A are
given by

. In addition, from (3.5) forg = 1,

— h
dim (A,) = dim,(A,) = % = ha(p).

(2) Now , we consider the set E(f) of point x € [0, 1]_such that dim,,(x) = g, for 8 € R. Using (3.6), we
get n(E(hy(p)) = 1 and then di_mSD(E(hd(p)) = dimy(E(h4(p)) = hy(p) by Theorem 1. In addition,
from (3.5), we have

1
Ney(g—1) = y log,(p? + (1 — p)9).

Now, we consider the case when 8 # h,(p). Let 17y be binomial measure with parameter 6 € (0, 1)
and then

- Tog(l,(x)

Sn Sy
= lim —=log, p — (1 - =)log,(1 -
o o2, (o) lim ——"log, p — (1 = —")log,(1 - p)

= h(,p):=-0log,p—(1-6)log,(1 —p) dny as.

Thus from (3.6), we have dim,(x) = @ dngy a.s.

n(ln (X))qe/\f,¢(q—l)¢(2w)
(P (1= py ™) (p + (1= p))™

P\ a=py \T
pr+=-py) \pr+d-p2) =

Thus, 7 is a binomial measure with parameter 6, where

1Mo(1n(x))

&

2

go P
pi+(1-p)y
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and then we obtain 8 = h,(6). Moreover, we have § = —/\'; ,(¢q — 1) which implies that
dimmy = —qgN¢ (g — 1) + Ney(qg — 1).
Using Theorem 1, we obtain that
dim(E(B)) = dim(E(B)) = =N ¢(q = 1) + Neylq = 1),
for all 8 = N\'; (g — 1), where negative dimension means that the set is empty.

(3) Consider a sequence (p,), of real numbers such that p, € (0, 1) for all » > 1. We define the measure
m in the following way:

m(le1...e,,_|1) = Pn m(le1...e,,_|) and m(Iel...e,,_lo) = (1 - pn) (Iel...e,,_1)-
Clearly, the random variables ¢, are independent and verify
m({En =1} = Pn and m({e, = 0}) =1- Pn-

Notice that the random variables X, are independent and bounded in L?. The strong law of large
numbers ensures that the sequence

S, X(x) ~EIS,X(0]

0 as.
n
dm almost every x € [0, 1). Hence,
| 1, . S.X ..
lim inf —M = liminf E( (x)> = liminf h(p,),
n—o00 n lOg 2 n—o0 n—o0

and log m(I S,X

limsup _%gn;x)) = lim sup E(2 n(x)) = lim sup h(p,),

dm almost every x € [0, 1). By Theorem 1, for A = spt(n7), we have

dim(A) = liminf A(p,) and dim(A) = lim sup i(p,).

n—oo

4. The multifractal formalism

As is known, the multifractal formalism aims at giving expressions of the dimension of the level
sets of local Holder exponents of functions in terms of the Legendre transform of some free “energy”
function. In this section, we apply the main result of Theorem 1 to study the multifractal formalism
of a function 7 with respect to {. This approach gives a more flexible and general way to study
local regularity than traditional methods based on Hausdorff or packing measures. This involves
characterizing the local variations in roughness by assessing the distribution of Holder singularities
at small scales. Specifically, this heterogeneity can be described through the lower and upper {-local
dimensions of T at a point x € X defined, respectively, as

N and @y p(x) = limsup o r).

={(r) o —L(r)

a_ (x) = liminf
e r—0
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We refer to the common value as the {-local dimension of 7 at the point x, and denote it by o (x). For
a,f3 > 0, we define the level sets

X @={xeX|a M2a] and X0 ={reX|T,x)<al

We will be interested in the set

Xep(@, ) = X (@) NXep(B)  and X y(@) = Xey(@, @).

In this paragraph, we will state our main results concerning the estimation of the lower and upper
H-S dimensions of the set X, () using the Legendre transform of the multifractal H-S functions,
where the Legendre transformf™ : R — [—oo, +00] of a real-valued function f is defined by f*(a) =
inf {ga + f(q), ¢ € R}. Let us define

b,

@ = sup ——— and 6:inf—ﬂ.
q>0 q q<0 q

Theorem 2 and Proposition 4 below extend a previous result given in [54].

Theorem 2. For any a € (@, @), we have
dim,(Xry(@) < Bi(@  and  dim (X, (@) < b ().

A negative dimension means that iw(a) is empty.

Given that the direct computation of the multifractal spectrum for a given function is typically
intractable, the following theorem provides a sufficient condition for obtaining a rigorous lower bound.

Theorem 3. Let g € R and { satisfy (2.1). Assume that HZ:;\T’w(q) (X) > 0. Then

-gN(@) +N(q) ifg=>0,
dim_ (X, o(A(). (@) >
—gN.(q)+N\(q) ifg<O.

In particular, if Ny is differentiable at g and « = =N\, (q), one has br,(q) = B y(q) = N y(q) and

di_m¢ Xep(@) = ﬁw (Xep(@) = /\j’,cp(a’)'

To establish the lower bound in multifractal analysis, let us begin by proving a key lemma that will

guide us through the process. This lemma offers fundamental insights into the support of the measure

n'.

Lemma 2. Let f(t) = B (A) and assume that f(0) = 0 and n*(spt(n)) > 0. Then one has

F((Xeol= £, = £100D) ) =0,
where f’, f represent the left and right derivatives of the function f, respectively.
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Proof. We start by proving that

qﬁ( {reX | limsup T(x’(rr)) > f_’(O)}) - 0.

r—0 -

Given 6 > —f’(0), there exist ¢’ and ¢ such that they satisfy 6 > ¢’ > —f’(0) and ¢(—¢) < ¢’t. It is clear
that P;”f’t(X) = 0. We can choose a countable partition X = [ J; E; such that
H

Y. CHME)<T  and  CM(E)=0.
J

Define the set

Ks=<xeX | lim sup ) >8p.
&—0 —()0(1")

If x € Ky, then for all y > 0, there exists 7 < y such that ™" < ¢%©_ Let F be a subset of K; and
set F; = F N E;. For & > 0, for all j, one can find a Besicovitch y-cover {B(x , jx)} of F; such that

e—‘f(xjk,rjk) < els‘P(rjk).

We have

Z oM T ) T T k) n(BCxj, rjx)
k

Z e TjTii)) 0@ (rjk) n(B(x ks ¥ jk)
k

SH(E) ) e,
k

T, (F)) < ) n(BCx )
k

IA

which, together with the Besicovitch property, implies 77,.(F;) < Cigfis(E ;). Therefore, n(F;) <

CgZ(E ;). This implies n”(F ) = 0, and hence nﬂ(K(;) = 0. In the same way, one proves that

.. T(x, 6)
nﬁ( {xeX | lngl_}glf o)

<-f.0})=0.

O

Proposition 4. Let f(t) = Bg,(t) and assume that f(0) = 0 and that n*(spt(n)) > 0. Then for all
x € X, (f2(0), £7(0)), one has

log n(B(x, 1))

dim, (X, (f/(0), £1(0) > inf lim inf == "5

and

di_m‘p( Xeo(f2(0), f1 (O))) > iI;f 1i1’f1_)s(}lp lognf’f# )
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Proof. This follows immediately from Theorem 1 and Proposition 2. O

Now, we are able to give the proof of Theorems 2 and 3. For g € E and 7 € R, we take
n(B(x, 7)) = exp | = q7(x, 1) + Neyl@) (1),
By a simple calculation, we get A ,() = A (g + 1) — A o(g) and if x € iw(a), we have

1 B(x, ) )
lim sup logn(Btx. r)) =limsup —g¢ )

r—0 QD(}") r—0 ()D(}")

+ Neo(q) < qa + N y(q).

So, by Theorem 1 (1), one gets
dim, (X () < dim,(X.4(@)) < gar + Bry(g).

We now turn to the proof of the lower bound. If, moreover, we suppose that HZ,’:,\ (@ (X) > 0, then from
the construction of the measure 77*, we have 7*(spt(17)) > 0. By taking Lemma 2 into consideration, we
get

(Xeo = 1)) > 0.

Then, it follows from Theorem 1 (2) that

dim (X, (@) 2 ga + A y(q).

Example 2. In this example, we will study the validity of our multifractal formalism for quasi-Bernoulli
measures. The notations are the same as in Application 3.3. Let yu and v be two probability measures
on [0, 1) such that u is a quasi-Bernoulli measure. We say that the probability measure u is a quasi-
Bernoulli measure on [0, 1), satisfying

¥(n,p) €N’ VI € F,,¥J € F), éﬂ(l),u(f) S uJ) < Cu(Hu(J), 4.1)

where C is a positive constant independent of n, p, I, and J and we write u(1J) ~ u(Hu(J). Now, we
consider the functions T and ¢ as

7(x,r) = —logu(B(x, r))

@(r) = log(I1)),

where 27! < r < 27" and we consider the set

XT,‘P(a,) - {x € [0’ 1) | nl—1>rPOO lOg |In(x)| - a,}

and the following function N\, defined as follows Vq € R,

1
Aeo(q) = 1i 1 ].
o(q) im sup nlog2 0g [lezﬂu( ) ]
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Choose, as an application of our results, n = u(B(x, r))427""9_ From Proposition 1, it is easy to
compute

1
A¢o(x) ~ limsup - log, (2‘""7#@ Z u(l)”q). (4.2)

n—oo N Ie7,
Then Ney(x) = Noy(x + q) — Noy(q). 1t is clear that N ,(0) = 0, and when N\;, is differentiable at the
point q, we have /\é’w(O) = /\’w(q). We have

log n(1,(x) _ . logpu(l,()

 Avy(q).
n—eo log|l,(x)| 105 log |1,,(x)| o

4:Nep(q)
TP

Take @ = =\ ,(q) and since H;, (Xep(@)) > 0, then it results from Theorem I that

dim (X (@) = dim (Xr4(@)) = A (@).

The main idea in Example 2 is to consider the function 7 (not a measure). However, one still needs

to prove that
»A‘rga
HE D (X, (@) > 0. (4.3)

The set X, (@) has already been studied by several authors. In particular, it follows from [55,56] that
for every g € R, there exists a probability measure v, and a constant C, > 0 such that

1
Yz 1, VEeF, o pUD < v < CouD=o. (4.4)
q

Moreover, this measure is supported on the set X, (@), which implies (4.3). In addition, one has

log v,(1,(x))
= T A (a).
noee log |1,(x)] (@)

The conclusion then follows by applying the mass distribution principle. This corresponds to our case
when we take n = v,,.

Remark 5. The function N\¢,(x) given in (4.2) is closely related to the large deviation principle, which
can be used to determine the dimension of the measure n*. Indeed, take n = v, as defined in (4.4), and
define, for g € R and n > 1, the sequence of probability measures v, , by

Vau(B) = vy({x €10, 1) : Llogv,(1,(x)) € B}). (4.5)

We also introduce the associated logarithmic moment generating function:
1 \)
L,(q,s) = —log vo(I(x))" dvy(x), s € R.
n [0,1)

One can easily check that

L,(s) := limsupL,(q,s)

n—oo
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1
li | 2—n(1+S)/\w(q) I q(1+s)
im sup — ogz( E u(l)

n—oo
IeF,

= /\W(Q(l + S)) - (1 + S)/\W(CI)-
For € > 0, consider the deviation set
Age = {a eR: |a + L:](O)| > e}.

By the large deviation principle, one obtains

. 1 *
lim sup - logvyn(Age) < sup Li(a).

n—oo Q€A e

Moreover, we have
Ly0) = ~Ny (- Noy(@),  Ly(L(0) = 0 = max L,

Since L, is differentiable at 0, it follows that Lj;(a/) < LZ‘](L;(O)) forall o # L;(O). Indeed, suppose that
L,(a) = 0. By the definition of the Legendre transform and the fact that L,(0) = 0, we have

Vs e R, L,(s) > Ly(0) + sa.
But since L, is convex and differentiable at 0, this forces a = L/(0). Hence,

Yge := sup Ly(a) <O0.

€A e
Consequently, for n sufficiently large,
Vq({x €[0,1): %log vy(I(x)) € Aq,s}) < Ml

By the Borel-Cantelli lemma, it follows that

’11 log v,(I,(x)) € BIN'(=N'(g9)),€) for all n large enough.
Letting € — 0 along a countable sequence yields the desired conclusion.
5. Density results and equivalence of 7 on Moran sets

In this section, we consider 7 as a premeasure on £(X) and ¢ : R, — R satisfies (2.1). For g, € R,
we write

WYL (x, 1) = exp [qr(x D] n(B(x, r)e . 5.1)

First, we will reformulate a density theorem (Lemma 3) related to the upper and lower multifractal H-S
measures, respectively, PZ:; and Hg:;, which will be applied to study the equivalence of multifractal H-S

measures on Moran fractal sets. We define the upper and lower densities of ‘I’g’; at x € X by

dy (1) =limsup ¥ (x,r)  and  d%'(x) = lim inf WY, (x, ). (5.2)

r—0
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Lemma 3. Let 1 be a premeasure on P(X), g,t € R, and ‘Pg:; be the function defined in (5.1). Assume
that ‘I’Z; is blanketed and P?jt (E) < oo, and then for all Borel subsets E of X, we have

P
HEE) inf di(x) < 1 (B) < HEL(E) sup dyy (x) (5.3)
’ e ' xeE
. —q,t
PL(E)inf di(x) < () < PL(E) supdy (v, (5.4)

where 1*(E) = ‘H) ,(E) as defined in (3.2).

The inequalities (5.3) and (5.4) follow directly from the multifractal density theorems previously
established for the generalized Hausdorff measure sz; and packing measure PZ,’; [17]. These results
are natural extensions of classical density theorems originally proven for scalar measures with respect
to standard Hausdorff and packing measures (see [10,25,27]) (we refer also the reader to [25,57] for
a different version of this result). Now, recall the construction of the Moran set defined in Section 2.2.
The following result follows from standard arguments and can be found in various forms such as [1,4,
6,26].

Lemma 4. We take a Moran set E C I and a premeasure n with spt(n) C E. Suppose that E satisfies
condition (SSC). Then, there exist positive constants y; for 1 < i <4, which depend on 6, q,t, such that
the following inequalities hold for any h(i) € E,

P ERYEL0) < TRV (). ) < 72 VG (1,0D), (55)
Y3 B WEL (D) < BmWEL (h(D), r) <y, imYEL(1,(0). (5.6)

The next result extends a previous result given in [54].

Theorem 4. Suppose E C I is a Moran set that satisfies the (SSC) condition. Let n be a premeasure on
P(X), with the support contained within E. Assume that

0< lim ‘P?Z(In(i)) < 00, forany i € D. (5.7)
n—+oo
Then, I]#LA ~ 7‘{;1 :;ZLA ~ szg LA.
Proof. Assume the Eq (5.7) holds and set
Q,={iex | HmPL(hi),r)<n} /X,
Let B C E such that (B) = 0. Then, there exists a sequence of open sets {G}x, such that B C Gy and

1
7"(Gy) < o for all k. Denote 77/(.) = nka. Using Lemma 3, we deduce, for k,n € N and x € B, that

P4 (BNA,)) < nf(B) sup {lim¥*(x,r)
ol ) g xeBnhI()Q,,){’_’O 4 }
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_— n
< *(Gy su ImP? (x, 1)} < —.
Tk xeBr\hl(DQ,l) {’_’0 e } k
Let k — +o0 to get PZ,(B N h(Q,)) = 0, for any n € N. It follows that
PLL(B) < c Y PL(BN Q) = 0.
n>1
On the other hand, assume that Pﬁj;(B) = 0, and consider the set
Q =lieD | lim¥*(h( !
=lien 1 Tvzmo.n> 1)
Using Lemma 3 again, one obtains
— St ’ # ’ . T\
0= Pz,¢(B N h(Qn)) 2 7 (B N h(Qn)) xeBlr?hjEQ,/l) {lrl—l}(}\yf,ga(xa r)}
7 (BN W)
> " .

It follows, for all n € N, that 7*(B N h(€¥)) = 0. Since n*(h( U,z1 ©})) = 0, we get 7*(B) = 0, as
required. o

Remark 6. One can describe the strong regularity of a subset of R¢ with respect to our function similar
to Tricot’s work [27], which was further generalized in [1, 6, 26].

Example 3. In this example, we consider X = [0, 1] and and study a special case in which the condition

.....
Citizgenin = Cniin-

We define the pressure function nt and the function n defined, respectively, by

. 1 & .
n(t) = nl_l)l}loo m,(t) where m,(t) = p log( Z 1_[ Cj,i,] , (5.8)
(il,iZ ----- in)EDn j:l
and

n C;’i-
niiz. i = | | 7. (5.9)

j=1 7J
where Z! = Zj c;’jfor any (i, i, ..., I,) € X, n € N. It is not difficult to see that n is strictly decreasing

and continuous. Moreover, we have
L -1
ni..in) = ILonl([ | 2)
j=1

Since, for all n, we have
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and then i1i )
nity... 1, T t— IOgHJ 12 = 1 t— —nm, (1)
Jim ey = Jm L eof (e ) = im0 (e )
Now, we define ¢(r) = logr and 1(x,r)) = —log v(B(x, r)), where the measure v is defined on cylinder

-1
1, for o € Dy, by v(l,) = (H] | nj) , and we define the function 8 by

njaﬁ@>:1. (5.10)

k
Jikj
=1

J

Hence, for o € X}, we have

EoNe &
v(ly)! = [l_[ ) = l_[ _’(l_‘j) = |]G|ﬂ(q).

Jj=

Therefore, for all w € D, we have nl_i)fjloo‘l’g:;(x, r) = Um p(1 )1, |"FD* Suppose that t + B(q) := —«a is

n—+oo

Z [iir..i,) ™ = 1.

(1,02515in)EZn

the unique number such that

It is clear that n(—a) = 0, and then

lim @' (5, r) = +00 if y+Blg)+a >0

n—+oo .f ©

and
Jm 9l () =0 if  y+B(g)+a <0,
We assume that

L
0< nlj)fflm‘l’g¢(x, r) < oo

and then from Corollary 1, we have
I]#LE ~ ﬂg’QLE ~ PZ"ILE

Example 4. Let A = {a, b} be a two-letter alphabet, and A* be the free monoid generated by A. Let
F be the homomorphism on A*, defined by F(a) = ab and F(b) = a. It is easy to see that F"(a) =
F""Y(a)F"%(a). We denote by |F"(a)| the length of the word F"(a), thus

F"(a) = 8182 S|Fa))» Si € A.
Therefore, as n — +oo, we get the infinite sequence

w= lim F'(a) = s15283--8,--- € {a,b}"

n—+oo

which is called the Fibonacci sequence. For any n > 1, write w, = w|, = s15; - 5,. We denote by
|w,|, the number of the occurrence of the letter a in w,, and |w,|, the number of the occurrence of b.

 w
Then |w,|, + |w,|, = n. It follows that lim @l
n—o+0 N

= v, where y* +y = 1.
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LetO<r, < %, O0<r< %, 1y, 1y € R. In the Moran construction above, let

2, ifsi=a,
TN 3, ifsc=b,

T, if s, =a .
cro=cr=4 @ .fk , 1<j<m.
J —_

Tp, l‘fSk—b

Then we construct the homogeneous Moran set relating to the Fibonacci sequence and denote it by
E = E(w) = (I,{n},{ck}). By the construction of E, we have

| = el Yo e 3y,

and define a measure n supported by E such that for any k > 1 and o € Xy,

L, |
n(ly) = i, forall a eR.
Dl
oeDy
Leta = %, where y* +y = 1. It is clear that there exists a positive constant c such that
. (04 I}’l . —
lim M =c lim |[I,w)|"* forall seR.
TR
Now for |l;| = r, we consider the functions t(x,r)) = —logr and ¢(r) = logr. Then

0 ift+s+g<0,

n—+oo = £, n—+oco

im W (x, r) = UM p(1,)|L|"* = ,
o ift+s+q>0.
In particular, for g = 0, assume that
0 < Hm Wi (x,r) < 0o

and then from Corollary 1, we have
U#LE ~ 7‘(:7|_E ~ P;LE

6. Conclusions

In this work, we introduced a general multifractal framework based on the Hewitt—Stromberg
measures and their vector-valued extensions. The proposed approach unifies and extends classical
Hausdorff and packing formalisms, providing new tools for studying the local regularity of measures
and functions. Applications to binomial and Moran sets confirmed the consistency of the model and
the validity of the associated multifractal formalism through Legendre transforms.
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