Research article

Existence of solution for fractional differential equations involving symmetric fuzzy numbers

Muhammad Sarwar\textsuperscript{1,2,*}, Noor Jamal\textsuperscript{1}, Kamaleldin Abodayeh\textsuperscript{2}, Manel Hleili\textsuperscript{3}, Thanin Sitthiwirattham\textsuperscript{4,6} and Chanon Promsakon\textsuperscript{5,6,*}

\textsuperscript{1} Department of Mathematics, University of Malakand, Dir Lower, Pakistan, sarwarswati@gmail.com, noorjamalmphil791@gmail.com
\textsuperscript{2} Department of Mathematics and Sciences, Prince Sultan University, Riyadh, 11586, Saudi Arabia, kamal@psu.edu.sa
\textsuperscript{3} Department of Mathematics, Faculty of Science, University of Tabuk, P.O. Box 741, Tabuk, 71491, Saudi Arabia, mhlleili@ut.edu.sa
\textsuperscript{4} Mathematics Department, Faculty of Science and Technology, Suan Dusit University, Bangkok, 10300, Thailand, thanin\_sit@dusit.ac.th
\textsuperscript{5} Department of Mathematics, Faculty of Applied Science, King Mongkut’s University of Technology North Bangkok, Bangkok, 10800, Thailand, chanon.p@sci.kmutnb.ac.th
\textsuperscript{6} Research Group for Fractional Calculus Theory and Applications, Science and Technology Research Institute, King Mongkut’s University of Technology North Bangkok, Bangkok, 10800, Thailand

\textsuperscript{*} Correspondence: Email: sarwar@uom.edu.pk, chanon.p@sci.kmutnb.ac.th.

Abstract: Linear correlated fractional fuzzy differential equations (LCFFDEs) are one of the best tools for dealing with physical problems with uncertainty. The LCFFDEs mostly do not have unique solutions, especially if the basic fuzzy number is symmetric. The LCFFDEs of symmetric basic fuzzy numbers extend to the new system by extension and produce many solutions. The existing literature does not have any criteria to ensure the existence of unique solutions to LCFFDEs. In this study, we will explore the main causes of the extension and the unavailability of unique solutions. Next, we will discuss the existence and uniqueness conditions of LCFFDEs by using the concept of metric fixed point theory. For the useability of established results, we will also provide numerical examples and discuss their unique solutions. To show the authenticity of the solutions, we will also provide 2D and 3D plots of the solutions.
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1. Introduction

Zadeh [1] introduced the concept of fuzzy numbers (F-numbers) and fuzzy operations. The fuzzy set theory is a robust mathematical framework for addressing uncertainty in practical situations. The physical models, network problems [2, 3], etc. are facing uncertainty. The uncertainty is dealt with easily in the fuzzy models. The fuzzy concept is important to optimize various problems, such as robot routing and energy consumption problems [4]. In the decision-making models for the operating system and human-computer interaction [5], data envelopment analysis in the banking industry [6], medical resources allocation [7], etc., fuzzy concepts have significant importance.

The operations of F-numbers do not indicate any interaction due to the random variables used in the arithmetic operations. Therefore, Carlsson et al. [8] introduced interactive F-numbers, whose interactivities were based on some joint distribution functions. To avoid the need for joint distribution functions, Barros and Pedro [9] introduced linear correlated fuzzy numbers (LCF-numbers). Esmi et al. [10] defined an operator from 2D Euclidean space to space of LCF-numbers $R_{F(A)}$. The spaces of LCF-numbers $R_{F(A)}$ are based on fuzzy numbers $A$, known as basic fuzzy numbers (BF-numbers). If the BF-number is non-symmetric, then the space of LCF-numbers is linear and given by $R_{F(A)}^n$. Therefore, the operator from 2D Euclidean space to space of LCF-numbers $R_{F(A)}^n$ is a bijection. The addition and scalar multiplication in $R_{F(A)}^n$ are defined by the linear isomorphism. While fuzzy difference $\Theta_{A}$ is defined by addition and scalar multiplication. But if the BF-number is symmetric, then the space of LCF-numbers is not linear and is given by $R_{F(A)}^s$. The operator from 2D Euclidean space to the space of LCF-numbers $R_{F(A)}^s$ is not a bijection. Therefore, the fuzzy operations in space $R_{F(A)}^s$ are not possible by the process performed for space $R_{F(A)}^n$. Shen’s [11] defined equivalence relations and conical representation to address this complicity in the space $R_{F(A)}^s$ by defining a bijection operator from the set of equivalence classes associated with the equivalence relation in $R^2$ to the space $R_{F(A)}$. Therefore, the fuzzy operations were defined by the linear isomorphism and developed calculus for both non-symmetric and symmetric fuzzy numbers. But $C \Theta_{A} C \neq 0$ if $C \in R_{F} \setminus R$ is symmetric also the space $R_{F(A)}^s$ is not liner. To avoid these difficulties, Shen’s [12] introduced LC-difference and LC-differentiability, which always exist in both spaces $R_{F(A)}^n$ and $R_{F(A)}^s$. LC-differentiability is equivalent to Fréchet differentiability [10] and differentiability of [11] in the spaces $R_{F(A)}^n$. Also in the spaces, $R_{F(A)}^s$ LC-differentiability and gH-differentiability [13] are equivalent. The linear correlated fuzzy differential equations (LCFDEs) with LC-differentiability were discussed by [14]. These LCFDEs mostly have many solutions due to the extension process and sometimes do not have solutions. Therefore, Jamal et al. [15] discussed the existence and uniqueness conditions for unique solutions of LCFDEs. In their paper [16], the authors discussed the existence for unique solutions of LCFDEs in conical form and their practical applications.

Fractional calculus is the globalization of classical calculus. The fractional models have significant use in dealing with real-life problem; therefore, existence [17], stability [18, 19] and control [20, 21] are discussed by the authors of these papers and many others. The fuzzy fractional differential equations have also wide application in the population dynamic [22], evaluating weapon systems [23], electro-
hydraulic servo systems [24], security control in response to cyber attacks [25] and other scientific area (see [26, 27]) etc. The linear correlated fuzzy fractional differential equations (LCFFDEs) with Caputo’s fractional LC-differentiability are discussed in [28]. They discussed the stability of LCFFDEs by considering unique solutions to LCFFDEs. The LCFFDEs mostly do not have unique solutions due to the extension process and produce many continuous and differentiable solutions. The existing literature does not have any criteria to ensure the existence of unique solutions for LCFFDEs.

Motivated by the above deficiency in the existing literature, in this paper, we will discuss the existence and uniqueness conditions for solutions to LCFFDEs. LCFFDEs mostly have many solutions due to the extension process. The main case of the extension of a system into a new system is the form of LCFFDEs discussed in [28]. Therefore, we will discuss the following LCFFDEs to avoid the extension of systems.

\[
\begin{cases}
\frac{C^\theta}{LC}D^\theta_a \vartheta(\zeta) = \zeta(\vartheta(\zeta)), \quad \zeta \in I, \\
\vartheta(a) = \vartheta_0, \quad \vartheta_0 \in R_{\mathbb{F}(A)},
\end{cases}
\]

where, \( \zeta : I \times R_{\mathbb{F}(A)} \to R_{\mathbb{F}(A)} \) is a LCF-numbers valued function. At the points at which the extension condition holds, the LCFFDEs of [28] will extend and produce many solutions, but Eq (1.1) does not extend at these points therefore, we preferred to discuss Eq (1.1). For the authenticity of established results, we will provide numerical examples. To show the validity of our findings, we will compare the solutions of numerical examples with the results of [28].

2. Preliminaries

Throughout this manuscript, \( R_{\mathbb{F}}, R_{\mathbb{F}(A)} \) and \( R \) denote the space of F-numbers, LCF-numbers and real numbers, respectively.

Definition 2.1. [29] The mapping \( D : R \to [0, 1] \) is a fuzzy number if \( D \) following conditions:

(i) \( D \) exhibits upper semi-continuity;
(ii) For all \( a, b \in R \) and \( \mu \in [0, 1] \), \( D(\mu a + (1 - \mu)b) \geq \min D(a), D(b) \);
(iii) \( D \) is normal, implying there exists \( c \in R \) such that \( k(c) = 1 \);
(iv) The closure of \( \{a \in R \mid D(a) > 0\} \) is compact.

The space \( R_{\mathbb{F}} \) contains all fuzzy numbers.

Definition 2.2. [30] The set \( \{a \in R \mid D(a) \geq \alpha\} \) with \( \alpha \in [0, 1] \) is called \( \alpha \)-level set of F-number \( D \in R_{\mathbb{F}} \).

Where the \( \alpha \)-level set has lower and upper bounds \( D(a) \) and \( \overline{D}(a) \), respectively.

The \( \alpha \)-level sets of triangular F-numbers \( D = (x; y; \vartheta) \) and trapezoidal \( E = (p; x; y; \vartheta) \) where \( p \leq x \leq y \leq \vartheta \) are given by

\[
[D]_\alpha = [x + (y - x)\alpha, \vartheta - (\vartheta - y)\alpha], \quad [E]_\alpha = [p + (x - p)\alpha, \vartheta - (\vartheta - y)\alpha].
\]

The diameter of a fuzzy number \( D \) is the length of the support set \( \{a \in R \mid D(a) \geq 0\} \).

Definition 2.3. [10] If for unique \( a_0 \in R \), \( D(a + a_0) = D(a_0 - a) \) for all \( a \in R \), then \( D \) is a symmetric F-number with respect to \( a_0 \); otherwise, \( D \) is non-symmetric.
Let $\Psi_A : R^2 \rightarrow R_{F(A)}$ be an operator such that for all $(g, h) \in R^2$, there exists $D \in R_{F(A)}$ where $D = \Psi_A(g, h)$. Then, $R_{F(A)} = \{ \Psi_A(g, h) \mid (g, h) \in R^2 \}$ is the space of LCF-numbers of BF-number $A$. If BF-number $A$ is non-symmetric, then the space of LCF-numbers is denoted by $R^n_{F(A)}$, while if BF-number $A$ is symmetric, then the space of LCF-numbers is denoted by $R^s_{F(A)}$. Let for $(g, h) \in R^2$ there exist $D = \Psi_A(g, h) = gA + h$ then $D$ is called LCF-number. Moreover, if $\alpha \in R_F \backslash R$ is symmetric, then the space of LCF-numbers is denoted by $R_{\alpha}$.

**Definition 2.4.** [11] The equivalence relation $\equiv_A$ of any $(g, h), (j, k) \in R^2$ is defined by $(g, h)\equiv_A(j, k)$ if and only if $(g, h) = (j, k)$ or $(g, h) = (-j, 2jt + k)$.

The set of equivalence classes associated with an equivalence relation $\equiv_A$ is a quotient in $R^2$, defined by $R^2/\equiv_A = \{(g, h)_{\equiv_A} \mid (g, h) \in R^2 \}$ where, $\{(g, h)_{\equiv_A} = \{(g, h), (-g, 2gt + h)\}$ is equivalence class. The fuzzy operations $\oplus_A$ and $\odot_A$ in $R^2/\equiv_A$ are defined as $[(g, h)]_{\equiv_A} \oplus_A [(j, k)]_{\equiv_A} = [(g + j, h + k)]_{\equiv_A}$ and $\beta \odot_A [(g, h)]_{\equiv_A} = \{[(\beta g, \beta h)]_{\equiv_A} : \beta \geq 0,\}$

Moreover, if $A \in R_F \backslash R$ is symmetric, then the operator $\Psi_A$ is defined as $\Psi_A((g, h))_{\equiv_A} = \overline{g}A + \overline{h}$ is canonical form where $\overline{g} = g$ or $\overline{g} = -g$ and $\overline{h} = h$ or $\overline{h} = 2gt + h$. Now the operator $\Psi_A$ is a bijection from $R^2/\equiv_A$ to $R_{F(A)}$. The difference $\triangle_A$ is defined from the operation of $\oplus_A$ and $\odot_A$ in $R^2/\equiv_A$ as $D_1 \triangle_A D_2 = D_1 \oplus_A (-1) \odot_A D_2$. From Proposition 3.5 in [11], $C \odot_A C \neq 0$, if $\in R_F \backslash R$ is symmetric. To remove this drawback, linear correlated fuzzy difference (LC-difference) is introduced in the literature.

**Definition 2.5.** [12] Let $D_1, D_2 \in R^n_{F(A)}$ then LC-difference is defined as

$$D_1 \triangle_A D_2 = \Psi_A(g, h) \triangle_A \Psi_A(j, k) = \Psi_A(g - j, h - k) = (g - j)A + h - k.$$  

Moreover, if $D_1, D_2 \in R^s_{F(A)}$ where BF-number $A$ has point of symmetry $t$, then LC-difference is defined as

$$D_1 \triangle_A D_2 = \Psi_A((g, h))_{\equiv_A} \triangle_A \Psi_A((j, k))_{\equiv_A} = \Psi_A((g, h))_{\equiv_A} \triangle_A [(j, k)]_{\equiv_A},$$

Moreover, the metric $d_{\Psi_A}$ with LC-difference in the space $R^n_{F(A)}$ is defined as

$$d_{\Psi_A}(D, E) = ||D \triangle_A E||_{\Psi_A^2},$$

While, the norm $||.||_{\Psi_A}$ is defined as $||D||_{\Psi_A} = ||\Psi_A^{-1}(D)||_\infty$, with $D \in R^n_{F(A)}$. Furthermore, the metric $d_{\Psi_A}$ with LC-difference in the space $R^s_{F(A)}$ is defined as

$$d_{\Psi_A}(D, E) = ||D \triangle_A E||_{\Psi_A} = $$

Where, norm $||.||_{\Psi_A}$ is defined as $||D||_{\Psi_A} = ||\Psi_A^{-1}(D)||_\infty = ||(g, h)||_\infty$, with $[(g, h)]_{\equiv_A} \in R^2/\equiv_A$.

$||[(g, h)]_{\equiv_A}||_\infty = \max(||[(g, h)]_{\equiv_A}, (-g, 2gt + h)||_\infty)$. 
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Lemma 2.6. [12] Let \( A \in R_F \) be non-symmetric and the continuous function \( f : I \rightarrow R_{F(A)} \) is defined by \( f(a) = g(a)A + h(a) \). If \( g(a) \) and \( h(a) \) are differentiable, then \( f \) is LC-differentiable, and \( f'(t) = g'(a)A + h'(a) \).

Lemma 2.7. [12] Let the function \( f : I \rightarrow R_{F(A)} \) be continuous, and its canonical form is given by

\[
f(a) = \Psi_A([((g, h)_{\equiv A}) = gA + h = \begin{cases}
gA + h, g \geq 0, \\
-gA + 2gt + h, g < 0,
\end{cases}
\]

where, \( A \in R_F \setminus R \) is symmetric with symmetric point \( t \) then \( f(a) \) is LC-differentiable if the following conditions holds:

\[
\tilde{g}'(a) = \tilde{g}'_+(a), \quad \tilde{h}'(a) = \tilde{h}'_+(a), \quad \text{or} \quad \tilde{g}'_-(a) = \tilde{g}'_+(a), \quad \tilde{h}'_-(a) = 2\tilde{g}'_+(a)t + \tilde{h}'_+(a),
\]

where, the right and left derivatives of \( \tilde{g}, \tilde{h} \) are denoted by \( \tilde{g}'_+, \tilde{h}'_+ \) and \( \tilde{g}'_-, \tilde{h}'_- \) respectively.

Definition 2.8. [28] The Caputo fractional linear correlated derivative of order \( \theta \in (0, 1] \) of \( \vartheta : I \rightarrow R_{F(A)} \), where \( \vartheta(A) = r(A)A + s(A) \) and \( r, s : I \rightarrow R \), is defined as

\[
C_{LC}D^\theta_{a+} \vartheta(A) = \Psi_A \left( C_{LC}D^\theta_{a+} r(A), C_{LC}D^\theta_{a+} s(A) \right),
\]

where for function \( y(A) \) we have

\[
C_{LC}D^\theta_{a+} y(A) = \frac{1}{\Gamma(n-\theta)} \int_a^y (y-\gamma)^{n-\theta-1} y^\theta d\gamma.
\]

Definition 2.9. [28] The Riemann-Liouville linear correlated fractional integral of order \( \theta \in (0, 1] \) of \( \vartheta : I \rightarrow R_{F(A)} \), defined by \( \vartheta(A) = r(A)A + s(A) \) where \( r, s : I \rightarrow R \),

\[
R_{LC}I^\theta_{a+} \vartheta(A) = \Psi_A \left( R_{LC}I^\theta_{a+} r(A), R_{LC}I^\theta_{a+} s(A) \right).
\]

where the fractional integral of the function say \( y(A) \) is defined as

\[
R_{LC}I_{a+}^\theta y(A) = \frac{1}{\Gamma(\theta)} \int_a^y (y-\gamma)^{\theta-1} y^\theta d\gamma,
\]

such that the antiderivative converges to some value.

Definition 2.10. [31] Mittag-Leffler type two-parametric function is defined by \( E_{a,b}(x) = \sum_{k=0}^{\infty} \frac{x^k}{(ak+b)} \), where \( \Gamma(x) = \int_0^\infty e^{-x}x^{k-1} dt \), \( a, b \in C \) where real part of \( a, b > 0 \).

The Mittag-Leffler type two-parametric function has the following properties:

(i) \( \lambda^\theta E_{1,\theta+1}(\lambda x) = \frac{1}{\theta!} \int_0^\lambda (x-x')^{\theta-1} e^{\lambda x'} dx' \) where \( \theta > 0 \);

(ii) \( E_{1,m}(x) = \frac{1}{x^{m+1}} \left\{ x^m + \sum_{k=0}^{m-2} \frac{x^k}{k!} \right\} \).

Definition 2.11. [14]

If Problem (1.1) possesses a solution, denoted as \( \vartheta(A) \) in the space \( C(I, R_{F(A)}) \), then there exists a vector \( (r, s) \) such that \( \vartheta(A) = r(A)A + s(A) \) and \( \vartheta(A) \) satisfies the equation of Problem (1.1). Additionally, for any \( \vartheta_0 \in C(I, R_{F(A)}) \), there exist \( s_0 \) and \( r_0 \) such that \( \vartheta_0 = r_0A + s_0 \).
3. LCFFDEs in the LC-spaces of non-symmetric basic fuzzy numbers

In this section, we discuss the existence and uniqueness of the solution for Problem (1.1) with a non-symmetric BF-number, denoted as $\mathbb{A} \in R^n_{F(\mathbb{A})}$.

\[
\begin{align*}
\left\{\begin{array}{l}
\mathcal{C}_{LC} D^\theta_a, \vartheta(\varsigma) = \zeta(\varsigma, \vartheta(\varsigma)), \\
\vartheta(\varsigma_0) = r_0\mathbb{A} + s_0.
\end{array}\right.
\end{align*}
\]

One can easily express this problem in the following equivalent systems of integral equations:

\[
\begin{align*}
\left\{\begin{array}{l}
\mathcal{C}_{LC} D^\theta_a, \vartheta(\varsigma) = \zeta(\varsigma, \vartheta(\varsigma)), \\
\mathcal{C}_{LC} D^\theta_a, \vartheta(\varsigma) = \zeta(\varsigma, \vartheta(\varsigma)), \\
r(\varsigma_0) = r_0, s(\varsigma_0) = s_0.
\end{array}\right.
\end{align*}
\]

From this, the following equivalent system of integral equations is obtained:

\[
\begin{align*}
\left\{\begin{array}{l}
r(\varsigma) = r_0 + \frac{1}{\Gamma(\theta)} \int_0^\varsigma (\varsigma - \gamma)^{\theta-1} \zeta(\gamma, r(\gamma))d\gamma', \\
s(\varsigma) = s_0 + \frac{1}{\Gamma(\theta)} \int_0^\varsigma (\varsigma - \gamma)^{\theta-1} \zeta(\gamma, s(\gamma))d\gamma'.
\end{array}\right.
\tag{3.1}
\end{align*}
\]

In the following theorem, we discuss the existence and uniqueness of the solution for Problem (1.1) for non-symmetric BF-numbers.

**Theorem 3.1.** Let $|\zeta(\varsigma, r(\varsigma))| \leq \alpha |r(\varsigma)|$ and $|\zeta(\varsigma, s(\varsigma)) - \zeta(\varsigma, s(\varsigma))| \leq |s(\varsigma) - s(\varsigma)|$ such that $0 < \frac{\alpha}{(\theta + 1)} < 1$ then Problem (1.1) has a unique solution $\vartheta(\varsigma) \in C(I, R^n_{F(\mathbb{A})})$.

**Proof.** Let us define the metric $\alpha \geq 1$

\[
d(\vartheta_1(\varsigma), \vartheta_2(\varsigma)) = \sup_{\varsigma \in I} ||\vartheta_1(\varsigma) - \vartheta_2(\varsigma)||_{e^{-\alpha \varsigma}}, \alpha \geq 1, \vartheta_1, \vartheta_2 \in C(I, R^n_{F(\mathbb{A})}). \tag{3.2}
\]

The operator, $T : R^n_{F(\mathbb{A})} \rightarrow R^n_{F(\mathbb{A})}$ is defined as $T(\vartheta(\varsigma)) = \vartheta(\varsigma)$, where $\vartheta(\varsigma) = \psi_\mathbb{A}(r(\varsigma), s(\varsigma))$. Therefore, by using Eq (3.1), we have

\[
T(\psi_\mathbb{A}(r(\varsigma), s(\varsigma))) = \psi_\mathbb{A}(r_0 + \frac{1}{\Gamma(\theta)} \int_0^\varsigma (\varsigma - \gamma)^{\theta-1} \zeta(\gamma, r(\gamma))d\gamma', s_0 + \frac{1}{\Gamma(\theta)} \int_0^\varsigma (\varsigma - \gamma)^{\theta-1} \zeta(\gamma, s(\gamma))d\gamma').
\]

Now, we have to prove that $T$ is a contraction.

\[
d(\vartheta_1(\varsigma), T \vartheta_2(\varsigma)) = \sup_{\varsigma \in I} ||\vartheta_1(\varsigma) - T \vartheta_2(\varsigma)||_{e^{-\alpha \varsigma}} = \sup_{\varsigma \in I} ||\psi_\mathbb{A}(r_1(\varsigma), s_1(\varsigma)) - \psi_\mathbb{A}(r_2(\varsigma), s_2(\varsigma))||_{e^{-\alpha \varsigma}}
\]

\[
= \sup_{\varsigma \in I} ||\psi_\mathbb{A}(r_0 + \frac{1}{\Gamma(\theta)} \int_0^\varsigma (\varsigma - \gamma)^{\theta-1} \zeta(\gamma, r_1(\gamma))d\gamma', s_0 + \frac{1}{\Gamma(\theta)} \int_0^\varsigma (\varsigma - \gamma)^{\theta-1} \zeta(\gamma, s_1(\gamma))d\gamma') - \psi_\mathbb{A}(r_0
\]

\[
+ \frac{1}{\Gamma(\theta)} \int_0^\varsigma (\varsigma - \gamma)^{\theta-1} \zeta(\gamma, r_2(\gamma))d\gamma', s_0 + \frac{1}{\Gamma(\theta)} \int_0^\varsigma (\varsigma - \gamma)^{\theta-1} \zeta(\gamma, s_2(\gamma))d\gamma')||_{e^{-\alpha \varsigma}}
\]
Using the series expression of Mittag-Leffler function

\[
\psi_A(t) = \sum_{k=0}^{\infty} \frac{(\alpha t)^k}{k!} e^{-\alpha t}
\]

we have

\[
\psi_A(\alpha, \beta) = \sum_{k=0}^{\infty} \frac{(\alpha \beta)^k}{k!} e^{-\alpha \beta}
\]

If with a non-symmetric BF-number, \( A = (0; 2; 3) \), then

\[
\psi_A(\alpha, \beta) = \sum_{k=0}^{\infty} \frac{(\alpha \beta)^k}{k!} e^{-\alpha \beta}
\]

Example 3.2. If with a non-symmetric BF-number, \( A = (0; 2; 3) \), one can take the FDEs

\[
\frac{d}{dt} \theta(t) = \frac{162 \sqrt{3} \alpha \beta}{3 \sqrt{\pi}} \theta(t) \quad \text{for } \theta(t) \in (0, \infty).
\]

The Eq (3.3) satisfying the conditions of Theorem (3.1) by choosing \( \alpha \geq 1 \) is sufficiently large that

\[
|\theta(t)| = \left| \frac{162 \sqrt{3} \alpha \beta}{3 \sqrt{\pi}} \theta(t) \right| \leq \alpha |r(t)| \quad \text{for all } t \in (0, \infty).
\]

Hence, Eq (3.3) has a unique solution \( \theta(t) = 2^2 A + \frac{3}{2} \) for all \( t \in (0, \infty) \). Figure 1 show 2D and 3D plots of this solution.

Moreover, \( \theta(t) = 2^2 A + \frac{3}{2} \) is also the solution of the following equation discussed in the example (3.1) of the paper [28].

\[
\frac{d}{dt} \theta(t) = \frac{162 \sqrt{3} \alpha \beta}{3 \sqrt{\pi}} \theta(t) + \frac{2 \sqrt{5}}{\sqrt{\pi}}.
\]
Figure 1. Show 2D-fuzzy plots and 3D-fuzzy plots of the solution of Example (3.2).

Example 3.3. If with non-symmetric BF-number, \( A = (-1; 0; 2) \), one can take the LCFFDEs

\[
\begin{align*}
\left\{ \begin{array}{l}
C_{\lambda} D_{0+}^{1/2} \vartheta(\lambda) = \frac{2 \sqrt{2}}{\sqrt{\pi}(\lambda + 1)} \ominus_{A} \vartheta(\lambda) \oplus_{A} \frac{2 \sqrt{2}(\lambda + 3)}{3 \sqrt{\pi}}, \\
\vartheta(0) = A + 1.
\end{array} \right.
\end{align*}
\]

(3.5)

The following condition can be readily demonstrated

\[
|z(\lambda, r(\lambda))| = \left| \frac{2 \sqrt{2}}{\sqrt{\pi}} \right| \leq \alpha|z(\lambda)| = \alpha(\lambda + 1),
\]

Clearly for large value of \( \lambda \) we need a large \( \alpha \) to hold this condition, and the contraction condition

\[
0 < k = \left[ \frac{1 - e^{-\alpha \lambda}}{(1 + \alpha)} \right] < 1 \text{ holds for all } \lambda \in [0, \infty) \text{ and } \alpha \geq 1.
\]

Thus, the condition of Theorem (3.1) holds for all \( \lambda \in (0, \infty) \). Consequently, the FDEs (3.5) possess a unique solution, given by

\[
\vartheta(\lambda) = (\lambda + 1)A + 1 - \lambda^2.
\]

Figure 2 show 2D and 3D plots of this solution.
Eq (4.2) can be expressed in the following integral form:

\[ R \]

This produces the following equivalent system of equations

\[ C \]

In this section, we discuss the existence and uniqueness of the solution for Problem (1.1) in the space of symmetric BF-number \( R_{F(A)} \).

If \( A \in R_F \backslash R \) is a symmetric BF-number with symmetric point \( x \) and \( \Psi_A : R^2 / \equiv A \rightarrow R_{F(A)} \) is bijection, then the canonical form of \( \vartheta(\cdot) = \Psi_A([\tilde{r}(\cdot), \tilde{s}(\cdot)]_{\equiv A}) = \tilde{r}(\cdot)A + \tilde{s}(\cdot) \)
and \( C_{\tilde{r}}D_{\tilde{r}} \vartheta(\cdot) = \Psi_A([C_{\tilde{r}}D_{\tilde{r}} \tilde{r}(\cdot), C_{\tilde{r}}D_{\tilde{r}} \tilde{s}(\cdot)]_{\equiv A}) = [C_{\tilde{r}}D_{\tilde{r}} \tilde{r}(\cdot)A + C_{\tilde{r}}D_{\tilde{r}} \tilde{s}(\cdot), \tilde{r}(\cdot)]_{\equiv A} + C_{\tilde{r}}D_{\tilde{r}} \tilde{s}(\cdot), \tilde{r}(\cdot) \), can be expressed as

\[ C_{\tilde{r}}D_{\tilde{r}} \vartheta(\cdot) = [C_{\tilde{r}}D_{\tilde{r}} \tilde{r}(\cdot)A + C_{\tilde{r}}D_{\tilde{r}} \tilde{s}(\cdot)]_A + C_{\tilde{r}}D_{\tilde{r}} \tilde{s}(\cdot) \]

if \( C_{\tilde{r}}D_{\tilde{r}} \vartheta(\cdot) \geq 0 \),

\[ C_{\tilde{r}}D_{\tilde{r}} \vartheta(\cdot) = [C_{\tilde{r}}D_{\tilde{r}} \tilde{r}(\cdot)A + C_{\tilde{r}}D_{\tilde{r}} \tilde{s}(\cdot)]_A + 2C_{\tilde{r}}D_{\tilde{r}} \tilde{r}(\cdot)x + C_{\tilde{r}}D_{\tilde{r}} \tilde{s}(\cdot), \tilde{r}(\cdot) \]

if \( C_{\tilde{r}}D_{\tilde{r}} \vartheta(\cdot) < 0 \).

Therefore, Problem (1.1) has the following form:

\[ C_{\tilde{r}}D_{\tilde{r}} \vartheta(\cdot) = \Psi_A([C_{\tilde{r}}D_{\tilde{r}} \tilde{r}(\cdot), C_{\tilde{r}}D_{\tilde{r}} \tilde{s}(\cdot)]_{\equiv A}) = \left\{ \begin{align*}
\zeta(\cdot, \Psi_A([\tilde{r}(\cdot), \tilde{s}(\cdot)]_{\equiv A})), \\
\vartheta(\zeta_0) = \vartheta_0 = \tilde{r}_0A + \tilde{s}
\end{align*} \right. \]

(4.1)

This produces the following equivalent system of equations

\[ \begin{align*}
C_{\tilde{r}}D_{\tilde{r}} \tilde{r}(\cdot) &= \zeta(\cdot, \tilde{r}(\cdot)), \\
C_{\tilde{r}}D_{\tilde{r}} \tilde{s}(\cdot) &= \zeta(\cdot, \tilde{s}(\cdot)),
\end{align*} \]

(4.2)

Eq (4.2) can be expressed in the following integral form:

\[ \begin{align*}
\tilde{r}(\cdot) &= \tilde{r}_0 + \frac{1}{\Gamma(\theta)} \int_0^\theta (\cdot - \cdot')^{\theta-1} \zeta(\cdot', \tilde{r}(\cdot'))d\cdot', \\
\tilde{s}(\cdot) &= \tilde{s}_0 + \frac{1}{\Gamma(\theta)} \int_0^\theta (\cdot - \cdot')^{\theta-1} \zeta(\cdot', \tilde{s}(\cdot'))d\cdot'.
\end{align*} \]

(4.3)
And
\[
\begin{align*}
\tilde{r}(\vartheta) &= \tilde{r}_0 \Theta_\vartheta \frac{1}{\Gamma \vartheta} \int_0^\vartheta (2 - \vartheta')^{\alpha-1} \zeta(\vartheta', \tilde{r}(\vartheta'))d\vartheta', \\
\tilde{s}(\vartheta) &= \tilde{s}_0 + \frac{1}{\Gamma \vartheta} \int_0^\vartheta (2 - \vartheta')^{\alpha-1} (2xg(\vartheta', \tilde{r}(\vartheta')) + \zeta(\vartheta', \tilde{s}(\vartheta'))d\vartheta'.
\end{align*}
\]
(4.4)

Now, we discuss the existence and uniqueness conditions for first-order LCFFDEs in space \( R^*_\vartheta(\mathbb{A}) \).

**Theorem 4.1.** Let \(|\zeta(\vartheta, \tilde{r}(\vartheta))| \leq \alpha|\tilde{r}(\vartheta)|\) where \(\alpha \geq 1\), and \(||\zeta(\vartheta, \tilde{s}_1(\vartheta)) - \zeta(\vartheta, \tilde{s}_2(\vartheta))|| \leq ||\tilde{s}_1(\vartheta) - \tilde{s}_2(\vartheta)||\) such that \(\left[ \frac{1 - e^{-\alpha}}{\alpha} \right] < 1\), then Problem (1.1) with symmetric basic fuzzy number has a unique solution.

**Proof.** Let us define metric
\[
d(\theta_1, \theta_2) = \sup_{\vartheta \in I} \left\{ \|\psi(\tilde{r}, \tilde{s}_1)\|_{\vartheta} e^{-\alpha} \right\} \quad \alpha \geq 1, \quad \theta_1, \theta_2 \in D = C(I, R^*_\vartheta(\mathbb{A})),
\]
where the operator \( T : D \rightarrow D \) be defined as \( T(\theta(\vartheta)) = \theta(\vartheta) \), where \( \theta(\vartheta) = \psi_A([\tilde{r}(\vartheta), \tilde{s}(\vartheta)]) \); therefore, by using Eq (4.3), one can have
\[
T(\theta(\vartheta)) = T([\tilde{r}(\vartheta), \tilde{s}(\vartheta)]) = \psi_A([\tilde{r}_0 + \frac{1}{\Gamma \vartheta} \int_0^\vartheta (2 - \vartheta')^{\alpha-1} \zeta(\vartheta', \tilde{r}(\vartheta'))d\vartheta', \tilde{s}_0 + \frac{1}{\Gamma \vartheta} \int_0^\vartheta (2 - \vartheta')^{\alpha-1} \zeta(\vartheta', \tilde{s}(\vartheta'))d\vartheta']_{\vartheta \in \mathbb{A}}).
\]

Now, we have to prove that \( T \) is a contraction.

\[
d(T \theta_1, T \theta_2) = \sup_{\vartheta \in I} \left\{ \|\theta(\vartheta)\|_{\vartheta} e^{-\alpha} \right\} \quad \alpha \geq 1, \quad \theta_1, \theta_2 \in C(I, R^*_\vartheta(\mathbb{A})),
\]
where
\[
= \sup_{\vartheta \in I} \left\{ \max \left\{ \left\| \psi_A \left( \left[ \tilde{r}_0 + \frac{1}{\Gamma \vartheta} \int_0^\vartheta (2 - \vartheta')^{\alpha-1} \zeta(\vartheta', \tilde{r}(\vartheta'))d\vartheta' - \tilde{r}_0 + \frac{1}{\Gamma \vartheta} \int_0^\vartheta (2 - \vartheta')^{\alpha-1} \zeta(\vartheta', \tilde{r}(\vartheta'))d\vartheta' \right] e^{-\alpha} \right\} \right\}
\]
\[
= \sup_{\vartheta \in I} \left\{ \max \left\{ \left\| \psi_A \left( \left[ \frac{1}{\Gamma \vartheta} \int_0^\vartheta (2 - \vartheta')^{\alpha-1} \zeta(\vartheta', \tilde{s}(\vartheta'))d\vartheta' - \frac{1}{\Gamma \vartheta} \int_0^\vartheta (2 - \vartheta')^{\alpha-1} \zeta(\vartheta', \tilde{s}(\vartheta'))d\vartheta' \right] e^{-\alpha} \right\} \right\}
\]
\[
= \sup_{\vartheta \in I} \left\{ \max \left\{ \left\| \frac{1}{\Gamma \vartheta} \int_0^\vartheta (2 - \vartheta')^{\alpha-1} \zeta(\vartheta', \tilde{s}(\vartheta'))d\vartheta' - \frac{1}{\Gamma \vartheta} \int_0^\vartheta (2 - \vartheta')^{\alpha-1} \zeta(\vartheta', \tilde{s}(\vartheta'))d\vartheta' \right\} e^{-\alpha} \right\}
\]
\[
= \sup_{\vartheta \in I} \left\{ \max \left\{ \left\| \frac{1}{\Gamma \vartheta} \int_0^\vartheta (2 - \vartheta')^{\alpha-1} \zeta(\vartheta', \tilde{s}(\vartheta'))d\vartheta' - \frac{1}{\Gamma \vartheta} \int_0^\vartheta (2 - \vartheta')^{\alpha-1} \zeta(\vartheta', \tilde{s}(\vartheta'))d\vartheta' \right\} e^{-\alpha} \right\}
\]
Let the operator

\[ \psi_k(\tau_1 - \tau_2, \theta_1, \theta_2) \mid_{\theta} \]

then

\[ \sup_{2\epsilon l} \left\{ \frac{\alpha}{\Gamma(\theta)} \int_{0}^{\frac{\epsilon}{2}} (2 - \gamma')^{\theta-1} \left| (\tau_1 - \tau_2) - \phi_x e^{-\alpha' d' \epsilon} \right| d\gamma' \right\} = \sup_{\epsilon l} \frac{\alpha}{\Gamma(\theta)} \int_{0}^{\frac{\epsilon}{2}} (2 - \gamma')^{\theta-1} e^{-\alpha' d' \epsilon} d\gamma' 

Using the two parameter Mittag-Leffler function \( E_{1,\theta+1}(\alpha,2) \) as follows:

\[ = \sup_{\epsilon l} \left\{ \frac{\alpha}{\Gamma(\theta)} \int_{0}^{\frac{\epsilon}{2}} (2 - \gamma')^{\theta-1} (\tau_1 - \tau_2, \theta_1, \theta_2) \right\} e^{-\alpha' d(\theta_1, \theta_2)} \]

Using the series expression of Mittag-Leffler function \( E_{1,\theta+1} \) as follows:

\[ = \sup_{\epsilon l} \left[ \frac{\alpha}{\Gamma(\theta)} \int_{0}^{\frac{\epsilon}{2}} (2 - \gamma')^{\theta-1} \left( \tau_1 - \tau_2, \theta_1, \theta_2 \right) \right] e^{-\alpha' d(\theta_1, \theta_2)} \]

Hence, \( d(T\theta_1, T\theta_2) = \sup_{\epsilon l} \left\{ \frac{\alpha}{\Gamma(\theta)} \int_{0}^{\frac{\epsilon}{2}} (2 - \gamma')^{\theta-1} \left( \tau_1 - \tau_2, \theta_1, \theta_2 \right) \right\} e^{-\alpha' d(\theta_1, \theta_2)} \) where \( k = \frac{1 - e^{-\alpha' d}}{(\alpha')^{\theta+1}} \). If \( \alpha \geq 1 \) is choose enough large that \( 0 < k = \frac{1 - e^{-\alpha' d}}{(\alpha')^{\theta+1}} < 1 \), then \( T \) is a contraction, and problem (1.1) has a unique solution with a non-decreasing diameter on \( I_0 \subset I \).

**Case 2.** Now, we find the condition of a unique solution of the problem (1.1) with a non-increasing diameter on \( I_1 \subset I \). Let the operator \( T : D \to D \) be defined by \( T(\theta) = \theta(2) \); therefore, by using Eq (4.4) one can obtain

\[ T(\theta_1) = \psi_k(\tau_0 - \frac{1}{\Gamma(\theta)} \int_{0}^{\frac{\epsilon}{2}} (2 - \gamma')^{\theta-1} (\tau_1 - \tau_2, \theta_1, \theta_2) d\gamma', \theta_0 + \frac{1}{\Gamma(\theta)} \int_{0}^{\frac{\epsilon}{2}} (2 - \gamma')^{\theta-1} (2xg(\gamma, \tau_1(\gamma)) + \xi(\gamma, \tau_1(\gamma)) d\gamma) \mid_{\theta} \]

Now, we have to prove that \( T \) is a contraction.

\[ d(T\theta_1, T\theta_2) = \sup_{\epsilon l} \left\{ \left\| \frac{\alpha}{\Gamma(\theta)} \int_{0}^{\frac{\epsilon}{2}} (2 - \gamma')^{\theta-1} \left( \tau_1 - \tau_2, \theta_1, \theta_2 \right) \right\| e^{-\alpha' d(\theta_1, \theta_2)} \right\} , \quad \alpha \geq 1, \theta_1, \theta_2 \in C(I, R^{n+1}) \]

\[ = \sup_{\epsilon l} \left\{ \max \left\{ \left\| \psi_k \left( \left( \tau_0 - \frac{1}{\Gamma(\theta)} \int_{0}^{\frac{\epsilon}{2}} (2 - \gamma')^{\theta-1} (\tau_1 - \tau_2, \theta_1, \theta_2) d\gamma', \theta_0 + \frac{1}{\Gamma(\theta)} \int_{0}^{\frac{\epsilon}{2}} (2 - \gamma')^{\theta-1} (2xg(\gamma, \tau_1(\gamma)) + \xi(\gamma, \tau_1(\gamma)) d\gamma) \right) \right\| e^{-\alpha' d(\theta_1, \theta_2)} \right\} \right\} \]

\[ (\theta_0 + \frac{1}{\Gamma(\theta)} \int_{0}^{\frac{\epsilon}{2}} (2 - \gamma')^{\theta-1} (2xg(\gamma, \tau_1(\gamma)) + \xi(\gamma, \tau_1(\gamma)) d\gamma) \right) \]

\[ (\theta_0 + \frac{1}{\Gamma(\theta)} \int_{0}^{\frac{\epsilon}{2}} (2 - \gamma')^{\theta-1} (2xg(\gamma, \tau_1(\gamma)) + \xi(\gamma, \tau_1(\gamma)) d\gamma) \right) \]

\[ (\theta_0 + \frac{1}{\Gamma(\theta)} \int_{0}^{\frac{\epsilon}{2}} (2 - \gamma')^{\theta-1} (2xg(\gamma, \tau_1(\gamma)) + \xi(\gamma, \tau_1(\gamma)) d\gamma) \right) \]
Hence,

\[
\text{If the symmetric BF-number, } k = (-1; 0; 1), \text{ has symmetric point } 0 \text{ we consider the}
\]

\[
\begin{align*}
0 < k &< \left[ \frac{1 - e^{-\alpha^2}}{(\alpha)^2} \right]. \quad \text{If } \alpha \geq 1 \text{ is chosen enough large that}
\end{align*}
\]

Hence, \(d(T \vartheta_1(\zeta), T \vartheta_2(\zeta)) \leq kd(\vartheta_1(\zeta), \vartheta_2(\zeta))\) where, \(k = \left[ \frac{1 - e^{-\alpha^2}}{(\alpha)^2} \right]. \) If \( \alpha \geq 1 \) is chosen enough large that

\[
0 < k < \left[ \frac{1 - e^{-\alpha^2}}{(\alpha)^2} \right] < 1, \text{ then } T \text{ is a contraction and Problem (1.1)} \]

has a unique solution with non-increasing diameter on \( I_1 \subseteq I. \) Consequently, Problem (1.1) has a unique solution. \( \square \)

**Example 4.2.** If the symmetric BF-number, \( k = (-1; 0; 1), \) has symmetric point 0 we consider the

\[
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\]
following FFDEs:

\[
\begin{cases}
C \int_{0}^{\frac{1}{2}} D_{0}^{\frac{1}{3}} \vartheta(t) = \frac{2 \sqrt{\frac{1}{2} - 1}}{\sqrt{\pi (2 - 2 \vartheta)}} \odot A \vartheta(t) \oplus A \frac{2(2 - 1)^{\frac{1}{3}}}{\sqrt{\pi (2 - 2 \vartheta)}}, \\
\vartheta(0) = 2 A.
\end{cases}
\]  

(4.5)

The Eq (4.5) has a fuzzy solution \( \vartheta(\vartheta) = (2 - \vartheta)A + \vartheta \) with a non-increasing diameter in \([0, 2)\). By choosing \( \alpha \geq 1 \) sufficiently large, the conditions of Theorem (4.1) hold for all \( \vartheta \in [0, 2) \) as \( |\vartheta(\vartheta, r(\vartheta))| = |\frac{2 \sqrt{\frac{1}{2} - 1}}{\sqrt{\pi}}| \leq \alpha|2 - \vartheta| \), but for \( \vartheta = 2 \) we cannot find any \( \alpha \geq 1 \) at which the condition holds and the Eq.(4.5) is undefined on \( \vartheta = 2 \). Hence, the fuzzy solution \( \vartheta(\vartheta) = (2 - \vartheta)A + \vartheta \) is a unique solution having a non-increasing diameter in \([0, 2)\). Figure 3 show 2D and 3D plots of the solution. Moreover, with solutions \( \vartheta(\vartheta) = (2 - \vartheta)A + \vartheta \), the Eq (4.5) produces following LCFFDEs discussed in the example (3.2) of paper [28]:

\[
\begin{cases}
C \int_{0}^{\frac{1}{2}} D_{1}^{\frac{1}{3}} \vartheta(t) = \frac{2 \sqrt{\frac{1}{2} - 1}}{\sqrt{\pi}} A + \frac{2 \sqrt{\frac{1}{2} - 1}}{\sqrt{\pi}}, \\
\vartheta(1) = A + 1.
\end{cases}
\]  

(4.6)

But the Eq (4.6) does not have unique solutions \( \vartheta(\vartheta) = (2 - \vartheta)A + \vartheta \), because \( \vartheta(\vartheta) = (2 + 1)A + \vartheta \) and all equations in the form \( \vartheta(\vartheta) = r(\vartheta)A + \vartheta \), with \( r'(\vartheta) = 1 \) and \( r'(\vartheta) = -1 \), are also there solutions. Hence, Eq (4.6) does not represent a suitable form of first-order FFDEs when the BF-number is symmetric. This underscores the significance of existence theory and the structure of Eq (1.1) in handling the physical model of LCFFDEs.

**Figure 3.** Show the 2D and 3D plots of the solution of example 4.2 with decreasing diameter in \([0, 2)\).
Example 4.3. If the symmetric BF-number, $A = (-1; 0; 1)$ has symmetric point 0, we consider the following FFDEs:

$$
\begin{cases}
C_{LC}D_t^\frac{1}{3} \vartheta(t) = \frac{2 \sqrt{2} - 1}{\sqrt{\pi}(2 + 1)} \ominus_A \vartheta(t) \oplus_A \frac{4(2 - 1)^{\frac{2}{3}}}{3 \sqrt{\pi}}, \\
\vartheta(1) = A - 1.
\end{cases}
$$  \hspace{1cm} (4.7)

The Eq (4.7) has a fuzzy solution $\vartheta(\zeta) = (2 + 1)A + z^2 - 1$ with a non-decreasing diameter in $[0, \infty)$. By choosing $\alpha \geq 1$ sufficiently large conditions of Theorem (4.1) hold for all $\zeta \in [0, \infty)$, $|\zeta'(\zeta, r(\zeta))| = \frac{|2 \sqrt{2} - 1|}{\sqrt{\pi}} \leq \alpha(2 + 1)$, therefore fuzzy solution of non-decreasing diameter in $[0, \infty)$ is unique solution. Figure 4 show 2D and 3D plots of the solution. Moreover, with solutions $\vartheta(\zeta) = (2 + 1)A + z^2 - 1$, the Eq (4.7) produces the following LCFFDEs, discussed in the example (4.2) of paper [28].

$$
C_{LC}D_t^\frac{1}{3} \vartheta(t) = \frac{2 \sqrt{2} - 1}{\sqrt{\pi}} A + \frac{8(2 - 1) \sqrt{2} - 1}{\sqrt{3\pi}}.
$$  \hspace{1cm} (4.8)

But the Eq (4.8) does not have unique but solutions $\vartheta(\zeta) = (2 + 1)A + z^2 - 1$, because $\vartheta(\zeta) = |2 - 2|A + z^2 - 1$ and all equations in the form $\vartheta(\zeta) = r(\zeta)A + z^2 - 1$, with $r'(\zeta) = 1$ and $r'(\zeta) = -1$ are also their solutions. Therefore, Eq (4.8) is not a proper form of first order FFDEs if the BF-number is symmetric.

Figure 4. Show the 2D and 3D plots of the solution of example 4.3 with non-decreasing diameter in $[0, \infty)$. 
**Example 4.4.** If symmetric BF-number, $A = (-1; 0; 1)$ has symmetric point 0, we consider the following LCFFDEs:

$$\begin{cases}
C_{\text{LC}} \frac{\partial}{\partial t} \theta(t) = \frac{8}{3} \sqrt{2} \frac{\sqrt{\pi}}{\sqrt{3}(\sqrt{2} - 4)} \odot_{A} \theta(2) \oplus_{A} \frac{2(6 - 2) \sqrt{2}}{3(2 + 2) \sqrt{\pi}} \theta(t), \\
\theta(0) = 4A - 2.
\end{cases} \tag{4.9}$$

The Eq (4.9) has a fuzzy solution $\theta(t) = (4 - \sqrt{2})A + \sqrt{2} - 2$ with a non-increasing diameter in $[0, 2)$. By choosing $\alpha \geq 1$ sufficiently large, the conditions of Theorem (4.1), $|\zeta(2, r(2))| = \left| \frac{\sqrt{\pi}}{\sqrt{3}} \right| \leq \alpha|4 - \sqrt{2}|$, holds for all $t \in [0, 2)$, but for $t = 2$ we cannot find any $\alpha \geq 1$ at which the condition holds. Hence, the fuzzy solution $\theta(t) = (4 - \sqrt{2})A + \sqrt{2} - 2$ is a unique solution having a non-increasing diameter in $[0, 2)$.

**Figure 5.** Show the 2D and 3D plots of the solution of example 4.4 with decreasing diameter in $[0, 2)$.

5. Conclusions

In this manuscript, we discussed conditions for the existence of unique solutions of LCFFDEs in the spaces of linear correlated fuzzy numbers of non-symmetric basic fuzzy numbers $R_{m}^{n}(A)$. For the useability of established results, we also discussed numerical problems. The LCFFDEs in the spaces of linear correlated fuzzy numbers of symmetric basic fuzzy numbers $R_{s}^{n}(A)$ have many differentiable and continuous solutions due to the extension process. In this research work, we discussed the cases of extension and the importance of the form of Eq (1.1) for the first-order LCFFDEs. This work indicates the drawbacks of taking any first-order LCFFDEs. We, also discussed conditions for the
existence of unique solution of LCFFDEs in the spaces with symmetric basic fuzzy numbers, $R_{R(A)}$. For the utilization of established conditions for unique solutions of LCFFDEs in spaces with symmetric basic fuzzy numbers, we discussed numerical problems. In the numerical examples, we discussed the comparative analysis between our fractional problems and the fractional problems discussed in the paper [28] to show the importance of existence theory. Moreover, we provided 2D and 3D plots to enhance our findings. This study is also helpful in discussing the stability and control of LCFFDEs in future. The pair solutions of LCFFDEs in the canonical form are also interesting for future study. Moreover, the study of LCFFDEs with other fractional differentiability, like ABC-differentiability, is also interesting for research.
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