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Abstract: In this paper, we consider the multiplicity of solutions for the following three-point
boundary value problem of second-order p-Laplacian differential equations with instantaneous and
non-instantaneous impulses:

~(OD, W ()Y + gD U(®) = Af 1, u(®), 1€ (spptirl, j= 0,1,
Alp(t)®, W' (1)) = ul(u(ty), j=1,2,...m,

POD W (D) = PP (D)), 1€ (15,871, j= 1,2,0m,
p(s}')@p(u’(s;f)) =p(s)@,W'(s7)), j=12,...m,

u0) =0, u(l) = Lu(n),

where @, (u) := ulPu, p>1,0=50 <11 < 51 <lh < . < Sy <1 =N < oo < Sy <lbpy1 =1, >
0, 0 <y < 1, AQp(1)P@, ' (t)))) = p(r))Pp(u’ (£])) — p(£; )P, (' (7)) for u' (£}) = ,ll,r,ril uw(@,j=12,..,m,

and f; € C((sj,tj:1]1XR,R), I; € C(R,R). 4 € (0, +00), u € R are two parameters. p(t) > 1,1 < g(t) < ¢
for t € (sj,tj411, p(t), g(t) € LP[0, 1], and c is a positive constant. By using variational methods and
the critical points theorems of Bonanno-Marano and Ricceri, the existence of at least three classical
solutions is obtained. In addition, several examples are presented to illustrate our main results.
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1. Introduction

In this paper, we consider the following problem:

~(pOD, W (1)) + gD u®D) = At u®), 1€ (sptjil, j=0,1,.m,
AU )®, U (1)) = uIu(t)),  j=1,2,.cm,

p(OD,u' (1)) = p(t;.r)(l)p(u’(t;f)), te(t,sil, j=12,..,m, (1.1)
P(sID, W (59) = ps)) @ (57)),  j = 1,2,

u(0) =0, u(l) = Zuly),

where @, (u) := ulPu, p>1,0=50 <11 < 51 <lh < 0. < Sy <1 =N < 0o < Sy <lppy1 =1, >
0, 0 < < 1, AQp(1))P@, ' (t)))) = p(r))P (' (£7)) — p(£;)P, (' (7)) for u'(£}) = ,ll,r,ril u(@,j=12,..,m,

and f; € C((sj,tj:1]1XR,R), I; € C(R,R). 4 € (0, +00), u € R are two parameters. p(f) > 1,1 < g(t) < ¢
for t € (sj,tj111, p(1), g(t) € LP[0, 1], and c is a positive constant. The instantaneous impulses occur at
the points ¢; and the non-instantaneous impulses continue on the intervals (z;, s;].

In recent years, the study of the differential equations has received extensive attention owing to their
wide applications in many different areas of science and technology [1-4], especially the differential
equations with impulses. It is worth noting that there are two popular types of impulses in the
literature, that is, instantaneous impulses and non-instantaneous impulses. As far as we know, the
instantaneous impulse was first presented by Milman-Myshkis [5] and the non-instantaneous impulse
was first introduced by Herndndez-O’Regan [6]. More details of these two types are given in [7]. Up
to now, there are many methods that has been applied to study the differential equations with impulsive
effects, such as fixed point theorem, topological degree theory, upper and lower solutions method, and
theory of analytic semigroup, see for instance [6, 8—12].

Since the pioneering works of Tian-Ge [13] and Nieto-O’Regan [14], variational approach has
become one of the important methods in the study of impulsive differential equations [15-19].
Recently, the study of existence and multiplicity of solutions for the differential equations with both
instantaneous and non-instantaneous impulses by using variational methods and critical point theory
has gained much attention. In [20], Tian-Zhang first considered the following second-order differential
equations with instantaneous and non-instantaneous impulses:

_u,,(t) = ‘f](t’ L{(t)), re (sja tj+l]a ] = Oa 19 2’ ceey M,
AW (t) = L), j=1,2,.m,

u'(t) = u'(t;f), te(t,sil, j=12,..,m, (1.2)
u’(s;.) = u’(s]‘.), j=12,...m,
u(0)=u(T) =0,

where 0 = 5o <1 <51 <t <8 <. <8y, <lps1 =T, fj € C((s},tj1] XR,R), I; € C(R,R), Au/(¢j) =
u’(t;.r) - u’(tj‘.), the instantaneous impulses occur at the points 7; and the non-instantaneous impulses
continue on the intervals (¢, s;]. The authors obtained the problem (1.2) has at least one classical
solution by applying Ekeland’s variational principle. From then on, the different types of the differential
equations with instantaneous and non-instantaneous impulses were investigated by means of variational
methods and some excellent and interesting results were obtained, see for instance [21-25].

On the other hand, there has been increasing interest in studying three-point boundary value
problems of differential equations due to their extensive applications in physics and engineering in
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recent years. The existence results for three-point boundary value problems have been studied by many
different methods [26-30], such as fixed-point theory, upper and lower solutions method and variational
approach. Especially, in [30], Lian-Bai-Du used variational method to consider the following three-
point boundary value problem:

{ (POu' (@) + f(t,u() =0, aeO0<t<],

u(0) =0, u(l)=Zu(y), (1.3)

where P : [0,1] — R™" is a continuously symmetric matrix. f : [0,1] Xx R* — R"is a C!
function and locally Lipschitz continuous. The interesting point of the paper is the boundary value
conditions are imposed on an appropriate space rather than the functionals. Thus, the authors proposed
a different idea to deal with the non-local boundary value problem (1.3) and gave the variational
structure. Finally, they proved that the problem (1.3) possess a nontrivial solution, a positive and a
negative solution by using mountain pass lemma. Inspired by the study of [30], Wei-Shang-Bai [31]
first considered the following second-order p-Laplacian differential equations involving instantaneous
and non-instantaneous impulses with three-point boundary conditions:

(P, (1)) + gD, (u(?)) = fi(t,u(r)), te(s;tpml, j=0,1,....m,
Ap(t)®, ' (1)) = Tu(t), j=1,2,...m,

p(OD, ' (1) = prH@, (1), 1€ (1,51, j=1,2,.im, (1.4)
PP, (51) = p(s) (W (57),  j=1,2,.cam,

w©0) =0, u(l) = Ju(y),

where ©,(u) := ulP=2u, p > 1, p(t), gt) € L”[0,1], 0 = 59 < t; < § < ... < Smy =N < tye1 <
o <8 <tw =1, >0, 0<n <1 and Ap(t)@,u' (1)) = p(t))P,u'(1])) — p(t;)P,(u'(})) for
u’(t;—.’) = lim,_ﬁ uw' (@), j=1,2,..,m,and f; € C((s},tj-1] X R,R), I; € C(R,R). The authors obtained
that the problem (1.4) has at least two classical solutions and infinitely many classical solutions by
the virtue of variational methods and critical point theory. On the basis of [31], Yao [32] revisited the
problem (1.4) and obtained the existence of at least one classical solution and infinitely many classical
solutions by applying the minimization methods, mountain pass theorem and symmetric mountain pass
theorem.

To the best of our knowledge, the study of solutions for a three-point boundary value problem with
instantaneous and non-instantaneous impulses using variational methods has received considerably
less attention. Motivated by the above mentioned works, in this paper, our aim is to study the existence
of at least three classical solutions of the problem (1.1) via three critical points theorems obtained by
Bonanno-Marano [33] and Ricceri [34]. Our main results are obtained depending on two parameters u
and A. In addition, the problem (1.1) is reduced to the problem (1.4) when ¢ = 4 = 1. Consequently,
our work will generalize the existing results in [31,32].

The rest of this paper is arranged as follows. In Section 2, we give some preliminary results. In
Section 3, we will present and prove our main results. Finally, in Section 4, two examples are given to
verify our results.

2. Preliminaries
In this section, we first introduce some necessary definitions, lemmas and theorems.
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Theorem 2.1. [33, 35] Let X be a reflexive real Banach space, ¢ : X — R be a sequentially
weakly lower semi-continuous, coercive and continuously Gateaux differentiable functional whose
Gateaux derivative admits a continuous inverse on X*, and let y : X — R be a continuously Gateaux
differentiable functional whose Gateaux derivative is compact, such that

info(x) = ¢(0) = ¥(0) = 0.
Assume that there exist r > 0 and X € X, with r < ¢(X) such that

(1) sup{y(x) : @(x) < r} < r%,

(ii) foreach A € A\, = (%, WW) , the functional ¢ — A is coercive.

Then, for each A € A,, the functional ¢ — Ay has at least three distinct critical points in X.

Remark 2.1. [24,35] In Theorem 2.1, if sup{y/(x) : ¢(x) < r} = 0, then it is possible to consider the

interval of parameters (ﬁ—g, +00).

Definition 2.1. /[34] If X is a real Banach space, we denote by I'x the class of all functionals ¢ :
X — R possessing the following property: if {x,} is a sequence in X converging weakly to x € X and
liminf,_. ¢(x,) < @(x), then {x,} has a subsequence converging strongly to x.

Theorem 2.2. [34] Let X be a separable and reflexive real Banach space; let ¢ : X — R be a
coercive, sequentially weakly lower semi-continuous C' functional, bounded on each bounded subset
of X, appertaining to T'x and whose derivative has a continuous inverse on X*; w : X — Ris a C!
functional with compact derivative. Suppose that there exists a strict local minimum x, of ¢ such that
©(xo) = w(xg) = 0. Finally, setting

i w(x) .. w(x) w(x)
p1 =maxJ0,limsup —,limsup —,, p; = P —,
o+ P Jioxg P(X) vep 1 (0,+00) P(%)
assume that py < p,. Then, for each compact interval [6,,6,] C (piz, pil) (with the conventions % = 400,

L = 0), there exists R > 0 satisfying the property: for each A € [6,,6,] and any C' functional

+00

¢ : X — R with compact derivative, there exists & > 0 such that, for each u € [0, &), the equation
¢’ (x) — ug’(x) — Aw'(x) = 0 has at least three solutions in X whose norms are less than R.

Let X = {u € WHP([0,1],R) : u(0) = 0, u(1) = Zu(n)} with the norm

1 ’
llullx = (fo (174 6] +g(t)lu(t)|”)dt) .

As shown in [36], X is a separable and reflexive real Banach space. According to [31], we can obtain
that

1 >
[|ael| = (f p(t)lu'(f)l”dt) , YueX
0

1

is equivalent to the norm ||u/|x, i.e., there exist ¢y > (% + I)F, such that

llull < lluellx < collull.
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The functionals ¢ : X — R and ¢ : X — R are defined as follows:

1 m ?j+1
@) = —|lull” + Zf gOlu(n)|dt, 2.1)
p =0 Vsi
OEDY f "t u(n)de - £ttt (2.2)
j=0 v5j j=1

where Fy(t,u) = [ f(t,5)ds and J;(u) = [['I}(s)ds. Itis clear that inf o(u) = ¢(0) = 0 and ¥(0) =
ue.

ZT:O fsij” Fj(t, O)dt—’z‘ Z'J’-’Zl J;(0) = 0. By using the continuity of f;, j =0,1,..,mand [, j = 1,2, ...,m,
we can obtain ¢ and ¢ are continuous Gateaux differentiable. For any v € X, we have

1 m [j+1
@ = [ oo iovod ) [ oo uemod 23
j=0 v'Si
wawm =Y [ seuowoa-5 ) L e4)
=0 Vi =1

Lemma 2.1. /30, Lemma 2.5] and [31, Lemma 1] The space X is compactly embedded in C([0, 1], R).
Lemma 2.2. [31, Lemma 2] For each u € X, there is ||ul| < ||ul|.

Lemma 2.3. A function u € X is a weak solution of the problem (1.1), then the following identity

1 m
f PO OF 2 (O (dr + ) f
0 =

5 f U u)v(dr
770 s

holds for any v € X.

e OMOP s + 1Y 1))

J=1

Lemma 2.4. If u € X is a weak solution of the problem (1.1), then u is a classical solution of the
problem (1.1).

Remark 2.2. The proofs of Lemmas 2.3 and 2.4 are similar to that of Lemma 6 in [31], so we omit
them. In addition, from Lemma 2.3, the critical points of ¢ — Ay are weak solutions of the problem (1.1).
According to Lemma 2.4, the weak solution of the problem (1.1) is also a classical one.

3. Main results

In this section, our main results are proved by using two kinds of three critical points theorems.
Theorem 3.1. Assume that the following conditions hold:

(H1) There exist positive constants Ko, K1, ..., K, Ly, Lo, ...,Ly, k, Iy, b, ..., 1, withk < pand l; < p,
j=1,2,...,msuch that for all t € [0, 1], u € R,

Fit.u) < Kj(1+ ), =T < Li(1+ ul").
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(H2) There exist r > 0 and it € X such that |[@ll” + p 3, ftj+l gla(n)|rde > pr,
sj

> f "R a)dt > 0, DIt > 0
j=0 VS =1

and the following inequality holds:

sl + 27, [ slawirds .
L= — <A E : (3.1)
"o F () "o ) 7 max F(r,u(n)dt
lul<(pr)?

Then, for every A € A, = (A}, A,), there exists

P AT [ max Fit,u()dt

y = min lul<(pr)? ,
max Tzl(—Jj(u))
lul<(pr)P
AT [0 F i ao)de = e - S [T e@lapdr
2 J;)

such that, for each u € [0,7), the problem (1.1) has at least three classical solutions.

Proof. we need three steps to complete the proof.

Step 1. The functional ¢ is sequentially weakly lower semi-continuous, coercive and its derivative
admits a continuous inverse on X*.

Suppose that {u,} € X, u, — u as n — oo. The continuity and convexity of ||u||” imply ||u||” is
sequentially weakly lower semi-continuous. Moreover, by Lemma 2.1, {u,} is convergent uniformly to
u in C([0, 1]). So

o 1 m £+l 1 m £+l
timinf (i) =l + ) f 8Ol dr 2 Il + f g dt = p(u).
j=0 v5; j=0 Y'5;

Thus, ¢ is a sequentially weakly lower semi-continuous functional. From (2.1), we have ¢(u) > %llullp ,
which shows that ¢(u) — +o0 as ||u|| — +oo. Thus, ¢ is coercive.

Next, we prove that ¢’ admits a continuous inverse on X*. In fact, for any u € X\{0}, by (2.3), we
have

Wy P+ B [ g0l
lli—+eo Jul] T lli—eo T
m Tj+1

S [ g@lulde
= lim [ul”" + ’

ll|—-+o0 2]

= 400,
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which implies that ¢’ is coercive. For any u, v € X,
1
(@) —¢'v)u-v) = f PO OF 2 (1) = IV OF 2V @)l (1) = V' (1))dr
0
m jvl
D f gO(u"u() = O v()(w(r) = v(B))dt.
=0 VS
By [37, Eq (2.2)], there exist constants c,, d, > 0, such that

& (f Pl @) = vopdr+ S [ g0 - vopdr), pz2.

<()0’(u) - ()0’(‘})’ 7 V> Z 1 p(t)lu’(t)—v’(t)|2 m t_]+1 g(l‘)lu(l) V(t)|2
d ( o e+ Lizo Jo Guormaons Pdt) I<p<2

§ {c,, fol POl (1) = v ()|Pdt, p22,

PO’ OV (1)
d fo (' O+ ()2~ ,,dt l<p<?2.

If p > 2, we have
@ W) =g W)u—v) 2 cpllu—vll’. 3.2)
If 1 < p < 2, by the Holder’s inequality, we find that

1 1 p ra2 \2 1 &
b PO’ () = v' (1) ) (f , .
fo POl (1) = v/ (1)] dts( Cwors o) | e @l v .
e) L o' (1) — v (1)) )5
272 d
= ( o (@i + o
It follows from 1 < p < 2 and (3.3) that
2(/7 liip )d 1 % (V= )(1 )d ”u V||2
"(y) — & — - - ") =V ()IPdt| = . 34
W= W= = G e p(fo POl = V) t) Qi+ e O

In view of (3.2) and (3.4), we know ¢’ is uniformly monotone. By [38, Theorem 26.A(d)], we see
that (¢’)~! exists and is continuous on X*.

Step 2./ : X — X is a continuous and compact functional.

Obviously, ¥ is continuous. Next, we mainly prove that ¥ : X — X" is a compact functional.
Assume that u, — u in X as n — oo, then {u,} C X converges uniformly to u in C[0, 1]. Owing to the
functions f; € C((s;,tj+11 X R,R) and I; € (R,R), we have f;(t,u,) — f(t,u) and I;(u,(t;)) — I;(u(t;))
as n — oo. Therefrom, we obtain ¢¥'(u,) — ¥'(u) as n — oco. Thus, ¢’ is strongly continuous on X.
Furthermore, by [38, Proposition 26.2], we can conclude that ¢’ is a compact operator.

Step 3. The conditions (i) and (ii) of Theorem 2.1 are satisfied.
Let u € X with ¢(u) < r, then by (2.1) and Lemma 2.2, we have ¢(u) > %Ilullf7 > j;llullfo. It follows
that

1 i
{fue X :p(u) <r}c {u : ;Ilull‘fo < r} = {u lulle < (pl’)ﬁ}-

AIMS Mathematics Volume 8, Issue 9, 21312-21328.
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In view of 4 > 0, u > 0, we have
sup{yr(u) : p(u) <1} = sup {Z f F(t, u(t))dt — % Z Jju(t;) = p(u) < r}
=0 Y5 =1

<> f max Fj(z,u(z))dz+%‘ max >"(=J(w)).

j=0 ¥YSi lul<(pr)P lul<(pr)? j=1

If max. ZT:[(—JJ'(M)) = 0, then using A < A,, one has
ul<(pr)P

sup{y(u) : p(u) < r} < % (3.5)

If max Z’;lzl(—Jj(u)) > 0, then from u € [0, y), the inequality (3.5) also holds.
ul<(pr)?

On the other hand, by u < vy, we have
=3 f " Fyar - £ Z It > £, (3.6)
Jj=0

By combining (3.5) and (3.6), we get

Y(it) S 1 S sup{y(u) : (u) < r}_
o) A r

Hence, the condition (i) in Theorem 2.1 holds. Finally, we will show that, foreach 4 € A, = (A, A,),
the functional ¢ — Ay is coercive. For any u € X, by (H1), we obtain

t/+1

Z f tﬁlF(t u(t))dt<Z f (1 + o) dr

. (3.7)
<(1+ ||u||’;,)Z Kitjon =) < (1+ ) > Kjtjor = s))
Jj=0 j=0
and
Z( Ju(t ))><ZL D (P < L (1 lulld) < L (1 + ) (3.8)
J=1 Jj=1 j=1

It follows from (3.7) and (3.8) that

W) < (1 + [l ZKUJH )+ 5 D Ly (1 + ull)

j=0

j=1
=3 Kyt1 - 5+ Z“nunzmﬁl ) +5 ZLJHMH
j=0
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Hence,

1 m £js1 m m
LORRUOESTIEDY f gOlu(o)\"de - (A D Kit—sp+u ) L
j=0 Vi =0 j=1

Pl > Kty =5+ ) Lj||u||’f]

j=0 j=1
1 m m m m .
2ol = 4 Kt = ) =1 ) Ly = Al ) Kty =) = 3 Ll
j=0 j=1 j=0 j=1

Notice thatk < pand [; < p, j = 1,2,...,m, we get ¢ — Ay is coercive on X. Therefore, applying
Theorem 2.1, we obtain that the functional ¢ — Ay has at least three different critical points, i.e., the
problem (1.1) has at least three distinct classical solutions. O

We note that the parameter u is positive values in Theorem 3.1. In fact, we can consider negative
values for the parameter u and have the following result.

Theorem 3.2. Assume that the following conditions hold:

(H17) There exist positive constants Ky, K, ..., Ky, L1, Ly, ...,Ly, k, i, b, ..., I, withk < pand l; < p,
j=1,2,....,m, such that for all t € [0, 1], u € R,

Fit.u) < Kj(1+ ), T < L;(1+ul").
(H2*) There exist r > 0 and it € X such that ||i||” + p ZT=O fsz.j” gla(r)|Pde > pr,

> f "R a)dt > 0, DI < 0
=0 V5 =1

and (3.1) holds.
Then, for every A € A, = (A}, A,), there exists

AT, ’ max F(t,u(t)dt - r

' :=min lul<(pr)? ,
max 2 Ji(w)
lul<(pr)P
AT [ F i ade = Halp = Sy [ g@liolrds
ey Jace )

such that, for each u € (y*, 0], the problem (1.1) has at least three classical solutions.

Proof. Similarly to the proof of Theorem 3.1, we can prove that Theorem 3.2 holds. Next, we mainly
demonstrate that the conditions (i) and (ii) of Theorem 2.1 are fulfilled. Since 4 > 0 and u € (y*, 0],
we have

sup(y(u) : p(u) < r} = sup {Z f " Fu(e)d - B ) < gw) < r}
j=0 v5j j=1

AIMS Mathematics Volume 8, Issue 9, 21312-21328.
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m fis1 m
< ZI max F(t, u(t))dt — ad max. Z Jiu) < /Kl’

=0 s spn? l<(pr)? =1
whichholdsif max, ZTZI Jij(u) = Osince A < A, anditisalsotrueforu € (y*,0]if max Zj".’zl Ji(u) > 0.

1 1
lul<(pr)? lul<(pr)?

On the other hand, for u € (y*, 0], we can obtain
=y [ F - S ) > &2
u)= i\ls u - iu i _
=, J pl = J J 1

A simple computation yields

W) 1 suply(u) : 9w < 1)

o) A r
Now, we show that the functional ¢ — Ay is coercive for each 4 € A, = (A;,A,). By (H1*), we can
obtain
D ity < D Li(1+ ). (3.9)
J=1 J=1

For all u € X, combining with (3.7) and (3.9), we have

1 m fisl m m
LORRIOESTIEDY f gOluIPdr = 1Y Ki(tjr = s)+p ) L
j=0 V5

J=0 =1
= Al Y Kty = s) + 1 " Ll
j=0 j=1
1 m m m m .
>l = 4 Kt = )+ 1 ) Ly = Al ) Kiltyen =)+ a 3 Ll
j=0 j=1 j=0 j=1

Since k < pand [; < p, j = 1,2,...,m, the coercivity of the functional ¢ — Ay is obtained.

Theorem 3.3. Suppose that there exist non-negative constants k;, j = 0,1, ...,m, and a function 9(t) €
X\{0}, such that

(H3) max {lim sup %,lim sup Ff(t’u)} <k, j=0,1,..,m
| )

[ulP
|u|—0 ul—

L :/'“ Fi(1,9(0)dt

(H4) pcj max{k;} < TR

0<j<m

Then, for each compact interval [0, 6,] C (piz, pil) (o1 and p, are as defined in Theorem 2.2), there exists
R > 0 satisfying the property: for every A € [0y, 0,], there exists & > 0 such that, for each u € [0, &), the

problem (1.1) has at least three classical solutions u; in X with ||| <R, i = 1,2,3.
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Proof. Define the functionals ¢, w : X — R as follows:

lj+1

m u(t;) m
OEEDY fo Ii()ds, w() =) f F(t, u(n))dt. (3.10)
J=1 j=0

Clearly, ¢ and w are continuous Gateaux differentiable and their Gateaux derivatives are

(@@, vy == > L)),  wew,v) =) f " A umvd,
j=0 V'Si

J=1

respectively, for any v € X. Obviously, the weak solutions to the problem (1.1) are the corresponding
critical points of functional ¢ — u¢ — Aw.

From the proof of Theorem 3.1, ¢ is a coercive, sequentially weakly lower semi-continuous C!
functional whose Gateaux derivative admits a continuous inverse on X*. Analogous to [39], we can
obtain ¢ belongs to I'y. Additionally, we can get that ¢ is bounded on each bounded subset of X.
Assume that M is the bound of a subset of X, i.e, ||u|| < M. Then, by (2.1), we have

1 = j+1 1 1
o(u) = —|ull” + Zf gOlu@)|Pdr < (— + c) [lu||P < (— + c) MP.

Similarly to the proof of Theorem 3.1, we can obtain the derivatives of ¢ and w are compact.
Moreover, ¢ has a strict local minimum 0 with ¢(0) = w(0) = 0.
On the other hand, according to (H3), there exist &, &, > 0, such that

Fi(t,u(®) < kjlu@®)”, tel0,1], |ul € (0,&1) U (&3, +00). (3.11)

By the continuity of F;,j = 0,1,...,m, we know that F;(t,u(?)) is bounded for any |u| € [&}, &].
Thus, we can choose r > 0 and o > p, such that

Fi(t,u() < kjlu@®l + rlu(r)]”, forte[0,1], u€R. (3.12)

Denote k* = max{k;}, by (3.12) and Lemma 2.2, we have

0<j<m

m fisl
NOESY f Fj(t, u()dt < Kllul” + Alull”.
j:() S

Hence,
k*||ull? + v k*||ull? + v
lim sup W) < lim sup ] e [:“u” < lim sup M = pk*. (3.13)
u—0 P u—0 ;”u”l? + Z']’LO ij g(t)lu(t)|”dl u—0 1_7”””1)

In addition, if |u| < &,, then fst_j” Fi(t,u(t))dt < hj, where j = 0,1, ..., m. Then it follows from (3.11)
that :
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. w(u) . 2o fst,jﬂ Fj(t, u(t))dt
lim sup —— <limsup :

woo @) T e Dulp
250 Jues, Filts u(0)dt 250 Juse, Filts u(®)dt
=lim sup / ulf . + lim sup / ”ll o (3.14)
Toh K llull?
<limsup 1’0 ’ 1 p 1” ul *
umee Ll Dule

Combining (3.13) with (3.14), one has

L1 = max {0 lim sup wiu ) m sup (M)} < pk*.
ll—>+00 ¢ (u) ||u||ao o(u)

Furthermore, from (H4), we can obtain

m 1j+
w(u) w(u) Do [ Fit 00)dr
02 = sup = sup > —
ucp=1(0,+00) SD(I/!) ueX\{0} go(u) %”ﬁ(r)”p + 2;(1:0 fs:/ g(t)lﬁ(t)ll’dt

S [0 S [ F 00

> > pk* > py.
19l colollP 1

Therefore, by Theorem 2.2 and Lemma 2.4, for each compact interval [0, 6,] C (iz, )il), there exists
R > 0 satisfying the property: for every A € [0, 8,], there exists & > 0 such that, for each u € [0, £], the
problem (1.1) has at least three classical solutions u; in X with ||| <R, i = 1,2, 3. O

4. Examples

In this section, we illustrate the applications of our main results with two examples.

Example 4.1. Letp(t):g(t):l,m:p:§:2,n:% =0, tlz% —%, h = 172,S2—% t; = 1.
Let us choose the functions
0, u<0,
Fi(u) = {«(u), O<uc<d,

15(1+u%), ¢ <u,

where «(u) is a function which is differentiable and increasing on [0, €] and satisfies x(0) = 0,«(0) =

0.4(1) = 1,k(0) = 15(1 + €3), and K'(0) = £VE, £ = [ 7% ~ 1.1219,

Let us take the function #(#) as

3¢t 1e[0,1),
a(t) = | L, tel3.3],
GBt-1e, re311.
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Through direct calculation, we know that ii € X and ¢(it) = £2¢*. Let r = 5. The inequality (3.1)
of (H2) takes the form
15 15 oI AL

Obviously, we have
2 Tj+1 % 1
Z f Fi(()dt > f Fy(a(n)dt = 3F(£).
j=0 V5 3

45 45
5 =5 P <Fi0=15 (1+65) = 32.8247,

which implies that the inequality (3.1) is satisfied. In addition, we can take /;(s) = %STII, then J;(u) =
' Ii(s)ds = Su't and ¥, Jj((t) = %7 > 0, j = 1,2. Hence, for every

Note that,

1le 143¢? )
36 72, [ FiGade 3F D) |
there exists )
18 — 274F (1) 364X [ Fi(t.a(n)de — 1432
b f%

v = min

7 )
max(—u7)
|ul<1

such that, for each u € [0, y), the problem (1.1) has at least three classical solutions by Theorem 3.1.
Example 4.2. Consider the following problem:

(|’ O’ @) + [u()lu@) = Afijt, u(®)), te€(s;t], j=0,1,
Al ()M’ (21)) = ply(u(ty)),
' Ol () = |’ (DI’ (&), 1 € (4, 51], 4.1)
' (s’ (s7) = [/ (sl (57),
w(©0)=0, u(l)=2u3),
wherep=3,m=1,n=40=sg<ti=np=Lt<si==2<pn=17=2p0=1,g0=1
Choose functions F(t,u) = e "u* and
3t, 1e[0,1),
) =11, te35.5],
3r—1, te(31]

Obviously, F(z,0) = 0 and F(t,u) are all C ! functionals in u. By direct calculation, we obtain

that lim sup £ = lim sup 72 = 0 and [|9]] = 2.6207. Let k* = 0.003 and ¢, = 25 ~ 1.2599. We
|u]— o0 |u|—0
L% Fj(t,9)dt+ f%l Fj(t,9)dt

can verify that T = 0.0117 > 3k* = 0.009. Therefore, all conditions in Theorem 3.3
0

are satisfied. Applying Theorem 3.3, for each compact interval [6,,6,] C (85.4652,111.1111), there
exists R > 0 with the following property: for every A € [0, 6,], there exists & > 0 such that, for each
u € [0, €], the problem (4.1) has at least three classical solutions whose norms are less than R.
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5. Conclusions

In this paper, we investigate a class of three-point boundary value problem of second-order
p-Laplacian differential equations with instantaneous and non-instantaneous impulses. By using
variational methods and two kinds of three critical points theorems, we obtain the non-local boundary
value problem (1.1) has at least three classical solutions. Furthermore, we provide two examples to
illustrate the main results. On the other hand, the study of fractional differential equations has attracted
much attention recently. So, we will study a class of fractional differential equations with three-point
boundary conditions and instantaneous and non-instantaneous impulses in the follow-up work.
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