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1. Introduction

Fixed point theory is concerned with some properties which ensure that a self map \(M\) defined on a set \(B\) admits at least one fixed point. By fixed point of \(M\), we mean a point \(w \in B\) which solves an
operator equation $w = Mw$, known as fixed point equation. Now, let $F(M) = \{w \in B : w = Mw\}$ stand for the set of all fixed points of $M$. The theory of fixed point plays significant role in finding the solutions of problems which arise in different branches of mathematical analysis. For some years now, the advancement of fixed point theory in metric spaces has captured considerable interests from many authors as a result of its applications in many fields such variational inequality, approximation theory and optimization theory.

Banach Contraction principle still remains one of the fundamental theorems in analysis. It states that if $(B, d)$ is a complete metric space and $M : B \to B$ fulfills

$$d(Mf, Mh) \leq ed(f, h),$$

(1.1)

for all $g, h \in B$ with $e \in [0, 1)$, then there exists a unique fixed point of $M$.

Mappings satisfying (1.1) are known as contraction mappings. In 2003, Berinde [10] introduced the class of weak contraction mappings in metric space. This class of mappings are also called almost contraction. He proved that this class of mappings is a superclass of the class of Zamfirescu mapping [53] which properly contains the classes of contraction, Kannan [23] and Chatterjea [11] mappings.

**Definition 1.1.** A map $M : B \to B$ is called almost contraction if some constants $e \in (0, 1]$ and $L \geq 0$ exists such that

$$d(Mf, Mh) \leq ed(f, h) + Ld(f, Mf), \forall f, h \in B.$$  

(1.2)

In [10], Berinde showed that every almost contraction mapping $M$ has a unique fixed point in a complete metric space $(B, d)$. The map $M$ is termed nonexpansive if

$$d(Mg, Mh) \leq d(g, h),$$

(1.3)

for all $g, h \in B$. It is known as quasi-nonexpansive mapping if $F(M) \neq \emptyset$ and

$$d(Mg, w) \leq d(g, w),$$

(1.4)

for all $g \in B$ and $w \in F(M)$. Due to the numerous applications of nonexpansive mappings in mathematics and other related fields, in recent years, their extensions and generalizations in many directions have been studied by different authors, see [7, 40–42, 44].

In 2008, Suzuki [44] studied a class of mapping called the generalized nonexpasive mappings (or mappings satisfying condition $(C)$). The author studied the existence and convergence analysis of mappings satisfying condition $(C)$.

**Definition 1.2.** A map $M : B \to B$ is said to satisfy condition $(C)$ if

$$\frac{1}{2}d(f, Mf) \leq d(f, h) \Rightarrow d(Mf, Mh) \leq d(f, h), \forall f, h \in B.$$  

(1.5)

In 2011, Garchía-Falset et al. [20] introduced a general class of nonexpansive mappings as follows:

**Definition 1.3.** A mapping $M : B \to B$ is said to satisfy condition $E_\mu$, if there exists $\mu \geq 1$ such that

$$d(f, Mh) \leq \mu d(f, Mf) + d(f, h),$$

(1.6)

for all $f, h \in B$. Now, $M$ is said satisfy the condition $E$ whenever $M$ satisfies the condition $E_\mu$ for some $\mu \geq 1$. 
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Remark 1.4. As shown in [40], the classes of generalized $\alpha$-nonexpansive mappings [42], Reich-Suzuki nonexpansive mappings [41], Suzuki generalized nonexpansive mappings [44], generalized $\alpha$-Reich-Suzuki nonexpansive mapping [40] are properly included in the class of mappings satisfying (1.6).

The celebrated Banach contraction principle works with Picard iteration process. This principle has some limitations when higher mappings are considered. To get a better rate of convergence and overcome these limitations, several authors have studied different iteration processes. Some of these prominent iteration processes include: Mann [31], Ishikawa [26], Noor [32], S [3], Abbas [1], Thakur [46], Picard-S [22], M [48] iteration processes etc. In [3], the authors showed that S-iterative scheme converges at the same rate as that of Picard iterative algorithm and faster than Mann iteration process. In [1], it is shown that Abbas iteration method converges faster than Picard, Mann [31] and S-iteration [3] processes. In 2016, Thakur et al. [46] defined a new iterative process. It was shown by the authors that their method enjoys a better speed of convergence than Mann [31], Ishikawa [26], Noor [32], S [3] and Abass [1] iteration processes. In 2021, the JK iteration process was constructed by Ahmad et al. [4] for mappings satisfying condition (C). In [4,5], the authors showed that JK iteration process converges faster than Mann [31], Ishikawa [26], Noor [32], S [3], Abbas [1] and Thakur [46] iteration processes for mappings satisfying condition (C) and generalized $\alpha$-nonexpansive mappings, respectively.

Recently, the following four steps iteration process known as the AH iteration process was introduced by Ofem et al. [33] in Banach spaces.

\[
\begin{align*}
    f_1 &\in \mathcal{B}, \\
    q_k &= (1 - \delta_k)f_k + \delta_k Mf_k, \\
    v_k &= M^2q_k, \\
    h_k &= M^2v_k, \\
    f_{k+1} &= (1 - m_k)h_k + m_k Mh_k,
\end{align*}
\]

where \(\{m_k\}\) and \(\{\delta_k\}\) are sequences in \((0, 1)\). It was analytically shown in [33] that AH iterative algorithm (1.7) converges faster than JK iteration process [4] for contractive-like mappings. Furthermore, they showed numerically that AH iteration process (1.7) converges faster than several existing iteration processes for contractive-like mappings and Reich-Suzuki nonexpansive mappings, respectively.

Motivated by the above results, in this article, we construct the hyperbolic space version AH iteration process (3.1). Furthermore, we prove that the modified iteration process is data dependent for almost contraction mappings. We study several strong and $\Delta$-convergence analysis of AH iterative scheme for mappings enriched with condition \((E)\). Some numerical examples of the mappings enriched with condition \((E)\) are provided to show the efficiency of our method over some existing methods. Finally, we apply our main results in solving nonlinear integral equation with two delays. Since hyperbolic spaces are more general than Banach spaces and by Remark 1.4 the class of mappings enriched with condition \((E)\) is a super-class of those considered in Ahmad et al. [4, 5] and Ofem et al. [33], it follows that our results will generalize and extend the results of Ahmad [4, 5], Ofem et al. [33] and so many other existing results of well known authors.

2. Preliminaries

Throughout this paper, we will let $\mathbb{N}$ denote the set of natural numbers, $\mathbb{R}$ the set of real numbers and $\mathbb{C}$ the set of complex numbers. Any given space that is endowed with some convexity structure is
an important tool for solving the operator equation $w = Mw$. Since every Banach space is a vector space, it follows that a Banach space naturally inherits the convexity structure. On the other hand, metric spaces do not naturally enjoy this convex structure.

In [45], Takahashi developed the concept convex metric spaces and further investigated the fixed points of certain mappings in the setting of such spaces. It is well known that convex metric spaces contains all normed spaces as well as their convex subsets. But there are many examples of convex metric spaces which are not embedded in any normed space [45]. For some decades now, many authors have been introduced convex structures in metric spaces. The following $W$-hyperbolic spaces was introduced by Kohlenbach [25]:

**Definition 2.1.** A $W$-hyperbolic space $(M, d, W)$ is a metric space $(B, d)$ together with a convexity mapping $W : B^2 \times [0, 1] \to B$ satisfying the following properties:

1. $d(q, W(f, h, \alpha)) \leq (1 - \alpha)d(q, f) + \alpha d(q, h)$
2. $d(W(f, h, \alpha), W(f, h, \beta)) = |\alpha - \beta|d(f, h)$
3. $W(f, h, \alpha) = W(h, f, 1 - \alpha)$
4. $d(W(f, q, \alpha), W(h, p, \alpha)) \leq (1 - \alpha)d(f, h) + \alpha d(q, p)$

for all $f, h, q, p \in B$ and $\alpha, \beta \in [0, 1]$.

Suppose $(B, d, W)$ fulfils only condition (1), then $(M, d, W)$ becomes the convex metric space considered by Takahashi [45]. It is well known that every hyperbolic space is a convex metric space but converse is not generally true [14].

Normed linear space, CAT(0) spaces, the Hilbert ball and Busseman spaces are important examples of $W$-hyperbolic spaces [52].

A hyperbolic space $(B, d, W)$ is known as uniformly convex [12], if for $f, h, q \in B$, $\varepsilon \in (0, 2]$ and $r > 0$, it follows that a constant $\gamma \in (0, 1]$ exists with $d(f, h) \leq r$, $d(q, f) \leq r$, and $d(h, q) \geq \varepsilon r$. Then, we get

$$d\left(W\left(h, q, \frac{1}{2}\right), f\right) \leq (1 - \gamma)r.$$  

The modulus of uniform convexity [56], of $B$ is a mapping $\xi : (0, \infty) \times (0, 2] \to (0, 1]$ which gives $\gamma = \xi(r, \varepsilon)$ for any $r > 0$ and $\varepsilon \in (0, 2]$. We call $\xi$ monotone if it decreases with $r$ (for fixed $\varepsilon$), see [56].

A nonempty subset $D$ of a hyperbolic space $B$ is called convex if $W(f, h, \alpha) \in D$ for all $f, h \in D$ and $\alpha \in [0, 1]$. If $f, h \in B$ and $\alpha \in [0, 1]$, then we denote $W(f, h, \alpha)$ by $(1 - \alpha)f \oplus \alpha h$. It is shown in [28] that any normed space $(B, \|\|)$ is a hyperbolic with $(1 - \alpha)f \oplus \alpha h = (1 - \alpha)f + \alpha h$. This implies that the class of uniformly convex hyperbolic spaces is a natural generalization of the class of uniformly convex Banach spaces.

The concept of $\Delta$-convergence in the setting of general metric space was introduced by Lim [30]. This concept of convergence was used by Kirk and Panyanak [24] to proved some results in CAT(0) spaces that are analogous of some Banach space results involving weak convergence. Furthermore, $\Delta$-convergence results of the Picard, Mann [31] and Ishikawa [26] iteration processes in CAT(0) spaces were obtained by Dhompongsa and Panyanak [17]. In recent years, a number of articles concerning $\Delta$-convergence have been published (see [2, 19, 21, 27, 34, 52] and the references therein). To define $\Delta$-convergence, we consider the following concept.
Let \( \{f_k\} \) be a sequence which is bounded in a hyperbolic space \( \mathcal{B} \). A function \( r(., \{f_k\}) : \mathcal{B} \rightarrow [0, \infty) \) can be defined by
\[
r(f, \{f_k\}) = \limsup_{k \to \infty} d(f, f_k), \quad \text{for all} \quad f \in \mathcal{B}.
\]

An asymptotic radius of a bounded sequence \( \{f_k\} \) with respect to a nonempty subset \( \mathcal{D} \) of \( \mathcal{B} \) is denoted and defined by
\[
r_\mathcal{D}(\{f_k\}) = \limsup_{k \to \infty} \inf\{r(f, \{f_k\}) : f \in \mathcal{D}\}.
\]

An asymptotic center of a bounded sequence \( \{f_k\} \) with respect to a nonempty subset \( \mathcal{D} \) of \( \mathcal{B} \) is denoted and defined by
\[
A_\mathcal{D}(\{f_k\}) = \{f \in \mathcal{B} : r(f, \{f_k\}) \leq r(h, \{f_k\}), \text{ for all } h \in \mathcal{D}\}.
\]

Suppose the asymptotic radius of the asymptotic center are taken with respect \( \mathcal{B} \), then these are simply denoted by \( r(\{f_k\}) \) and \( A(\{f_k\}) \), respectively. Generally, \( A(\{f_k\}) \) may be empty or may even have infinitely many points, see \([2, 19, 21, 27, 52, 56]\).

The following lemmas, definitions and proposition will be useful in our main results.

**Definition 2.2.** \([24]\) The sequence \( \{f_k\} \) in \( \mathcal{B} \) is said to be \( \Delta \)-convergent to a point \( f \in \mathcal{B} \) if \( f \) is the unique asymptotic center of every sub-sequence \( \{f_{k_j}\} \) of \( \{f_k\} \). For this, we write \( \Delta \lim_{k \to \infty} f_k = f \) and call \( f \) the \( \Delta \)-limit of \( \{f_k\} \).

**Lemma 2.3.** \([28]\) In a complete uniformly hyperbolic space \( \mathcal{B} \) with monotone modulus of convexity \( \xi \), it is well known that every bounded sequence \( \{f_k\} \) has a unique asymptotic center with respect to every nonempty closed convex subset \( \mathcal{D} \) of \( \mathcal{B} \).

**Lemma 2.4.** \([29]\) Let \( (\mathcal{B}, d, \mathcal{W}) \) be a complete uniformly convex hyperbolic space with a monotone modulus of convexity \( \xi \). Assume \( f \in \mathcal{B} \) and \( \{\alpha_k\} \) is a sequence in \([n, m]\) for some \( n, m \in (0, 1) \). Suppose \( \{f_k\} \) and \( \{h_k\} \) are sequences in \( \mathcal{B} \) such that \( \limsup_{k \to \infty} d(f_k, f) \leq a \), \( \limsup_{k \to \infty} d(h_k, f) \leq a \), \( \lim_{k \to \infty} d(\mathcal{W}(f_k, h_k, \alpha_k), f) = a \) for some \( a \geq 0 \), then
\[
\lim_{k \to \infty} d(f_k, h_k) = 0.
\]

**Lemma 2.5.** \([47]\) Let \( \{a_k\} \) be a non–negative sequence for which one assumes that there exists an \( n_0 \in \mathbb{N} \) such that, for all \( k \geq n_0 \),
\[
a_{k+1} = (1 - \sigma_k) a_k + \sigma_k g_k
\]
is satisfied, where \( \sigma_k \in (0, 1) \) for all \( k \in \mathbb{N} \), \( \sum_{k=0}^{\infty} \sigma_k = \infty \) and \( g_k \geq 0 \) \( \forall k \in \mathbb{N} \). Then the following holds:
\[
0 \leq \limsup_{k \to \infty} a_k \leq \limsup_{k \to \infty} g_k.
\]

**Definition 2.6.** \([47]\) Let \( \mathcal{M}, \mathcal{S} : \mathcal{B} \rightarrow \mathcal{B} \). Then \( \mathcal{S} \) is an approximate operator of \( \mathcal{M} \) if for all \( \epsilon > 0 \), implies that \( d(\mathcal{M}f, \mathcal{S}f) \leq \epsilon \) holds for any \( f \in \mathcal{B} \).

**Proposition 2.7.** \([20]\) Let \( \mathcal{M} : \mathcal{B} \rightarrow \mathcal{B} \) be a mapping which satisfies the condition \( (E) \) with \( F(\mathcal{M}) \neq \emptyset \), then \( \mathcal{M} \) is quasi-nonexpansive.

**Lemma 2.8.** \([43]\) Let \( \mathcal{D} \) be a subset of \( (\mathcal{B}, d, \mathcal{W}) \). A mapping \( \mathcal{M} : \mathcal{D} \rightarrow \mathcal{D} \) is said to fulfil the condition \( (I) \) if a non-decreasing function \( \varrho : [0, \infty) \rightarrow [0, \infty) \) exists with \( \varrho(0) = 0 \) such that \( \varrho(r) > 0 \) for any \( r \in (0, \infty) \) we have \( d(f, \mathcal{M}f) \leq \varrho(\text{dist}(f, F(\mathcal{M}))) \) for all \( f \in \mathcal{D} \), where \( \text{dist}(f, F(\mathcal{M})) \) stands for the distance of \( f \) from \( F(\mathcal{M}) \).
3. Main results

Throughout the remaining part of this article, let \((\mathcal{B}, d, \mathcal{W})\) denote a complete uniformly convex hyperbolic space with a monotone modulus of convexity \(\xi\) and \(\mathcal{D}\) be a nonempty closed convex subset of \(\mathcal{B}\).

In this section, we construct a modified form of AH iteration process (1.7) in hyperbolic spaces as follows:

\[
\begin{align*}
  f_1 & \in \mathcal{D}, \\
  q_k &= \mathcal{W}(f_k, Mf_k, \delta_k) \\
  v_k &= M^2 q_k, \\
  h_k &= M^2 v_k, \\
  f_{k+1} &= \mathcal{W}(h_k, Mh_k, m_k)
\end{align*}
\]

where \(\{m_k\}, \{\delta_k\}\) are sequences in \((0, 1)\) and \(M\) is a mapping enriched with condition \((E)\).

3.1. Data dependence result

In this section, we show the data dependence result of the iteration process (3.1) for almost contraction mappings. The following convergence theorem will be useful in obtaining the data dependence result.

**Theorem 3.1.** Let \(\mathcal{D}\) be a nonempty, closed and convex subset of hyperbolic space \(\mathcal{B}\) and \(M : \mathcal{D} \to \mathcal{D}\) an almost contraction mapping. If the \(\{f_k\}\) is the sequence defined by (3.1), then \(\lim_{k \to \infty} f_k = w\), where \(w \in F(M)\).

**Proof.** Suppose that \(w \in F(M)\), from (1.2), (3.1) and Proposition 2.7, we have

\[
d(q_k, w) = d(\mathcal{W}(f_k, Mf_k, \delta_k), w) \\
\leq (1 - \delta_k)d(f_k, w) + \delta_k d(Mf_k, w) \\
\leq (1 - \delta_k)d(f_k, w) + \delta_k ed(f_k, w) \\
= (1 - (1 - e)\delta_k)d(f_k, w).
\]

(3.2)

Since \(\delta_k \in (0, 1), e \in [0, 1]\) then \(0 < (1 - (1 - e)\delta_k) \leq 1\), thus (3.2) yields

\[
d(q_k, w) \leq d(f_k, w). \tag{3.3}
\]

Also, by (3.1) and (3.3), we have

\[
d(v_k, w) = d(M^2 q_k, w) \\
= d(M(Mq_k, w)) \\
\leq ed(Mq_k, w) \\
\leq e^2 d(q_k, w) \\
\leq e^2 d(f_k, w). \tag{3.4}
\]

*AIMS Mathematics* Volume 8, Issue 7, 14919–14950.
Again, from (3.1) and (3.4), we get
\[
d(h_k, w) = d(M^2 v_k, w) \\
= d(M(M) v_k, w) \\
\leq e d(Mv_k, w) \\
\leq e^2 d(v_k, w) \\
\leq e^4 d(f_k, w).
\] (3.5)

Finally, using (3.1) and (3.5), we obtain
\[
d(f_{k+1}, w) = d(W(h_k, Mh_k, m_k), w) \\
\leq (1 - m_k) d(h_k, w) + m_k e d(Mh_k, w) \\
\leq (1 - m_k) d(h_k, w) + m_k e d(h_k, w) \\
= (1 - (1 - e) \delta_k) d(h_k, w) \\
\leq e^4 d(f_k, w).
\] (3.6)

Inductively, we obtain
\[
d(f_{k+1}, w) \leq e^{4(k+1)} d(f_0, w).
\]

Since \(0 \leq e < 1\), it follows that \(\lim_{k \to \infty} f_k = w\). \(\square\)

**Theorem 3.2.** Let \(D, B\) and \(M\) be same as defined in Theorem 3.1. Let \(S\) an approximate operator of \(M\) and \(\{f_k\}\) a sequence defined by (3.1). We define an iterative sequence \(\{x_k\}\) for an almost contraction mapping \(M\) as follows:

\[
\begin{align*}
x_1 \in D, \\
z_k &= W(x_k, Sx_k, \delta_k) \\
w_k &= S^2 z_k \\
y_k &= S^2 w_k \\
x_{k+1} &= W(y_k, Sy_k, m_k)
\end{align*}
\] (3.7)

where \(\{m_k\}\) and \(\{\delta_k\}\) are sequences in \((0, 1)\) satisfying \(\frac{1}{2} \leq m_k, k \in \mathbb{N}\) and \(\sum_{k=0}^{\infty} m_k = \infty\). If \(Mw = w\) and \(St = t\) such that \(x_k \to t\) as \(k \to \infty\), then we have
\[
d(w, t) \leq \frac{11 \epsilon}{1 - e},
\]
where \(\epsilon\) is a fixed number.

**Proof.** Using (1.2), (3.1) and (3.7), we have
\[
d(q_k, z_k) = d(W(q_k, Mf_k, \delta_k), W(x_k, Mx_k, \delta_k)) \\
\leq (1 - \delta_k) d(f_k, x_k) + \delta_k d(Mf_k, Sx_k) \\
\leq (1 - \delta_k) d(f_k, x_k) + \delta_k d(Mf_k, Mx_k) + \delta_k d(Mx_k, Sx_k)
\]
\[
\begin{align*}
  &\leq (1 - \delta_k)d(f_k, x_k) + \delta_k d(f_k, x_k) + \delta_k Ld(f_k, Mf_k) + \delta_k \epsilon \\
  &\leq [1 - (1 - e)\delta_k]d(f_k, x_k) + \delta_k L(1 + e) d(f_k, w) + \delta_k \epsilon \tag{3.8}
\end{align*}
\]

\[
\begin{align*}
  d(v_k, w_k) &\quad = d(M^2 q_k, S^2 z_k) \\
  &\quad = d(M(Mq_k), S(Sz_k)) \\
  &\quad \leq d(M(Mq_k), M(Sz_k)) + d(M(Sz_k), S(Sz_k)) \\
  &\quad \leq e d(Mq_k, Sz_k) + Ld(Mq_k, M(Mq_k)) + \epsilon \\
  &\quad \leq e^2 d(q_k, z_k) + eLd(q_k, Mq_k) + \epsilon \\
  &\quad + L(d(Mq_k, w) + d(w, M(Mq_k))) + \epsilon \\
  &\quad \leq e^2 d(q_k, z_k) + eL(1 + e) d(q_k, w) \\
  &\quad + e\epsilon + L e(1 + e) d(q_k, w) + \epsilon \tag{3.9}
\end{align*}
\]

\[
\begin{align*}
  d(h_k, y_k) &\quad = d(M^2 v_k, S^2 w_k) \\
  &\quad = d(M(Mv_k), S(Sw_k)) \\
  &\quad \leq d(M(Mv_k), M(Sw_k)) + d(M(Sw_k), S(Sw_k)) \\
  &\quad \leq e d(Mv_k, Sw_k) + Ld(Mv_k, M(Mv_k)) + \epsilon \\
  &\quad \leq e d(Mv_k, Mw_k) + d(Mw_k, Sw_k) \\
  &\quad \quad + Ld(Mv_k, M(Mv_k)) + \epsilon \\
  &\quad \leq e^2 d(v_k, w_k) + eLd(v_k, Mv_k) + \epsilon \\
  &\quad + L(d(Mv_k, w) + d(w, M(Mv_k))) + \epsilon \\
  &\quad \leq e^2 d(v_k, w_k) + eL(1 + e)d(v_k, w) \\
  &\quad + e\epsilon + L e(1 + e) d(v_k, w) + \epsilon \tag{3.10}
\end{align*}
\]

\[
\begin{align*}
  d(f_{k+1}, x_{k+1}) &\quad = d(W(h_k, Mh_k, m_k), W(y_k, My_k, m_k)) \\
  &\quad \leq (1 - m_k)d(h_k, y_k) + m_k d(Mh_k, Sy_k) \\
  &\quad \leq (1 - m_k)d(h_k, y_k) + m_k d(Mh_k, My_k) + m_k d(My_k, Sy_k) \\
  &\quad \leq (1 - m_k)d(h_k, y_k) + m_k e d(h_k, y_k) + m_k Ld(h_k, Mh_k) + \delta_k \epsilon \\
  &\quad \leq [1 - (1 - e)m_k]d(h_k, y_k) + \delta_k L(1 + e) d(h_k, w) + m_k \epsilon \tag{3.11}
\end{align*}
\]

Using (3.8)–(3.11), we have

\[
\begin{align*}
  d(f_{k+1}, x_{k+1}) &\quad \leq e^4 \left[1 - (1 - e)m_k\right]\left[1 - (1 - e)\delta_k\right]d(f_k, x_k)
\end{align*}
\]
\[+e^4 \delta_k[1 - (1 - e)m_k]L(1 + e)d(f_k, w) + \delta_k[1 - (1 - e)m_k]e^2[1 - (1 - e)m_k]L(1 + e)d(q_k, w) + e^2[1 - (1 - e)m_k]e^2[1 - (1 - e)m_k]L(1 + e)d(v_k, w) + e[1 - (1 - e)m_k]e^2[1 - (1 - e)m_k]Le(1 + e)d(q_k, w) + e^2[1 - (1 - e)m_k]Le(1 + e)d(v_k, w) + [1 - (1 - e)m_k]e + m_k L(1 + e)d(h_k, w) + m_k e \]
\[= e^4 [1 - (1 - e)m_k][1 - (1 - e)\delta_k]d(f_k, x_k) + e^4 \delta_k[1 - (1 - e)m_k]L(1 + e)d(f_k, w) + \delta_k e^2[1 - (1 - e)m_k]L(1 + e)d(q_k, w) + e^2[1 - (1 - e)m_k]Le(1 + e)d(q_k, w) + e^2 + e[1 - (1 - e)m_k]L(1 + e)d(v_k, w) + e + [1 - (1 - e)m_k]Le(1 + e)d(v_k, w) + e + m_k L(1 + e)d(h_k, w).\] (3.12)

Since \(\{m_k\}, \{\delta_k\} \in (0, 1)\) and \(e \in (0, 1)\), then it follows that \((e - 1) \leq 0\), \([1 - (1 - e)m_k] \leq 1\) and \([1 - (1 - e)\delta_k] \leq 1\). Therefore, (3.12) becomes

\[
d(f_{k+1}, x_{k+1}) \leq [1 - (1 - e)m_k]d(f_k, x_k) + L(1 + e)d(f_k, w) + L(1 + e)d(q_k, w) + L(1 + e)d(v_k, w) + m_k L(1 + e)d(h_k, w) + m_k e + 5e
\]
\[
= [1 - (1 - e)m_k]d(f_k, x_k) + L(1 + e)d(f_k, w) + L(1 + e)^2d(q_k, w) + L(1 + e)^2d(v_k, w) + m_k L(1 + e)d(h_k, w) + m_k e + 5e.\] (3.13)

Since \(\frac{1}{2} \leq m_k, \forall k \geq 1\), then \(1 \leq 2m_k, \forall k \geq 1\). Thus, (3.13) becomes

\[
d(f_{k+1}, x_{k+1}) \leq [1 - (1 - e)m_k]d(f_k, x_k) + 2m_k L(1 + e)d(f_k, w) + 2m_k L(1 + e)^2d(q_k, w) + 2m_k L(1 + e)^2d(v_k, w) + m_k L(1 + e)d(h_k, w) + m_k e + 10m_k e
\]
\[
= [1 - (1 - e)m_k]d(f_k, x_k) + m_k(1 - e) \times \left\{ \frac{2L(1 + e)d(f_k, w) + 2L(1 + e)^2d(q_k, w) + 2L(1 + e)^2d(v_k, w) + m_k L(1 + e)d(h_k, w) + 11e}{1 - e} \right\}.\] (3.14)

Therefore,

\[a_{k+1} = (1 - \sigma_k)a_k + \sigma_k g_k,\]

where

\[a_{k+1} = d(f_{k+1}, x_{k+1}),\]

\[\sigma_k = (1 - e)m_k \in (0, 1),\]

and

\[g_k = \frac{2L(1 + e)d(f_k, w) + 2L(1 + e)^2d(q_k, w) + 2L(1 + e)^2d(v_k, w) + m_k L(1 + e)d(h_k, w) + 11e}{1 - e} \geq 0.\]
From Theorem 3.1, we have that \( \lim_{k \to \infty} d(f_k, w) = \lim_{k \to \infty} d(h_k, w) = \lim_{k \to \infty} d(v_k, w) = \lim_{k \to \infty} d(q_k, w) = 0 \). By the hypothesis \( x_k \to t \) as \( k \to \infty \) and using Lemma 2.5, we obtain
\[
d(w, t) \leq \frac{11 \epsilon}{1 - \epsilon}.
\]
This completes the proof. \( \square \)

### 3.2. Strong and \( \triangle \)-converge results

Now, we obtain the strong and \( \triangle \)-convergence results of (3.1). To obtain these results, we will use the following lemmas.

**Lemma 3.3.** Let \( D \) and \( B \) be same as defined in Theorem 3.2 and Let \( M : D \to D \) be a mapping enriched with the condition (E) such that \( F(M) \neq \emptyset \). Suppose \( \{f_k\} \) is the sequence iteratively generated by (3.1). Then, \( \lim_{k \to \infty} d(f_k, w) \) exists for all \( w \in F(M) \).

**Proof.** Assume that \( w \in F(M) \). From Proposition 2.7 and (3.1), we have
\[
d(q_k, w) = d(W(f_k, Mf_k, \delta_k), w) \\
\leq (1 - \delta_k)d(f_k, w) + \delta_k d(Mf_k, w) \\
\leq (1 - \delta_k)d(f_k, w) + \delta_k d(f_k, w) \\
= d(f_k, w). \tag{3.15}
\]

From (3.15) and (3.1), we have
\[
d(v_k, w) = d(M^2q_k, w) \\
= d(M(M)q_k, w) \\
\leq d(Mq_k, w) \\
\leq d(q_k, w) \\
\leq d(f_k, w). \tag{3.16}
\]

Using (3.16) and (3.1), we get
\[
d(h_k, w) = d(M^2v_k, w) \\
= d(M(M)v_k, w) \\
\leq d(Mv_k, w) \\
\leq d(v_k, w) \\
\leq d(f_k, w). \tag{3.17}
\]

Finally, (3.17) and (3.1), we obtain
\[
d(f_{k+1}, w) = d(W(h_k, Mh_k, m_k), w) \\
\leq (1 - m_k)d(h_k, w) + \delta_k d(Mh_k, w)
\]
\begin{align*}
\leq (1 - m_k) d(h_k, w) + m_k d(h_k, w) \\
= d(h_k, w). \tag{3.18}
\end{align*}

This shows that \( \{d(f_k, w)\} \) is a non-increasing sequence which is bounded below. Thus, \( \lim_{k \to \infty} d(f_k, w) \) exists for each \( w \in F(M) \).

**Lemma 3.4.** Let \( D, \mathcal{B} \) and \( M \) be same as defined in Lemma 3.3. Let \( \{f_k\} \) be the sequence defined by (3.1). Then, \( F(M) \neq \emptyset \) if and only if \( \{f_k\} \) is bounded and \( \lim_{k \to \infty} d(f_k, Mf_k) = 0 \).

**Proof.** Assume that \( \{f_k\} \) is a bounded sequence with \( \lim_{k \to \infty} d(f_k, Mf_k) = 0 \). Let \( w \in A(D, \{f_k\}) \). By the definition of asymptotic radius, we have

\[ r(Mw, \{f_k\}) = \limsup_{k \to \infty} d(f_k, Mw). \]

Since \( M \) is a mapping which satisfies condition \( (E) \), we obtain

\[ r(Mw, \{f_k\}) = \limsup_{k \to \infty} d(f_k, Mw) \leq \mu \limsup_{k \to \infty} d(Mf_k, f_k) + \limsup_{k \to \infty} d(f_k, w) = r(w, \{f_k\}). \]

Recalling the uniqueness of the asymptotic center of \( \{f_k\} \), we get \( Mw = w \).

Conversely, let \( F(M) \neq \emptyset \) and \( w \in F(M) \). Then by Lemma 3.3, \( \lim_{k \to \infty} d(f_k, w) \) exists. Now, suppose

\[ \lim_{k \to \infty} d(f_k, w) = c. \tag{3.19} \]

From (3.15), (3.16) and (3.19), it follows that

\[ \limsup_{k \to \infty} d(v_k, w) \leq c, \tag{3.20} \]
\[ \limsup_{k \to \infty} d(q_k, w) \leq c. \tag{3.21} \]

Using Proposition 2.7, we get

\[ \limsup_{k \to \infty} d(Mf_k, w) \leq \limsup_{k \to \infty} d(f_k, w) = c. \tag{3.22} \]

By Lemma 3.3 and (3.1), one obtains

\begin{align*}
d(f_{k+1}, w) &= d(W(f_k, Mh_k, m_k), p) \\
&\leq (1 - m_k) d(f_k, w) + m_k d(Mh_k, w) \\
&\leq (1 - m_k) d(f_k, w) + m_k d(h_k, w) \\
&= (1 - m_k) d(f_k, w) + m_k d(M^2 v_k, w) \\
&= (1 - m_k) d(f_k, w) + m_k d(M(M) v_k, w) \\
&\leq (1 - m_k) d(f_k, w) + m_k d(M v_k, w)
\end{align*}
\[ \leq (1 - m_k)d(f_k, w) + m_k d(v_k, w) \]
\[ = (1 - m_k)d(f_k, w) + m_k d(M^2 q_k, w) \]
\[ = (1 - m_k)d(f_k, w) + m_k d(M(M) q_k, w) \]
\[ \leq (1 - m_k)d(f_k, w) + m_k d(q_k, w) \]
\[ \leq (1 - m_k)d(f_k, w) + m_k d(q_k, w). \]  
(3.23)

From (3.23), it follows that
\[ d(f_{k+1}, w) - d(f_k, w) \leq \frac{d(f_{k+1}, w) - d(f_k, w)}{m_k} \leq d(q_k, w) - d(f_k, w). \]  
(3.24)

Thus,
\[ c \leq \liminf_{k \to \infty} d(q_k, w). \]  
(3.25)

From (3.21) and (3.25), we get
\[ c = \lim_{k \to \infty} d(q_k, w). \]  
(3.26)

Using (3.1) and (3.26), we have
\[ c = \lim_{k \to \infty} d(q_k, w) = \lim_{k \to \infty} d(W(f_k, M f_k, \delta_k), w). \]  
(3.27)

So, from Lemma 2.4 we have
\[ \lim_{k \to \infty} d(f_k, M f_k) = 0. \]
\[ \Box \]

Now, we show the $\Delta$-convergence result of the iteration process (3.1) for class of mappings enriched with condition (E).

**Theorem 3.5.** Let $\mathcal{D}$, $\mathcal{B}$ and $\mathcal{M}$ be same as in Theorem 3.4 such that $F(\mathcal{M}) \neq \emptyset$. Let $\{f_k\}$ is the sequence defined by (3.1). Then, $\{f_k\}$ $\Delta$-converges to a fixed point of $\mathcal{M}$.

**Proof.** By Lemma 3.3, we know that $\{f_k\}$ is a bounded sequence. It follows that $\{f_k\}$ has a $\Delta$-convergent sub-sequence. Now, we show that every $\Delta$-convergent sub-sequence of $\{f_k\}$ has a unique $\Delta$-limit in $\mathcal{F}(\mathcal{M})$. Let $y$ and $z$ stand for the $\Delta$-limits of the subsequences $\{f_k\}$ and $\{f_j\}$ of $\{f_k\}$, respectively. Recalling Lemma 2.3, we have $A(\mathcal{D}, \{f_k\}) = \{y\}$ and $A(\mathcal{D}, \{f_j\}) = \{z\}$. From Lemma 3.4, it follows that $\lim_{k \to \infty} d(f_k, M f_k) = 0$ and $\lim_{j \to \infty} d(f_j, M f_j) = 0$. We assume that $w \in F(\mathcal{M})$. Again, we know that
\[ r(\{f_k\}, M w) = \limsup_{i \to \infty} d(f_k, M y). \]

Since $\mathcal{M}$ is a mapping which satisfies condition (E), we obtain
\[ r(\{f_k\}, M y) = \limsup_{i \to \infty} d(f_k, M y) \]
\[ \leq \mu \limsup_{i \to \infty} d(M f_k, f_i) + \limsup_{i \to \infty} d(f_k, y) \]
\[ \leq \limsup_{i \to \infty} d(f_k, y) = r(y, \{f_k\}). \]
From the uniqueness of the asymptotic center, we know that $Mw = w$. Now, it is left to prove that $w = z$. We claim that $w \neq z$ and then from the uniqueness of asymptotic center, it follows that

$$
\limsup_{k \to \infty} d(f_k, y) = \limsup_{i \to \infty} d(f_k, y) < \limsup_{j \to \infty} d(f_k, z)
$$

$$\leq \limsup_{k \to \infty} d(f_k, z) = \limsup_{j \to \infty} d(f_k, z)
$$

$$< \limsup_{j \to \infty} d(f_k, y) = \limsup_{k \to \infty} d(f_k, y),
$$

which is clearly a contradiction. Therefore, $y = z$ and hence, $\{f_k\}$ $\Delta$-converges to a point of $M$. □

Next, prove some strong convergence theorems as follows:

**Theorem 3.6.** Let $\mathcal{D}$, $\mathcal{B}$ and $\mathcal{M}$ be same as in Theorem 3.4 such that $F(\mathcal{M}) \neq \emptyset$. If $\{f_k\}$ is the sequence iteratively generated by (3.1). Then, $\{f_k\}$ converges strongly to a fixed point of $\mathcal{M}$ if and only if $\liminf_{k \to \infty} \text{dist}(f_k, F(\mathcal{M})) = 0$, where $\text{dist}(f_k, F(\mathcal{M})) = \inf\{d(f_k, w) : w \in F(\mathcal{M})\}$.

**Proof.** If $\liminf_{k \to \infty} \text{dist}(f_k, F(\mathcal{M})) = 0$. By Lemma 3.3, it follows that $\liminf_{k \to \infty} d(f_k, F(\mathcal{M})) = 0$. Thus,

$$\lim_{k \to \infty} d(f_k, F(\mathcal{M})) = 0. \tag{3.28}$$

From (3.28), a sub-sequence $\{f_{k_i}\}$ of $\{f_k\}$ exists with $d(f_{k_i}, t_i) \leq \frac{1}{2^i}$ for all $i \geq 1$, where $\{t_i\}$ is a sequence in $F(\mathcal{M})$. In view of Lemma 3.3, we obtain

$$d(f_{k_{i+1}}, t_i) \leq d(f_{k_i}, t_i) \leq \frac{1}{2^i}. \tag{3.29}$$

Using (3.29), we have

$$d(t_{i+1}, t_i) \leq d(t_{i+1}, f_{k_{i+1}}) + d(f_{k_{i+1}}, t_i) \leq \frac{1}{2^{i+1}} + \frac{1}{2^i} < \frac{1}{2^{i+1}}. \tag{3.30}$$

It follows clearly that $\{f_k\}$ is a Cauchy sequence in $\mathcal{D}$. Since $\mathcal{D}$ is a closed subset of $\mathcal{B}$, $\lim_{k \to \infty} f_k = z$ for some $z \in \mathcal{D}$. Now, we prove that $z$ is a fixed point of $\mathcal{M}$. Since $\mathcal{M}$ is a mapping which satisfies condition (E), we have

$$d(f_k, Mz) \leq \mu d(f_k, Mf_k) + d(f_k, z).$$

Letting $k \to \infty$, then by Lemma 3.5 we have $d(f_k, Mf_k) = 0$ and then it follows that $d(z, Mz) = 0$. So, $z$ is a fixed point of $\mathcal{M}$. Thus, $\{f_k\}$ converges strongly to a point in $F(\mathcal{M})$. □

**Theorem 3.7.** Let $\mathcal{D}$, $\mathcal{B}$ and $\mathcal{M}$ be same as in Theorem 3.4 such that $F(\mathcal{M}) \neq \emptyset$. If $\{f_k\}$ is the sequence defined by (3.1) and $\mathcal{M}$ satisfies condition (I). Then, $\{f_k\}$ converges strongly to an element in $F(\mathcal{M})$.

**Proof.** Using Lemma 3.4, We have

$$\liminf_{k \to \infty} d(Mf_k, f_k) = 0. \tag{3.32}$$
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Since $M$ fulfills condition $(I)$, we get $d(Mf_k, f_k) \geq \varrho(\text{dist}(f_k, F(M)))$. From (3.32), we obtain

$$\liminf_{k \to \infty} \varrho(\text{dist}(f_k, F(M))) = 0.$$  

Again, since the function $\varrho : [0, \infty) \to [0, \infty)$ is non-decreasing such that $\varrho(0) = 0$ and $\varrho(r) > 0$ for all $r \in (0, \infty)$, then we have

$$\liminf_{k \to \infty} \text{dist}(f_k, F(M)) = 0.$$  

Thus, all the conditions of Theorem 3.6 are performed. Hence, $\{f_k\}$ converges strongly to a fixed point of $M$. □

Now, we give the following example to authenticate Theorem 3.7.

**Example 3.8.** Let $B = \mathbb{R}$ with the metric $d(f, h) = |f - h|$ and $D = [-3, \infty)$. Define $W : B^2 \times [0, 1] \to B$ by $W(f, h, \alpha) = \alpha f + (1 - \alpha)h$ for all $f, h \in B$ and $\alpha \in [0, 1]$. Then $(B, d, W)$ is a complete uniformly Hyperbolic space with monotone modulus of convexity and $D$ is a nonempty closed convex subset of $B$. Let $M : D \to D$ be defined by

$$Mf = \begin{cases} \frac{f}{6}, & \text{if } f \in [-3, \frac{1}{3}], \\ \frac{f}{7}, & \text{if } f \in (\frac{1}{3}, \infty). \end{cases}$$

Since $M$ is not continuous at $f = \frac{1}{3}$ and owing to the fact every nonexpansive mapping is continuous, then it implies that $M$ is not a nonexpansive mapping. Next, we show that $M$ is enriched with condition $(E)$. To see this, we consider the following cases:

**Case I:** Let $f, h \in [-3, \frac{1}{3}]$, then we have

$$d(f, Mh) = \left| f - \frac{h}{6} \right|$$

$$= \left| f - \frac{f}{6} + \frac{f}{6} - \frac{h}{6} \right|$$

$$\leq \left| f - \frac{f}{6} \right| + \frac{1}{6} |f - h|$$

$$\leq \frac{36}{35} \left| f - \frac{f}{6} \right| + |f - h|$$

$$= \frac{36}{35} d(f, Mf) + d(f, h).$$

**Case II:** Let $f, h \in (\frac{1}{3}, \infty)$, the we have

$$d(f, Mh) = \left| f - \frac{h}{7} \right|$$

$$= \left| f - \frac{f}{7} + \frac{f}{7} - \frac{h}{7} \right|$$

$$\leq \left| f - \frac{f}{7} \right| + \frac{1}{7} |f - h|$$
\[ \begin{align*}
\leq & \ \frac{36}{35} \left| f - \frac{f}{7} \right| + |f - h| \\
= & \ \frac{36}{35} d(f, Mf) + d(f, h).
\end{align*} \]

**Case III:** Let \( f \in [-3, \frac{1}{3}] \) and \( h \in (\frac{1}{3}, \infty) \), then we obtain

\[ d(f, Mh) = \left| f - \frac{h}{7} \right| \]
\[ = \left| f - \frac{f}{7} + \frac{f}{7} - \frac{h}{7} \right| \]
\[ \leq \left| f - \frac{f}{7} \right| + \frac{1}{7} |f - h| \]
\[ \leq \left| f - \frac{f}{6} + \frac{f}{6} - \frac{h}{7} \right| + |f - h| \]
\[ = \left( \frac{1}{6} f - \frac{f}{6} \right) + \frac{1}{35} \left( f - \frac{f}{6} \right) + |f - h| \]
\[ = \frac{36}{35} \left| f - \frac{f}{6} \right| + |f - h| \]
\[ = \frac{36}{35} d(f, Mf) + d(f, h). \]

**Case IV:** Let \( f \in (\frac{1}{3}, \infty) \) and \( h \in [-3, \frac{1}{3}] \), then we get

\[ d(f, Mh) = \left| f - \frac{h}{6} \right| \]
\[ = \left| f - \frac{f}{6} + \frac{f}{6} - \frac{h}{6} \right| \]
\[ \leq \left| f - \frac{f}{6} \right| + \frac{1}{6} |f - h| \]
\[ \leq \left| f - \frac{f}{7} + \frac{f}{7} - \frac{f}{6} \right| + |f - h| \]
\[ = \left( \frac{1}{7} f - \frac{f}{7} \right) - \frac{1}{36} \left( f - \frac{f}{7} \right) + |f - h| \]
\[ = \frac{35}{36} \left| f - \frac{f}{7} \right| + |f - h| \]
\[ \leq \frac{36}{35} \left| f - \frac{f}{7} \right| + |f - h| \]
\[ = \frac{36}{35} d(f, Mf) + d(f, h). \]

Clearly, from the cases shown above, \( M \) satisfies the condition \((E)\) with \( \mu = \frac{36}{35} \) and the fixed point is \( w = 0 \). Hence, \( F(M) = \{0\} \). Now, we consider a function \( \varphi(f) = \frac{f}{4} \), where \( f \in (0, \infty) \), then \( \varphi \) is non-decreasing with \( \varphi(0) = 0 \) and \( \varphi(f) > 0 \) for all \( f \in (0, \infty) \).

Observe that

\[ \text{dist}(f, F(M)) = \inf_{f \in F(M)} \ d(f, w) \]
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Finally, we consider the following cases:

Case 1. Let $f \in [-3, \frac{1}{3}]$, then we obtain

$$d(f, Mf) = \left| f - \frac{f}{6} \right| = \frac{5}{6} |f| \geq 0 = \varrho(\text{dist}(f, F(M))).$$

Case 2. Let $f \in \left(\frac{1}{3}, \infty\right)$, then we obtain

$$d(f, Mf) = \left| f - \frac{f}{7} \right| = \frac{6}{7} |f| \geq \frac{1}{12} = \varrho(\text{dist}(f, F(M))).$$

Thus, the above considered cases proves that

$$d(f, Mf) \geq \varrho(\text{dist}(f, F(M))).$$

Therefore, the mapping $M$ satisfies the condition (I). Clearly, all the hypothesis of Theorem (3.7) are fulfilled. Thus, using Theorem (3.7), it follows that the sequence $\{f_k\}$ defined by (3.1) converges strongly to the fixed point $w = 0$ of $M$.

### 3.3. Numerical analysis

In this section, we construct a mapping enriched with condition (E), but does not satisfies condition (C). Then, using this example we will illustrate that the modified AH iterative algorithm (3.1) converges faster than several known methods.

**Example 3.9.** Let $\mathcal{B} = \mathbb{R}$ and $\mathcal{D} = [-1, 1]$ with the usual metric, that is $d(f, h) = |f - h|$. Define $M : \mathcal{D} \rightarrow \mathcal{D}$ by

$$Mf = \begin{cases} 
-f, & \text{if } f \in [-1, 0] \setminus \left\{-\frac{1}{3}\right\}, \\
0, & \text{if } f = -\frac{1}{3}, \\
\frac{f}{3}, & \text{if } f \in (0, 1].
\end{cases}$$

If $f = -1$ and $h = -\frac{1}{3}$, we have

$$\frac{1}{2} d(h, Mh) = \frac{1}{2} \left| -\frac{1}{5} - M\left(-\frac{1}{5}\right) \right| = \frac{1}{10} \leq \frac{4}{5} = d(f, y).$$

But,

$$d(Mf, Mh) = 1 > \frac{4}{5} = d(f, y).$$
Thus, the mapping \( M \) does not satisfy condition \((C)\). Next, we show that \( M \) is a mapping which satisfies condition \((E)\). For this, the following cases will be considered:

**Case a:** When \( f, h \in [-1, 0]\setminus\{\frac{1}{3}\} \), we have

\[
d(f, Mh) \leq d(f, Mf) + d(Mf, Mh) \\
\leq d(f, Mf) + d(f, h).
\]

**Case b:** When \( f, h \in (0, 1] \), we have

\[
d(f, Mh) \leq d(f, Mf) + d(Mf, Mh) \\
\leq d(f, Mf) + \left| -\frac{f}{5} + \frac{h}{5} \right| \\
\leq d(f, Mf) + |f - h| \\
= d(f, Mf) + d(f, h). 
\]

**Case c:** When \( f \in [-1, 0]\setminus\{\frac{1}{3}\} \) and \( h \in (0, 1] \), we have

\[
d(f, Mh) \leq d(f, Mf) + d(Mf, Mh) \\
\leq d(f, Mf) + \left| -f + \frac{h}{5} \right| \\
\leq d(f, Mf) + |-f + h| \quad \text{(as \( f \leq 0, h > 0 \))} \\
= d(f, Mf) + d(f, h). 
\]

**Case d:** When \( f \in [-1, 0]\setminus\{\frac{1}{3}\} \) and \( h = -\frac{1}{5} \), we have

\[
d(f, Mh) = |f| \leq 2|f| + \left| f + \frac{1}{5} \right| \\
= d(f, Mf) + d(f, h). 
\]

**Case e:** When \( f \in (0, 1] \) and \( h = -\frac{1}{5} \), we have

\[
d(f, Mh) = |f| \leq \frac{6}{5}|f| + \left| f + \frac{1}{5} \right| \\
= d(f, Mf) + d(f, h). 
\]

Thus, \( M \) satisfies the condition \((E)\) with \( \mu \geq 1 \).

In this work, we will be using MATLAB R2015a to obtain our numerical results.

Now, we will study the influence of the control parameters \( m_k, \delta_k \) and initial value on \( \text{AH} \) iteration process (3.1).

**Case I:** Here, we will examine the convergence behavior of (3.1) for different choices of control parameters with the same initial value. For this, we consider the following set of parameters and initial value:

1. \( m_k = 0.70, \delta_k = 0.30 \) for all \( k \in \mathbb{N} \) and \( f_1 = 0.8 \),
2. \( m_k = 0.65, \delta_k = 0.35 \) for all \( k \in \mathbb{N} \) and \( f_1 = 0.8 \),
3. \( m_k = 0.55, \delta_k = 0.35 \) for all \( k \in \mathbb{N} \) and \( f_1 = 0.8 \).
We obtain the following Table 1 and Figure 1 for an initial of 0.8.

**Table 1.** Tabular values of AH iteration (3.1) for Case I.

<table>
<thead>
<tr>
<th>Step</th>
<th>Parameter 1</th>
<th>Parameter 2</th>
<th>Parameter 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.80000000000000</td>
<td>0.80000000000000</td>
<td>0.80000000000000</td>
</tr>
<tr>
<td>2</td>
<td>-0.12800000000000</td>
<td>-0.07200000000000</td>
<td>-0.02400000000000</td>
</tr>
<tr>
<td>3</td>
<td>0.02048000000000</td>
<td>0.00648000000000</td>
<td>0.00072000000000</td>
</tr>
<tr>
<td>4</td>
<td>-0.00327680000000</td>
<td>-0.00058320000000</td>
<td>-0.00002160000000</td>
</tr>
<tr>
<td>5</td>
<td>0.00052428800000</td>
<td>0.00005248800000</td>
<td>0.00000064800000</td>
</tr>
<tr>
<td>6</td>
<td>-0.00008388610000</td>
<td>-0.00000472390000</td>
<td>-0.00000001940000</td>
</tr>
<tr>
<td>7</td>
<td>0.00001342180000</td>
<td>0.00000042520000</td>
<td>0.00000000060000</td>
</tr>
<tr>
<td>8</td>
<td>-0.00000214750000</td>
<td>-0.00000003830000</td>
<td>-0.00000000000000</td>
</tr>
<tr>
<td>9</td>
<td>0.00000000343600</td>
<td>0.00000000034000</td>
<td>0.00000000000000</td>
</tr>
<tr>
<td>10</td>
<td>-0.00000000550000</td>
<td>-0.00000000030000</td>
<td>-0.00000000000000</td>
</tr>
<tr>
<td>11</td>
<td>0.00000000088000</td>
<td>0.00000000000000</td>
<td>0.00000000000000</td>
</tr>
<tr>
<td>12</td>
<td>-0.00000000014000</td>
<td>-0.00000000000000</td>
<td>-0.00000000000000</td>
</tr>
<tr>
<td>13</td>
<td>0.00000000002000</td>
<td>0.00000000000000</td>
<td>0.00000000000000</td>
</tr>
<tr>
<td>14</td>
<td>-0.00000000000000</td>
<td>-0.00000000000000</td>
<td>-0.00000000000000</td>
</tr>
</tbody>
</table>

**Figure 1.** Graph corresponding to Table 1.

**Table 2.** Number of iteration and CPU time for Case I.

<table>
<thead>
<tr>
<th>Parameter 1</th>
<th>Parameter 2</th>
<th>Parameter 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>No of Iter.</td>
<td>14</td>
<td>11</td>
</tr>
<tr>
<td>Sec.</td>
<td>40.4460</td>
<td>37.5415</td>
</tr>
</tbody>
</table>

**Case II:** Here, we will show again the convergence behavior of our iterative method (3.1) for three
different starting points with the same parameter. We consider the following set of parameters:

(a) $m_k = 0.53, \delta_k = 0.40$ for all $k \in \mathbb{N}$ and $f_1 = 0.2$,
(b) $m_k = 0.53, \delta_k = 0.40$ for all $k \in \mathbb{N}$ and $f_1 = -0.6$,
(c) $m_k = 0.53, \delta_k = 0.40$ for all $k \in \mathbb{N}$ and $f_1 = -0.9$.

For the three initial values, we have the following Table 3 and Figure 2, respectively.

<table>
<thead>
<tr>
<th>Step</th>
<th>Initial Value 1</th>
<th>Initial Value 2</th>
<th>Initial Value 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2000000000</td>
<td>-0.6000000000</td>
<td>-0.9000000000</td>
</tr>
<tr>
<td>2</td>
<td>-0.0193200000</td>
<td>0.0579600000</td>
<td>0.0869400000</td>
</tr>
<tr>
<td>3</td>
<td>0.0018663120</td>
<td>-0.0055989360</td>
<td>-0.0083984040</td>
</tr>
<tr>
<td>4</td>
<td>-0.0001802857</td>
<td>0.0005408572</td>
<td>0.0008112858</td>
</tr>
<tr>
<td>5</td>
<td>0.0000174156</td>
<td>-0.0000522468</td>
<td>-0.0000783702</td>
</tr>
<tr>
<td>6</td>
<td>-0.0000016823</td>
<td>0.0000050470</td>
<td>0.0000075706</td>
</tr>
<tr>
<td>7</td>
<td>0.0000001625</td>
<td>-0.000004875</td>
<td>-0.000007313</td>
</tr>
<tr>
<td>8</td>
<td>-0.0000000157</td>
<td>0.0000000471</td>
<td>0.0000000706</td>
</tr>
<tr>
<td>9</td>
<td>0.0000000015</td>
<td>-0.000000045</td>
<td>-0.000000068</td>
</tr>
<tr>
<td>10</td>
<td>-0.0000000001</td>
<td>0.0000000004</td>
<td>0.0000000007</td>
</tr>
<tr>
<td>11</td>
<td>0.0000000000</td>
<td>-0.0000000000</td>
<td>-0.0000000001</td>
</tr>
<tr>
<td>12</td>
<td>-0.0000000000</td>
<td>0.0000000000</td>
<td>0.0000000000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Step</th>
<th>Initial Value 1</th>
<th>Initial Value 2</th>
<th>Initial Value 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2000000000</td>
<td>-0.6000000000</td>
<td>-0.9000000000</td>
</tr>
<tr>
<td>2</td>
<td>-0.0193200000</td>
<td>0.0579600000</td>
<td>0.0869400000</td>
</tr>
<tr>
<td>3</td>
<td>0.0018663120</td>
<td>-0.0055989360</td>
<td>-0.0083984040</td>
</tr>
<tr>
<td>4</td>
<td>-0.0001802857</td>
<td>0.0005408572</td>
<td>0.0008112858</td>
</tr>
<tr>
<td>5</td>
<td>0.0000174156</td>
<td>-0.0000522468</td>
<td>-0.0000783702</td>
</tr>
<tr>
<td>6</td>
<td>-0.0000016823</td>
<td>0.0000050470</td>
<td>0.0000075706</td>
</tr>
<tr>
<td>7</td>
<td>0.0000001625</td>
<td>-0.000004875</td>
<td>-0.000007313</td>
</tr>
<tr>
<td>8</td>
<td>-0.0000000157</td>
<td>0.0000000471</td>
<td>0.0000000706</td>
</tr>
<tr>
<td>9</td>
<td>0.0000000015</td>
<td>-0.000000045</td>
<td>-0.000000068</td>
</tr>
<tr>
<td>10</td>
<td>-0.0000000001</td>
<td>0.0000000004</td>
<td>0.0000000007</td>
</tr>
<tr>
<td>11</td>
<td>0.0000000000</td>
<td>-0.0000000000</td>
<td>-0.0000000001</td>
</tr>
<tr>
<td>12</td>
<td>-0.0000000000</td>
<td>0.0000000000</td>
<td>0.0000000000</td>
</tr>
</tbody>
</table>

**Figure 2.** Graph corresponding to Table 3.

<table>
<thead>
<tr>
<th>No of Iter.</th>
<th>Initial Value 1</th>
<th>Initial Value 2</th>
<th>Initial Value 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>35.5363</td>
<td>36.7645</td>
<td>38.4356</td>
</tr>
</tbody>
</table>

**Table 4.** Number of iteration and CPU time for Case II.
Next, with the aid of Example 3.8, we will show that the AH iterative method (3.1) enjoys better speed of convergence than many known iterative scheme. We take $m_k = 0.51, \delta_k = 0.40, \theta_k = 0.30$ and $f_1 = 0.4$. In the following Tables 5–7 and Figures 3 and 4, it is clear that AH iteration process (3.1) converges faster to $w = 0$ than Noor [32], S [3] Abbas [1], Picard-S [22], M [48] and JK [4] iteration processes.

Table 5. Comparison of convergence behavior of AH iteration process (3.1) with Noor, S, Abbas iteration processes.

<table>
<thead>
<tr>
<th>Step</th>
<th>Noor</th>
<th>S</th>
<th>Abbas</th>
<th>AH</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.40000000</td>
<td>0.40000000</td>
<td>0.40000000</td>
<td>0.40000000</td>
</tr>
<tr>
<td>2</td>
<td>0.10624000</td>
<td>-0.23680000</td>
<td>0.06736000</td>
<td>-0.00160000</td>
</tr>
<tr>
<td>3</td>
<td>0.02821734</td>
<td>0.14018560</td>
<td>0.01134342</td>
<td>0.00000640</td>
</tr>
<tr>
<td>4</td>
<td>0.00749453</td>
<td>-0.08298988</td>
<td>0.00191023</td>
<td>-0.0000003</td>
</tr>
<tr>
<td>5</td>
<td>0.00199055</td>
<td>0.04913001</td>
<td>0.00032168</td>
<td>0.00000000</td>
</tr>
<tr>
<td>6</td>
<td>0.00052869</td>
<td>-0.02908496</td>
<td>0.00005417</td>
<td>-0.00000000</td>
</tr>
<tr>
<td>7</td>
<td>0.00014042</td>
<td>0.01721830</td>
<td>0.00000912</td>
<td>0.00000000</td>
</tr>
<tr>
<td>8</td>
<td>0.00003730</td>
<td>-0.01019323</td>
<td>0.00000154</td>
<td>-0.0000000</td>
</tr>
<tr>
<td>9</td>
<td>0.00000991</td>
<td>0.00603439</td>
<td>0.00000026</td>
<td>0.0000000</td>
</tr>
<tr>
<td>10</td>
<td>0.00000263</td>
<td>-0.00357236</td>
<td>0.00000004</td>
<td>-0.0000000</td>
</tr>
<tr>
<td>11</td>
<td>0.00000070</td>
<td>0.00211484</td>
<td>0.00000001</td>
<td>0.0000000</td>
</tr>
<tr>
<td>12</td>
<td>0.00000019</td>
<td>-0.00125198</td>
<td>0.00000000</td>
<td>-0.0000000</td>
</tr>
<tr>
<td>13</td>
<td>0.00000005</td>
<td>0.00074117</td>
<td>0.00000000</td>
<td>0.0000000</td>
</tr>
<tr>
<td>14</td>
<td>0.00000001</td>
<td>-0.00043878</td>
<td>0.00000000</td>
<td>-0.0000000</td>
</tr>
<tr>
<td>15</td>
<td>0.00000000</td>
<td>0.00025975</td>
<td>0.00000000</td>
<td>0.0000000</td>
</tr>
</tbody>
</table>

Figure 3. Graph corresponding to Table 5.
Table 6. Number of iteration and CPU time for various iterative methods.

<table>
<thead>
<tr>
<th>Noor</th>
<th>S</th>
<th>Abbas</th>
<th>AH</th>
</tr>
</thead>
<tbody>
<tr>
<td>No of Iter.</td>
<td>15</td>
<td>40</td>
<td>12</td>
</tr>
<tr>
<td>Sec.</td>
<td>46.7935</td>
<td>89.1234</td>
<td>31.4352</td>
</tr>
</tbody>
</table>

Table 7. Comparison of convergence behavior of AH iteration process (3.1) with Picard-S, M, JK iteration processes.

<table>
<thead>
<tr>
<th>Step</th>
<th>Picard-S</th>
<th>M</th>
<th>JK</th>
<th>AH</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.40000000</td>
<td>0.40000000</td>
<td>0.40000000</td>
<td>0.40000000</td>
</tr>
<tr>
<td>2</td>
<td>0.23680000</td>
<td>-0.00800000</td>
<td>-0.01600000</td>
<td>-0.00160000</td>
</tr>
<tr>
<td>3</td>
<td>0.14018560</td>
<td>0.00016000</td>
<td>0.00064000</td>
<td>0.00000640</td>
</tr>
<tr>
<td>4</td>
<td>0.08298988</td>
<td>-0.00003200</td>
<td>-0.00025600</td>
<td>-0.00000003</td>
</tr>
<tr>
<td>5</td>
<td>0.04913001</td>
<td>0.00000006</td>
<td>0.00001020</td>
<td>0.00000000</td>
</tr>
<tr>
<td>6</td>
<td>0.02908496</td>
<td>-0.00000003</td>
<td>-0.00000004</td>
<td>-0.00000000</td>
</tr>
<tr>
<td>7</td>
<td>0.01721830</td>
<td>0.00000000</td>
<td>0.00000000</td>
<td>0.00000000</td>
</tr>
<tr>
<td>8</td>
<td>0.01019323</td>
<td>-0.00000000</td>
<td>-0.00000000</td>
<td>-0.00000000</td>
</tr>
<tr>
<td>9</td>
<td>0.00603439</td>
<td>0.00000000</td>
<td>0.00000000</td>
<td>0.00000000</td>
</tr>
<tr>
<td>10</td>
<td>0.00357236</td>
<td>-0.00000000</td>
<td>-0.00000000</td>
<td>-0.00000000</td>
</tr>
<tr>
<td>11</td>
<td>0.00211484</td>
<td>0.00000000</td>
<td>0.00000000</td>
<td>0.00000000</td>
</tr>
<tr>
<td>12</td>
<td>0.00125198</td>
<td>-0.00000000</td>
<td>-0.00000000</td>
<td>-0.00000000</td>
</tr>
<tr>
<td>13</td>
<td>0.00074117</td>
<td>0.00000000</td>
<td>0.00000000</td>
<td>0.00000000</td>
</tr>
<tr>
<td>14</td>
<td>0.00043878</td>
<td>-0.00000000</td>
<td>-0.00000000</td>
<td>-0.00000000</td>
</tr>
<tr>
<td>15</td>
<td>0.00025975</td>
<td>0.00000000</td>
<td>0.00000000</td>
<td>0.00000000</td>
</tr>
</tbody>
</table>

Figure 4. Graph corresponding to Table 7.
Table 8. Number of iteration and CPU time for various iterative methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>No of Iter.</th>
<th>Sec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Picard-S</td>
<td>37</td>
<td>46.7638</td>
</tr>
<tr>
<td>M</td>
<td>6</td>
<td>17.6372</td>
</tr>
<tr>
<td>JK</td>
<td>7</td>
<td>18.5637</td>
</tr>
<tr>
<td>AH</td>
<td>5</td>
<td>15.2456</td>
</tr>
</tbody>
</table>

3.4. Application to nonlinear integral equation

Integral equations (IEs) are equations in which the unknown functions appear under one or more integral signs [49]. Delay integral equations (DIEs) are those IEs in which the solution of the unknown function is given in the previous time interval [8]. DIEs are further classified into two main types: Fredhom DIEs and Volterra DIEs on the basis of the limits of integration. Fredhom DIEs are those IEs in which limits of the integration are constant, while in Volterra DIEs, one of the limits of the integration is a constant and the other is a variable. A Volterra-Fredhom DIEs consist of disjoint Volterra and Fredhom IEs [49]. The DIEs play an important role in mathematics [51]. These equations are used for modeling of various phenomena such as modeling of systems with memory [6], mathematical modeling, electric circuits, and mechanical systems [9, 50]. Several researchers are trying to find out the numerical solution of delay IEs [35–39, 54, 55].

In this article, our interest is to approximate the solution of the following nonlinear integral equation with two delays via of new iterative method (3.1):

$$x(z) = g\left(z, x(z), x(\alpha(z)), \int_{m}^{n} p(z, \vartheta, x(\theta), x(\beta(\vartheta)))d\vartheta\right)$$

(3.33)

where $m, n$ are fixed real numbers, $g : [m, n] \times \mathbb{C} \times \mathbb{C} \times \mathbb{C} \rightarrow \mathbb{C}$ and $p : [m, n] \times [m, n] \times \mathbb{C} \times \mathbb{C} \rightarrow \mathbb{C}$ are continuous function, and $\alpha, \beta : [m, n] \rightarrow [m, n]$ are continuous delay functions which further satisfies $\alpha(\vartheta) \leq \vartheta$ and $\beta(\vartheta) \leq \vartheta$ for all $\vartheta \in [m, n]$.

Let $I = [m, n]$ ($m < n$) be a fixed finite interval and $\sigma : I \rightarrow (0, \infty)$ a nondecreasing function. We will consider the space $C(I)$ of continuous functions, $f : I \rightarrow \mathbb{C}$, endowed with the Bielecki metric

$$d(f, h) = \sup_{z \in I} \frac{|f(z) - h(z)|}{\sigma(z)}.$$  

(3.34)

It is well known that $(C(I), d)$ is a complete metric space [15] and hence, it is a hyperbolic space.

The following result regarding the existence of solution for the problem (3.12) was proved by Castro and Simões [16].

**Theorem 3.10.** Let $\alpha, \beta : I \rightarrow I$ be continuous delay function with $\alpha(d) \leq d$ and $\beta(d) \leq d$ for all $d \in [m, n]$ and $\sigma : I \rightarrow (0, 1)$ a nondecreasing function. Moreover, if there exists $\eta \in \mathbb{R}$ such that

$$\int_{m}^{n} \sigma(\vartheta)d\vartheta \leq \eta \sigma(z),$$

for each $z \in I$. In addition, assume that $g : I \times \mathbb{C} \times \mathbb{C} \times \mathbb{C} \rightarrow \mathbb{C}$ is a continuous function which satisfies the Lipschitz condition:

$$|g(z, f(z), f(\alpha(z)), \rho(z)) - g(z, h(z), h(\alpha(z)), \varphi(z))| \leq \lambda(|f(z) - h(z)| + |f(\alpha(z)) - h(\alpha(z))| + |\rho(z) - \varphi(z)|),$$
where \( \lambda > 0 \) and the kernel \( p : I \times I \times \mathbb{C} \times \mathbb{C} \to \mathbb{C} \) is continuous kernel function which fulfills the Lipschitz condition:

\[
|p(z, \vartheta, f(\vartheta), f(\beta(\vartheta))) - p(z, \vartheta, h(\vartheta), h(\beta(\vartheta)))| \leq L |f(\beta(\vartheta)) - h(\beta(\vartheta))|,
\]

where \( L > 0 \). If \( \lambda (2 + L \eta) < 1 \), then the unique solution of the problem (3.33) existsn, say, \( w \in C(I) \).

Next, we will prove that our new iteration process converges strongly to the unique solution of nonlinear integral equation (3.33). For this, we give our main result in this section as follows:

**Theorem 3.11.** Let \( C(I) \) be a hyperbolic space with the Bielecki metric. Assume that \( M : C(I) \to C(I) \) is the mapping defined by

\[
(Mf)(z) = g \left( z, f(z), f(\alpha(z)), \int_{m}^{n} p(z, \vartheta, f(\vartheta), f(\beta(\vartheta)))d\vartheta \right),
\]

for all \( z \in I \) and \( f \in C(I) \). Suppose all the assumptions in Theorem 3.10 are performed and if \( \{f_k\} \) is the sequence defined by (3.1), then \( \{f_k\} \) converges to the unique solution, say \( w \in C(I) \) of the problem (3.33).

**Proof.** By Theorem 3.10, it is shown that (3.33) has a unique solution, so let us assume that \( w \) is the fixed point of \( M \). We now show that \( f_k \to w \) as \( k \to \infty \). Now, using (3.1), (3.36) and under the present assumptions with respect to the metric (3.34), we have

\[
d(q_k, w) = d(W(f_k, Mf_k, \delta_k), w) \\
\leq (1 - \delta_k)d(f_k, w) + \delta_k d(Mf_k, w) \\
= (1 - \delta_k)d(f_k, w) + \delta_k \sup_{z \in I} \frac{|(Mf_k)(z) - (Mw)(z)|}{\sigma(z)} \\
= (1 - \delta_k)d(f_k, w) + \delta_k \sup_{z \in I} \frac{1}{\sigma(z)} \left| g \left( z, f_k(z), f_k(\alpha(z)), \int_{m}^{n} p(z, \vartheta, f_k(\vartheta), f_k(\beta(\vartheta)))d\vartheta \right) \\
- g \left( z, w(z), w(\alpha(z)), \int_{m}^{n} p(z, \vartheta, w(\vartheta), w(\beta(\vartheta)))d\vartheta \right) \right| \\
\leq (1 - \delta_k)d(f_k, w) + \delta_k \sup_{z \in I} \frac{1}{\sigma(z)} \left| \int_{m}^{n} \left| p(z, \vartheta, f_k(\vartheta), f_k(\beta(\vartheta)))d\vartheta - p(z, \vartheta, w(\vartheta), w(\beta(\vartheta)))d\vartheta \right| \right| \\
\leq (1 - \delta_k)d(f_k, w) + \delta_k \lambda \sup_{z \in I} \frac{1}{\sigma(z)} \left| \int_{m}^{n} \left| f_k(z) - w(z) \right| + \left| f_k(\alpha(z)) - w(\alpha(z)) \right| + \left| \int_{m}^{n} \left| p(z, \vartheta, f_k(\vartheta), f_k(\beta(\vartheta)))d\vartheta - p(z, \vartheta, w(\vartheta), w(\beta(\vartheta)))d\vartheta \right| \right| \\
\leq (1 - \delta_k)d(f_k, w) + \delta_k \lambda \sup_{z \in I} \frac{1}{\sigma(z)} \left| \int_{m}^{n} \left| f_k(z) - w(z) \right| + \left| f_k(\alpha(z)) - w(\alpha(z)) \right| + \left| \int_{m}^{n} \left| f_k(z) - w(z) \right| - \left| f_k(\alpha(z)) - w(\alpha(z)) \right| \right| \\
+ L \int_{m}^{n} |f_k(\beta(\vartheta)) - w(\beta(\vartheta))|d\vartheta \\
\leq (1 - \delta_k)d(f_k, w) + \delta_k \lambda \sup_{z \in I} \frac{1}{\sigma(z)} \left| \int_{m}^{n} \left| f_k(z) - w(z) \right| + \left| f_k(\alpha(z)) - w(\alpha(z)) \right| \\
+ L \int_{m}^{n} |f_k(\beta(\vartheta)) - w(\beta(\vartheta))|d\vartheta \right).
\[
\leq (1 - \delta_k)d(f_k, w) + \delta_k L \left\{ \sup_{z \in I} \frac{f_k(z) - w(z)}{\sigma(z)} + L \sup_{z \in I} \frac{1}{\sigma(z)} \int_\theta^n \left| f_k(\theta) - w(\theta) \right| d\theta \right\} \\
= (1 - \delta_k)d(f_k, w) + \delta_k L \left\{ \sup_{z \in I} \frac{f_k(z) - w(z)}{\sigma(z)} + L \sup_{z \in I} \frac{1}{\sigma(z)} \int_\theta^n \left| f_k(\theta) - w(\theta) \right| d\theta \right\} \\
\leq (1 - \delta_k)d(f_k, w) + \delta_k L \left\{ 2d(f_k, w) + Ld(f_k, w) \sup_{z \in I} \frac{\eta(z)}{\eta(z)} \right\} \\
= (1 - \delta_k)d(f_k, w) + \delta_k L(2 + L\eta)d(f_k, w) \\
= [1 - (1 - \lambda(2 + L\eta))\delta_k]d(f_k, w).
\]
\[
d(Mq_k, w) = \sup_{z \in d} \frac{|(Mq_k)(z) - (Mw)(z)|}{\sigma(z)} \\
= \sup_{z \in d} \frac{1}{\sigma(z)} \left| g \left( z, q_k(z), q_k(\alpha(z)), \int_{n} p(z, \theta, q_k(\theta), q_k(\beta(\theta)))d\theta \right) \\
- g \left( z, w(z), w(\alpha(z)), \int_{n} p(z, \theta, w(\theta), w(\beta(\theta)))d\theta \right) \right| \\
\leq \lambda \sup_{z \in d} \frac{1}{\sigma(z)} \left| |q_k(z) - w(z)| + |q_k(\alpha(z)) - w(\alpha(z))| + \int_{n} |p(z, \theta, q_k(\theta), q_k(\beta(\theta))) - p(z, \theta, w(\theta), w(\beta(\theta)))| d\theta \right| \\
\leq \lambda \sup_{z \in d} \frac{1}{\sigma(z)} \left| |q_k(z) - w(z)| + |q_k(\alpha(z)) - w(\alpha(z))| + L \int_{n} |q_k(\beta(\theta)) - w(\beta(\theta))| d\theta \right| \\
\leq \lambda \left\{ 2 \sup_{z \in d} \frac{|q_k(z) - w(z)|}{\sigma(z)} + L \sup_{z \in d} \frac{1}{\sigma(z)} \int_{m} |q_k(\beta(\theta)) - w(\beta(\theta))| d\theta \right\} \\
= \lambda \left\{ 2 \sup_{z \in d} \frac{|q_k(z) - w(z)|}{\sigma(z)} + L \sup_{\theta \in d} \frac{|q_k(\theta) - w(\theta)|}{\sigma(\theta)} \frac{1}{\sigma(\theta)} \sup_{z \in d} \frac{1}{\sigma(z)} \int_{m} \sigma(\theta)d\theta \right\} \\
\leq \lambda \left\{ 2d(q_k, w) + Ld(q_k, w) \sup_{z \in d} \frac{\eta \sigma(z)}{\eta \sigma(z)} \right\} \\
= \lambda(2 + L\eta)d(q_k, w). 
\]

\[d(h_k, w) = d(M^2 v_k, w) = d(M(M)v_k, w) = \sup_{z \in d} \frac{|(M(M)v_k)(z) - (Mw)(z)|}{\sigma(z)} = \sup_{z \in d} \frac{1}{\sigma(z)} \left| g \left( z, Mv_k(z), Mv_k(\alpha(z)), \int_{m} p(z, \theta, Mv_k(\theta), Mv_k(\beta(\theta)))d\theta \right) \\
- g \left( z, w(z), w(\alpha(z)), \int_{m} p(z, \theta, w(\theta), w(\beta(\theta)))d\theta \right) \right| \]

\[
\leq \lambda \sup_{z \in d} \frac{1}{\sigma(z)} \left| |Mv_k(z) - w(z)| + |Mv_k(\alpha(z)) - w(\alpha(z))| + \right|
\]
\[
\left\{ \int_m^n \left[ p(z, \vartheta, \mathcal{M}v_k(\vartheta), \mathcal{M}v_k(\beta(\vartheta)))d\vartheta - p(z, \vartheta, w(\vartheta), w(\beta(\vartheta)))d\vartheta \right] \right\} \\
\leq \lambda \sup_{\vartheta \in I} \frac{1}{\sigma(\vartheta)} \left\{ |\mathcal{M}v_k(z) - w(z)| + |\mathcal{M}v_k(\alpha(z)) - w(\alpha(z))| + \right. \\
\left. \int_m^n |p(z, \vartheta, \mathcal{M}v_k(\vartheta), \mathcal{M}v_k(\beta(\vartheta))) - p(z, \vartheta, w(\vartheta), w(\beta(\vartheta)))|d\vartheta \right\} \\
\leq \lambda \sup_{\vartheta \in I} \frac{1}{\sigma(\vartheta)} \left\{ |\mathcal{M}v_k(z) - w(z)| + |\mathcal{M}v_k(\alpha(z)) - w(\alpha(z))| + \\
L \int_m^n |\mathcal{M}v_k(\beta(\vartheta)) - w(\beta(\vartheta))|d\vartheta \right\} \\
\leq \lambda \left\{ 2 \sup_{\vartheta \in I} \frac{|\mathcal{M}v_k(z) - w(z)|}{\sigma(\vartheta)} + L \sup_{\vartheta \in I} \frac{1}{\sigma(\vartheta)} \int_m^n |\mathcal{M}v_k(\beta(\vartheta)) - w(\beta(\vartheta))|d\vartheta \right\} \\
= \lambda \left\{ 2 \sup_{\vartheta \in I} \frac{|\mathcal{M}v_k(z) - w(z)|}{\sigma(\vartheta)} + L \sup_{\vartheta \in I} \frac{1}{\sigma(\vartheta)} \int_m^n \frac{|\mathcal{M}v_k(\beta(\vartheta)) - w(\beta(\vartheta))|}{\sigma(\vartheta)}d\vartheta \right\} \\
\leq \lambda \left\{ 2 \sup_{\vartheta \in I} \frac{|\mathcal{M}v_k(z) - w(z)|}{\sigma(\vartheta)} + L \sup_{\vartheta \in I} \frac{1}{\sigma(\vartheta)} \int_m^n \frac{|\mathcal{M}v_k(\beta(\vartheta)) - w(\beta(\vartheta))|}{\sigma(\vartheta)}d\vartheta \right\} \\
\leq \lambda \left\{ 2d(\mathcal{M}v_k, w) + Ld(\mathcal{M}v_k, w) \sup_{\vartheta \in I} \frac{\eta(\sigma(z))}{\eta(\sigma(z))} \right\} \\
= \lambda (2 + L\eta)d(\mathcal{M}v_k, w). \\
\tag{3.41}
\]

\[
d(\mathcal{M}v_k, w) = \sup_{\vartheta \in I} \frac{|(\mathcal{M}v_k)(z) - (\mathcal{M}w)(z)|}{\sigma(z)}.
\]

\[
= \sup_{\vartheta \in I} \frac{1}{\sigma(z)} \left| g \left( z, v_k(z), v_k(\alpha(z)), \int_m^n p(z, \vartheta, v_k(\vartheta), v_k(\beta(\vartheta)))d\vartheta \right) \\
- g \left( z, w(z), w(\alpha(z)), \int_m^n p(z, \vartheta, w(\vartheta), w(\beta(\vartheta)))d\vartheta \right) \right|
\]

\[
\leq \lambda \sup_{\vartheta \in I} \frac{1}{\sigma(z)} \left\{ |v_k(z) - w(z)| + |v_k(\alpha(z)) - w(\alpha(z))| + \\
\int_m^n |p(z, \vartheta, v_k(\vartheta), v_k(\beta(\vartheta))) - p(z, \vartheta, w(\vartheta), w(\beta(\vartheta)))|d\vartheta \right\}
\]

\[
\leq \lambda \sup_{\vartheta \in I} \frac{1}{\sigma(z)} \left\{ |v_k(z) - w(z)| + |v_k(\alpha(z)) - w(\alpha(z))| + \\
\int_m^n |p(z, \vartheta, v_k(\vartheta), v_k(\beta(\vartheta))) - p(z, \vartheta, w(\vartheta), w(\beta(\vartheta)))|d\vartheta \right\}
\]

\[
\leq \lambda \sup_{\vartheta \in I} \frac{1}{\sigma(z)} \left\{ |v_k(z) - w(z)| + |v_k(\alpha(z)) - w(\alpha(z))| + \\
L \int_m^n |v_k(\beta(\vartheta)) - w(\beta(\vartheta))|d\vartheta \right\}
\]
\begin{align*}
d(f_{k+1}, w) &= d(W(h_k, Mh_k, m_k), w) \\
&\leq (1 - m_k)d(h_k, w) + m_k d(Mh_k, w) \\
&= (1 - m_k)d(h_k, w) + m_k \sup_{\omega(z)} \left| \frac{|(Mh_k)(z) - (Mw)(z)|}{\omega(z)} \right| \\
&= (1 - m_k)d(h_k, w) + m_k \sup_{\omega(z)} \left| \frac{1}{\omega(z)} \right| \left| g \left( z, h_k(z), h_k(\alpha(z)), \int_m p(z, \vartheta, h_k(\vartheta), h_k(\beta(\vartheta)))d\vartheta \right) - p(z, w(\vartheta), w(\beta(\vartheta)))d\vartheta \right| \\
&\leq (1 - m_k)d(h_k, w) + m_k \lambda \sup_{\omega(z)} \left| \frac{1}{\omega(z)} \right| \left| h_k(z) - w(z) \right| + \left| h_k(\alpha(z)) - w(\alpha(z)) \right| + \\
&\quad \left| \int_m p(z, \vartheta, h_k(\vartheta), h_k(\beta(\vartheta)))d\vartheta - p(z, w(\vartheta), w(\beta(\vartheta)))d\vartheta \right| \\
&\leq (1 - m_k)d(h_k, w) + m_k \lambda \sup_{\omega(z)} \left| \frac{1}{\omega(z)} \right| \left| h_k(z) - w(z) \right| + \left| h_k(\alpha(z)) - w(\alpha(z)) \right| + \\
&\quad \int_m \left| p(z, \vartheta, h_k(\vartheta), h_k(\beta(\vartheta))) - p(z, w(\vartheta), w(\beta(\vartheta))) \right| d\vartheta \\
&\leq (1 - m_k)d(h_k, w) + \delta_k \lambda \sup_{\omega(z)} \left| \frac{1}{\omega(z)} \right| \left| f_k(z) - w(z) \right| + \left| h_k(\alpha(z)) - w(\alpha(z)) \right| + \\
&\quad + L \int_m \left| h_k(\beta(\vartheta)) - w(\vartheta) \right| d\vartheta \\
&\leq (1 - m_k)d(h_k, w) + m_k \lambda \left\{ 2 \sup_{\omega(z)} \left| \frac{h_k(z) - w(z)}{\omega(z)} \right| + L \sup_{\omega(z)} \frac{1}{\omega(z)} \int_m \left| h_k(\beta(\vartheta)) - w(\beta(\vartheta)) \right| d\vartheta \right\} \\
&= (1 - m_k)d(h_k, w) + m_k \lambda \left\{ 2 \sup_{\omega(z)} \left| \frac{h_k(z) - w(z)}{\omega(z)} \right| + L \sup_{\omega(z)} \frac{1}{\omega(z)} \int_m \left| \frac{h_k(\beta(\vartheta)) - w(\beta(\vartheta))}{\omega(\vartheta)} \right| d\vartheta \right\} \\
&\leq (1 - m_k)d(h_k, w) + m_k \lambda \left\{ 2 \sup_{\omega(z)} \left| \frac{h_k(z) - w(z)}{\omega(z)} \right| + \sup_{\omega(z)} \frac{1}{\omega(z)} \int_m \left| h_k(\vartheta) - w(\vartheta) \right| d\vartheta \right\} \\
&\leq (1 - m_k)d(h_k, w) + \delta_k \lambda \left\{ 2d(h_k, w) + Ld(h_k, w) \sup_{\omega(z)} \left| \frac{h_k(z)}{\omega(z)} \right| \right\} \\
&= (1 - m_k)d(h_k, w) + m_k \lambda (2 + L\eta)d(h_k, w) \\
&= [1 - (1 - \lambda(2 + L\eta))m_k]d(h_k, w). \quad (3.42)
\end{align*}
Combining (3.38)–(3.43), we have
\[ d(f_{k+1}, w) \leq [\lambda(2 + L\eta)]^4 [1 - (1 - \lambda(2 + L\eta))\delta_k][1 - (1 - \lambda(2 + L\eta))\delta_k]d(f_k, w). \] (3.44)

Since \( \lambda(2 + L\eta) < 1, 0 < \delta_k, m_k < 1, \) it follows that \([1 - (1 - \lambda(2 + L\eta))\delta_k] < 1\) and \([1 - (1 - \lambda(2 + L\eta))m_k] < 1\). Thus, (3.44) reduces to
\[ d(f_{k+1}, w) \leq d(f_k, w). \] (3.45)

If we set \( d(f_k, w) = \Omega_k \), then we obtain
\[ \Omega_{k+1} \leq \Omega_k, \forall k \in \mathbb{N}. \]

Hence, \( \{\Omega_k\} \) is a monotone decreasing sequence of real numbers. Furthermore, it is a bounded sequence, so we have
\[ \lim_{k \to \infty} \Omega_k = \inf\{\Omega_k\} = 0. \]

Therefore,
\[ \lim_{k \to \infty} d(f_k, w) = 0. \]

This ends the proof. \( \square \)

Now, we present an example which validates all the conditions given in Theorem 3.11.

**Example 3.12.** Let \( x : [0, 1] \to \mathbb{R} \) be a continuous integral equation defined as follows:
\[ x(z) = \frac{z^6}{120} - \frac{z^3}{10} + z + \frac{1}{6}x(\alpha(z)) + \frac{1}{4}\int_0^z ((\theta - z)x(\beta(\theta)))d\theta, \quad z \in [0, 1]. \] (3.46)

Let \( \sigma : [0, 1] \to (0, \infty) \) be a nondecreasing continuous function which is defined by \( \sigma(z) = 0.0094z + 0.0006 \) and \( \alpha, \beta : [0, 1] \to [0, 1] \) be a continuous delay functions defined by \( \alpha(z) = z^3 \) and \( \beta(z) = z^4 \), respectively. We have all assumptions of Theorem 3.11 being fulfilled. In deed, it is not hard for the reader to see that \( \alpha \) and \( \beta \) are continuous functions such that \( \alpha(z) \leq z \) and \( \beta(z) \leq z \). Moreover, for \( \eta = 0.63951 \) we have that \( \sigma : [0, 1] \to (0, \infty) \) which is defined by \( \sigma(z) = 0.0094z + 0.0006 \) is a continuous function satisfying
\[ \int_0^z 0.0094\theta + 0.0006d\theta \leq \eta(0.0094z + 0.0006) = 0.63951\sigma(z), \quad z \in [0, 1]. \] (3.47)

The function \( f : [0, 1] \times \mathbb{C} \times \mathbb{C} \times \mathbb{C} \to \mathbb{C} \) defined by \( g(z, x(z), x(\alpha(z)), \rho(z)) = \frac{z^6}{120} - \frac{z^3}{10} + z + \frac{1}{6}x(\alpha(z)) + \frac{1}{4}\rho(z) \) is a continuous function which satisfies
\[ |g(z, f(z), f(\alpha(z)), \rho(z)) - g(z, h(z), h(\alpha(z)), \varphi(z))| \leq \frac{1}{4}(|f(z) - h(z)| + |f(\alpha(z)) - h(\alpha(z))| + |\rho(z) - \varphi(z)|), \]
for all \( z \in [0, 1] \). Observe that \( \lambda = \frac{1}{4} \). Now, the kernel \( p : [0, 1] \times [0, 1] \times \mathbb{C} \times \mathbb{C} \to \mathbb{C} \) which is defined by \( p(z, \theta, x(\theta), x(\beta(\theta))) = ((\theta - z)x(\beta(\theta))) \) is a continuous function satisfying the following condition
\[ |p(z, \theta, f(\theta), f(\beta(\theta))) - p(z, \theta, h(\theta), h(\beta(\theta)))| \leq L[f(\beta(\theta)) - h(\beta(\theta))], \quad \theta \in [0, z], \quad z \in [0, 1]. \] (3.48)

Clearly, we have that \( L = 1 \). Thus, \( \lambda(2 + L\eta) = \frac{263951}{40000} < 1 \). Therefore, we have shown above that all the conditions of Theorem 3.11 hold. Hence, our results are applicable.
Open Question

Is it possible to obtain the results in this article for iterative methods involving two or more mappings in the setting of single-valued or multivalued mappings?

4. Conclusions

In this article, we have considered the modified version of AH iteration process as given in (3.1). The data dependence result of the modified AH iteration process (3.1) for almost contraction mappings has been studied. We proved several strong and $\Delta$-convergence results of (3.1) for mappings enriched with condition (E) in hyperbolic spaces. We provided two nontrivial examples of mappings which satisfy condition (E). The first example was used to validate our assumptions in Theorem (3.7) and the second was used to study the convergence behavior of AH iteration process (3.1) for different control parameters and initial values. The second example was equally used to compare the speed of convergence of AH iteration (3.1) with several existing iteration processes. It was observed that AH iteration process (3.1) converges faster than Noor [32], S [3], Abbas [1], Picard-S [22], M [48] and JK [4] iteration processes. Finally, we applied our main results to solve a nonlinear integral equation with two delays. Since hyperbolic spaces are more general than Banach spaces and by Remark 1.4 the class of mapping satisfying condition (E) are more general than those considered in Ahmad et al. [4,5] and Ofem et al. [33]. It follows that our results generalize and extend the results of Ahmad [4,5], Ofem et al. [33] and several other related results in the existing literature.

Availability of data and material

The data used to support the findings of this study are included within the article.

Acknowledgment

This study is supported via funding from Prince Sattam bin Abdulaziz University project number (No. PSAU/2023/R/1444).

Conflicts of interest

The authors declare no conflict of interests.

References


