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#### Abstract

The paper presents a novel analysis of interrelations between ordinary (crisp) $\sigma$-algebras and soft $\sigma$-algebras. It is known that each soft $\sigma$-algebra produces a system of crisp (parameterized) $\sigma$-algebras. The other way round is also possible. That is to say, one can generate a soft $\sigma$-algebra from a system of crisp $\sigma$-algebras. Different methods of producing soft $\sigma$-algebras are discussed by implementing two formulas. It is demonstrated how these formulas can be used in practice with the aid of some examples. Furthermore, we study the fundamental properties of soft $\sigma$-algebras. Lastly, we show that elements of a soft $\sigma$-algebra contain information about a specific event.
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## 1. Introduction

In today's world, the mathematical modeling and manipulation of various kinds of uncertainties has turned into an increasingly important issue in solving complex problems in a variety of fields such as engineering, economics, environmental science, medicine, and social sciences. Although probability theory, fuzzy set theory [1], rough set theory [2], and interval mathematics [3], and so on are well-known and effective tools for dealing with ambiguity and uncertainty, each has its own set of limitations; one of a common major weakness among these mathematical techniques is the limitation of parametrization tools.

Molodtsov [4], in 1999, originated the soft set theory as is a mathematical tool for dealing with uncertainty which is free of the challenges related with the earlier mentioned theories. Soft sets were presented as a collection of parameterized possibilities of a universe. The principle of soft set theory
is based on the idea of parameterization, which suggests that complex objects should be perceived from myriad aspects and each solo facet only provide a partial and approximate description of the whole entity (see, [5]). This leads to the rapid growth of soft set theory and its relevant areas in a short amount of time (see, [6-8]). This development of soft sets is not free from real life applications (see, [9-12]).

Multiple researchers have applied soft set theory to various mathematical structures like soft group theory [13], soft ring theory [14], soft category theory [15], soft topology [16, 17], infra-soft topology [18], supra-soft topology [19, 20], etc. In the frame of soft topologies, it has been studied the concepts and properties related to soft separation axioms [21,22] and extensions of soft open sets [23-25] amply. Hybridized (mixed) methods were developed to address more complex real-world problems in various disciplines. Dubois and Prade [26] were the first to mix fuzzy and rough set theories. In this fashion many generalizations of soft sets appeared in the literature (see, [27-31]).

The concept information structure is useful for stochastic control with partial observations and necessary for control of networked stochastic systems. The term information structure was first appeared by Witsenhausen in [32] and Marschak and Radner [33], pages 47-49. The information structure based on partitions offers a fairly simple illustration of how information spreads through a series of increasingly finer partitions. However, in a general probabilistic context, this structure is insufficient to explain the spread of information. The set of probable events is actually much richer than the set of partitions. Determining a structure of events as well as partitions is therefore essential. Filtration describes the pattern of events that defines the spread of knowledge. But in the discrete case, particularly finite, information structure and filtration have the same meaning.

The idea behind filtration is to identify all known events at any particular time. It is assumed that each dealing instant $t$ can be associated with a $\sigma$-algebra of events $\Sigma_{t} \subseteq \Sigma$ composed of all events known previous to or at time $t$. It is believed that events are never "forgotten", i.e. $\Sigma_{t} \subseteq \Sigma_{s}$, if $t<s$. As a result, a time ordering is formed. This ordering is created by an increasing chain of $\sigma$-algebras, each of which corresponds to the time when all of its events are known. This is a filtration process. A filtration, denoted as $\left\{\Sigma_{t}\right\}$, is thus an increasing series of all $\sigma$-algebras. Each is linked with an instant $t$. In some other resources, an information structure on a simple space is considered a $\sigma$-algebra of events (see, [34])

A $\sigma$-algebra on a universal (crisp) set is crucial for the growth of several disciplines, including mathematical analysis, probability theory, dynamical systems and statistical information theory. The concept of $\sigma$-algebras in the context of soft set theory was introduced by Khameneh and Kilicman [35]. They studied some basic properties of soft $\sigma$-algebras. Some other basic properties of this concept were mentioned in [36]. Various properties and relations of soft $\sigma$-algebras remain untouched. Thence, we further study this concept and establish a general construction for producing soft $\sigma$-algebras. The construction helps us to study the properties of soft $\sigma$-algebras by means of properties of crisp $\sigma$ algebras.

The content of the paper is arranged as follows: We present an overview of the literature on soft set theory and probability theory in Section 2. Section 3 focuses on the study of soft $\sigma$-algebras, along with some operations. Section 4 establishes two formulas to find the relationships between crisp and soft $\sigma$-algebras. Section 5 provides some applications of soft $\sigma$-algebras in information structures. Section 6 ends the work with a brief conclusion.

## 2. Preliminaries

Let $X$ be an initial universe, $A$ be a set of parameters, and $\mathcal{P}(X)$ denote the set of all subsets of $X$.
Definition 2.1. [4] Let $F: \mathbb{W} \rightarrow \mathcal{P}(X)$ be a set-valued mapping and let $\mathbb{W} \subseteq$ A. An order pair $(F, \mathbb{W})=\{(w, F(w)): w \in \mathbb{W}\}$ is said to be the soft set over $X$.

A soft set over $X$ is considered as a parameterized class of subsets of $X$. The family of all soft subsets of $X$ with the parametric set $A$ (resp. W) is denoted by $S_{A}(X)$ (resp. $S_{\mathbb{W}}(X)$ ).
Remark 2.1. The soft set $(F, \mathbb{W})$ can be easily extended to the soft set $(F, A)$ by giving $F(w)=\emptyset$ for each $w \in A-\mathbb{W}$.

Definition 2.2. [7] The soft complement $(F, \mathbb{W})^{c}$ of a soft set $(F, \mathbb{W})$ is a soft set $\left(F^{c}, \mathbb{W}\right)$, where $F^{c}: \mathbb{W} \rightarrow \mathcal{P}(X)$ is a mapping having the property that $F^{c}(w)=X-F(w)$ for all $w \in \mathbb{W}$.

Notice that $\left((F, \mathbb{W})^{c}\right)^{c}=(F, \mathbb{W})$.
Definition 2.3. [37] A soft set $(F, \mathbb{W})$ over $X$ is called null with respect to $\mathbb{W}, \Phi_{\mathbb{W}}$, if $F(w)=\emptyset$ for all $w \in \mathbb{W}$ and is called absolute with respect to $\mathbb{W}, X_{\mathbb{W}}$, if $F(w)=X$ for all $w \in \mathbb{W}$. The null and absolute soft sets are respectively denoted by $\Phi_{A}$ and $X_{A}$.

Evidently, $\Phi_{A}^{c}=X_{A}$ and $X_{A}^{c}=\Phi_{A}$.
Definition 2.4. [38] A soft set ( $F, \mathbb{W}$ ) is called finite (resp. countable) [38] if $F(w)$ is finite (resp. countable) for each $w \in \mathbb{W}$. Otherwise, it is called infinite (resp. uncountable).
Definition 2.5. [16] A soft set $(F, \mathbb{W})$ over $X$ is called a (an ordinary) soft point if $F(w)=\{x\}$ for all $w \in \mathbb{W}$, where $x \in X$. It is denoted by $(\{x\}, \mathbb{W})$ (or shortly $x$ ). It is said $x \tilde{\epsilon}(F, \mathbb{W})$ if $x \in F(w)$ for all $w \in \mathbb{W}$.
Definition 2.6. [7,39] Let $\mathbb{W}_{1}, \mathbb{W}_{2} \subseteq$ A. It is said that $\left(F_{1}, \mathbb{W}_{1}\right)$ is a soft subset of $\left(F_{2}, \mathbb{W}_{2}\right)$ (written by $\left.\left(F_{1}, \mathbb{W}_{1}\right) \tilde{\subseteq}\left(F_{2}, \mathbb{W}_{2}\right)\right)$ if $\mathbb{W}_{1} \subseteq \mathbb{W}_{2}$ and $F_{1}(w) \subseteq F_{2}(w)$ for all $w \in \mathbb{W}_{1}$. And $\left(F_{1}, \mathbb{W}_{1}\right)$ is soft equal to $\left(F_{2}, \mathbb{W}_{1}\right)$ if $\left(F_{1}, \mathbb{W}_{1}\right) \tilde{\subseteq}\left(F_{2}, \mathbb{W}_{2}\right)$ and $\left(F_{2}, \mathbb{W}_{2}\right) \tilde{\subseteq}\left(F_{1}, \mathbb{W}_{1}\right)$.
Definition 2.7. [37,40] Let $\left\{\left(F_{i}, \mathbb{W}\right): i \in I\right\}$ be an indexed family of soft sets over $X$.
(1) The soft intersection of $\left(F_{i}, \mathbb{W}\right)$, for $i \in I$, is a soft set $(F, \mathbb{W})$ such that $F(w)=\bigcap_{i \in I} F_{i}(w)$ for all $w \in \mathbb{W}$ and is denoted by $(F, \mathbb{W})=\tilde{\bigcap}_{i \in I}\left(F_{i}, \mathbb{W}\right)$.
(2) The soft union of $\left(F_{i}, \mathbb{W}\right)$, for $i \in I$, is a soft set $(F, \mathbb{W})$ such that $F(w)=\bigcup_{i \in I} F_{i}(w)$ for all $w \in \mathbb{W}$ and is denoted by $(F, \mathbb{W})=\tilde{U}_{i \in I}\left(F_{i}, \mathbb{W}\right)$.
Definition 2.8. [41] Let $P$ be a probability function defined on the collection of all possible events $\mathcal{A}$ from a sample space $X$. Then $P$ is called distribution if $\sum_{x \in X} P(x)=1$. The set of all elements with non-zero probability is called support of $P$.
Definition 2.9. [41] Let $(X, \mathcal{E}, P)$ be a probability space. A random variable $R$ is a mapping defined on $X$, which to an outcome $x \in X$ associates the value $R(x)$ in a suitable set $S$ of possible values of some quantity of interest. The function $f$ has to be sufficiently well-behaved so that we can discuss the probabilities that the quantity will take on particular values. The idea of measurable function expresses the condition of well-behavedness of $R$. For $F \subseteq S$, the set of all the outcomes $x \in X$ such that $R(x) \in F$ for an event $R^{-1}(F)=\{x \in X: R(x) \in F\} \in \mathcal{E}$.

Definition 2.10. [34] Let $X$ be a sample space or a state space. An event of the state space $X$ is a collection of outcomes, which is mathematically a subset of $X$. An information structure is a collection of specific events. Those events represent only those that may be observed.

Remark 2.2. An information structure $\mathcal{E}$ in the language of this work is a soft $\sigma$-algebra on the sample space $X$ (c.f., Note 1 in [34]). Each element of $\mathcal{E}$ contain certain information.

## 3. Soft $\sigma$-algebras

Definition 3.1. [35] A family $\Sigma \tilde{\subseteq} S_{\mathbb{W}}(X)$ is called a soft $\sigma$-algebra on $X$ if
(1) $\Phi_{W}$ is in $\Sigma$,
(2) if $(F, \mathbb{W})$ is in $\Sigma$, then $(F, \mathbb{W})^{c}$ is in $\Sigma$, and,
(3) if $\left(F_{n}, \mathbb{W}\right)$ is in $\Sigma$, for all $n \in \mathbb{N}$, then $\tilde{\cup}_{n \in \mathbb{N}}\left(F_{n}, \mathbb{W}\right)$ is in $\Sigma$.

If (3) in the above definition holds true for finitely many members of $\Sigma$, then we call $\Sigma$ a soft algebra on $X$.

Example 3.1. The collections $\left\{\Phi_{\mathbb{W}}, X_{\mathbb{W}}\right\}$ and $S_{\mathbb{W}}(X)$ are trivially soft $\sigma$-algebras. They are respectively the smallest and the largest soft algebras.

Example 3.2. For any $(F, \mathbb{W}) \tilde{\in} S_{\mathbb{W}}(X),\left\{\Phi_{\mathbb{W}},(F, \mathbb{W}),(F, \mathbb{W})^{c}, X_{\mathbb{W}}\right\}$ is a soft $\sigma$-algebra.
Readily, each soft $\sigma$-algebra is a soft algebra but not the converse.
Example 3.3. Let $X$ be an infinite set and let $\mathbb{W}$ be a set of parameters. The collection

$$
\Sigma=\left\{(F, \mathbb{W}) \tilde{\epsilon} S_{\mathbb{W}}(X) \text { : either }(F, \mathbb{W}) \text { or }(F, \mathbb{W})^{c} \text { is finite }\right\}
$$

is a soft algebra but not a soft $\sigma$-algebra.
Lemma 3.1. Let $\left\{\Sigma_{i}: i \in I\right\}$ be an indexed family of soft $\sigma$-algebras on $X$. Then $\tilde{\cap}_{i \in I} \Sigma_{i}$ is a soft $\sigma$-algebra.

Proof. Since each soft $\sigma$-algebra $\Sigma_{i}$ contains $\Phi_{\mathbb{W}}$, so $\tilde{\bigcap}_{i \in I} \Sigma_{i}$ is not null and it contains $\Phi_{\mathbb{W}}$. Let $(F, \mathbb{W}) \tilde{\epsilon} \tilde{\bigcap}_{i \in I} \Sigma_{i}$. Then $(F, \mathbb{W}) \tilde{\epsilon}_{i}$ for each $i \in I$ and therefore $(F, \mathbb{W})^{c} \tilde{\epsilon} \Sigma_{i}$ for each $i \in I$. Hence, $(F, \mathbb{W})^{c} \tilde{€}_{\bigcap_{i \in I}} \Sigma_{i}$. For the same reason, $\tilde{\bigcap}_{i \in I} \Sigma_{i}$ is closed under the countable soft union.

On the other hand, the union of two soft $\sigma$-algebras need not be a soft $\sigma$-algebra.
Example 3.4. Let $X=\{1,2,3\}$ and let $\mathbb{W}=\left\{w_{1}, w_{2}\right\}$. Given the following two soft $\sigma$-algebras: $\Sigma_{1}=$ $\left\{\Phi_{\mathbb{W}},\left(F_{1}, \mathbb{W}\right),\left(F_{2}, \mathbb{W}\right), X_{\mathbb{W}}\right\}$ and $\Sigma_{2}=\left\{\Phi_{\mathbb{W}},\left(F_{3}, \mathbb{W}\right),\left(F_{4}, \mathbb{W}\right), X_{\mathbb{W}}\right\}$, where $\left(F_{1}, \mathbb{W}\right)=\left\{\left(w_{1},\{1\}\right),\left(w_{2}, \emptyset\right)\right\}$, $\left(F_{1}, \mathbb{W}\right)=\left\{\left(w_{1},\{2,3\}\right),\left(w_{2}, X\right)\right\},\left(F_{3}, \mathbb{W}\right)=\left\{\left(w_{1}, \emptyset\right),\left(w_{2},\{2,3\}\right)\right\}$, and $\left(F_{4}, \mathbb{W}\right)=\left\{\left(w_{1}, X\right),\left(w_{2},\{1\}\right)\right\}$. Then $\Sigma_{1} \tilde{\cup} \Sigma_{2}$ is not a soft $\sigma$-algebra.

However, the next result demonstrates that the union of soft $\sigma$-algebras is a $\sigma$-soft algebra under certain conditions.

Definition 3.2. A subfamily $\mathcal{F}$ of $S_{\mathbb{W}}(X)$ is called a partition of $X_{\mathbb{W}}$ (or soft partition of $X$ ) if
(1) $\Phi_{W} \tilde{\not} \mathcal{F}$,
(2) $\tilde{U}_{(F, \mathbb{W}) \tilde{\mathcal{E}}}(F, \mathbb{W})=X_{\mathbb{W}}$,
(3) for all $(F, \mathbb{W}),(G, \mathbb{W}) \tilde{\epsilon} \mathcal{F}$ with $(F, \mathbb{W}) \neq(G, \mathbb{W})$ implies $(F, \mathbb{W}) \tilde{\cap}(G, \mathbb{W})=\Phi_{\mathbb{W}}$.

Theorem 3.1. Let $\left\{\Sigma_{i}: i \in I\right\}$ be an indexed family of soft $\sigma$-algebras on $\left(X_{i}, \mathbb{W}\right)$ and let $\left\{\left(X_{i}, \mathbb{W}\right): i \in I\right\}$ be a partition of $X_{\mathbb{W}}$. Then $\Sigma=\left\{\tilde{U}_{i \in I}\left(F_{i}, \mathbb{W}\right):\left(F_{i}, \mathbb{W}\right) \tilde{\epsilon} \Sigma_{i}\right\}$ is a soft $\sigma$-algebra on $X_{\mathbb{W}}$.

Proof. Clearly $\Phi_{\mathbb{W}} \tilde{\in} \Sigma_{i}$ for each $i$. Then $\tilde{U}_{i \in I} \Phi_{\mathbb{W}}=\Phi_{\mathbb{W}} \tilde{\in} \Sigma$. If $(F, \mathbb{W}) \tilde{\in} \Sigma$, then $(F, \mathbb{W})=\tilde{U}_{i \in I}\left(F_{i}, \mathbb{W}\right)$, where $\left(F_{i}, \mathbb{W}\right) \tilde{\epsilon} \Sigma_{i}$. Therefore, $(F, \mathbb{W})^{c}=X_{\mathbb{W}}-\tilde{U}_{i \in I}\left(F_{i}, \mathbb{W}\right)=\tilde{U}_{i \in I}\left[(X, \mathbb{W})-\left(F_{i}, \mathbb{W}\right)\right]$. Since each $\Sigma_{i}$ is a soft $\sigma$-algebra on $\left(X_{i}, \mathbb{W}\right)$, so $\left(X_{i}, \mathbb{W}\right)-\left(F_{i}, \mathbb{W}\right) \tilde{\in} \Sigma_{i}$ for all $i \in I$. Consequently, $(F, \mathbb{W})^{c} \tilde{\in} \Sigma$. Let $\left(G_{n}, \mathbb{W}\right) \tilde{\in} \Sigma$ for $n=1,2, \ldots$ Then, for each $n,\left(G_{n}, \mathbb{W}\right)=\tilde{U}_{i \in I}\left(F_{n, i}, \mathbb{W}\right)$, where $\left(F_{n, i}, \mathbb{W}\right) \tilde{\epsilon} \Sigma_{i}$. Therefore,

$$
\tilde{U}_{n=1}^{\infty}\left(G_{n}, \mathbb{W}\right)=\tilde{\bigcup}_{n=1}^{\infty} \tilde{U}_{i \in I}\left(F_{n, i}, \mathbb{W}\right)=\tilde{U}_{i \in I} \tilde{U}_{n=1}^{\infty}\left(F_{n, i}, \mathbb{W}\right) .
$$

Since $\tilde{U}_{n=1}^{\infty}\left(F_{n, i}, \mathbb{W}\right) \tilde{\epsilon} \Sigma_{i}$ which implies that $\tilde{U}_{n=1}^{\infty}\left(G_{n}, \mathbb{W}\right) \tilde{\in} \Sigma$. Hence, $\Sigma$ is a soft $\sigma$-algebra.
Lemma 3.2. Let $C$ be a subcollection of $S_{\mathbb{W}}(X)$. Then there exists a unique $\sigma$-algebra $\Sigma$ on $X$ containing $C$ in the sense that if $\Sigma^{*}$ is any other algebra containing $\mathcal{C}$, then $\Sigma \tilde{\widetilde{\subseteq}} \Sigma^{*}$.

Proof. Since $S_{\mathbb{W}}(X)$ is a soft $\sigma$-algebra containing $\mathcal{C}$, so such a soft $\sigma$-algebra always exists. Therefore, the soft $\sigma$-algebra $\Sigma$ obtained in Lemma 3.1 is the required soft $\sigma$-algebra.

We refer to the above soft $\sigma$-algebra as the soft $\sigma$-algebra on $X$ generated by $C$ and denote it by $\sigma(C)$. If $C$ is a countable collection, then $\sigma(C)$ is called the countably generated soft $\sigma$-algebra. The soft $\sigma$-algebra considered in Example 3.2 is the soft $\sigma$-algebra generated by $\{(F, \mathbb{W})\}$.

Theorem 3.2. Let $C, C_{i} \tilde{\subseteq} S_{\mathbb{W}}(X)$, for $i=0,1,2$, and let $\Sigma$ be any soft $\sigma$-algebra on $X$. The soft $\sigma$ algebra $\sigma(C)$ generated by $C$ has the following properties:
(1) $C \tilde{\subseteq} \sigma(C) \tilde{\subseteq} \Sigma$.
(2) $\sigma(\sigma(C))=\sigma(C)$.
(3) $C$ is a soft $\sigma$-algebra iff $C=\sigma(C)$.
(4) $C_{1} \tilde{\subseteq} C_{2}$ implies $\sigma\left(C_{1}\right) \tilde{\subseteq} \sigma\left(C_{2}\right)$.
(5) $\sigma\left(C_{1}\right), \sigma\left(C_{2}\right) \tilde{\subseteq} \sigma\left(C_{1}\right) \tilde{U} \sigma\left(C_{2}\right) \tilde{\subseteq} \sigma\left(C_{1} \tilde{U} C_{2}\right)=\sigma\left(\sigma\left(C_{1}\right) \tilde{U} \sigma\left(C_{2}\right)\right)$.
(6) $C \tilde{\subseteq} C_{0} \tilde{\subseteq} \sigma(C)$ implies $\sigma\left(C_{0}\right)=\sigma(C)$.

Proof. (1) It follows from the definition of $\sigma(C)$.
(2) The first direction, $\sigma(C) \tilde{\subseteq} \sigma(\sigma(C))$, follows from (1). Now, we always have $\sigma(C) \subseteq \underline{\cong} \sigma(C)$, so $\sigma(C)$ is a soft $\sigma$-algebra including $\sigma(C)$. Since $\sigma(\sigma(C))$ is the smallest soft $\sigma$-algebra including $\sigma(C)$. Thus, $\sigma(\sigma(C)) \tilde{\underline{\subseteq}} \sigma(C)$. Hence, $\sigma(\sigma(C))=\sigma(C)$.
(3) Straightforward.
(4) By (1), $C_{2} \tilde{\subseteq} \sigma\left(C_{2}\right)$. Since $C_{1} \tilde{\subseteq} C_{2}$, then $C_{1} \tilde{\subseteq} C_{2} \tilde{\subseteq} \sigma\left(C_{2}\right)$ and so $\tilde{\subseteq} \sigma\left(C_{2}\right)$ is a soft $\sigma$-algebra containing $C_{1}$. But $\sigma\left(C_{1}\right)$ is the smallest soft $\sigma$-algebra containing $C_{1}$. Thus, $\sigma\left(C_{1}\right) \tilde{\subseteq} \sigma\left(C_{2}\right)$.
(5) We only prove the last equality, other inclusions can be concluded easily. Since $C_{1} \tilde{\underline{\varepsilon}} C_{1} \tilde{\cup} C_{2}$, by (4), $\sigma\left(C_{1}\right) \tilde{\subseteq} \sigma\left(C_{1} \tilde{\cup} C_{2}\right)$. Similarly, $\sigma\left(C_{2}\right) \tilde{\subseteq} \sigma\left(C_{1} \tilde{\cup} C_{2}\right)$. Therefore, $\sigma\left(C_{1}\right) \tilde{\cup} \sigma\left(C_{1}\right) \tilde{\subseteq} \sigma\left(C_{1} \tilde{\cup} C_{2}\right)$. By (4), $\sigma\left[\sigma\left(C_{1}\right) \tilde{U} \sigma\left(C_{1}\right)\right] \tilde{\subseteq} \sigma\left(C_{1} \tilde{\cup} C_{2}\right)$.

On the other hand, since $C_{1} \tilde{\subseteq} \sigma\left(C_{1}\right)$ and $C_{2} \tilde{\subseteq} \sigma\left(C_{2}\right)$, then $C_{1} \tilde{\cup} C_{2} \tilde{\subseteq} \sigma\left(C_{1}\right) \tilde{\cup} \sigma\left(C_{2}\right)$. By (4), $\sigma\left(C_{1} \tilde{\cup} C_{2}\right) \tilde{\mathrm{I}} \sigma\left[\sigma\left(C_{1}\right) \tilde{U} \sigma\left(C_{2}\right)\right]$. Hence, $\sigma\left(C_{1} \tilde{\cup} C_{2}\right)=\sigma\left(\sigma\left(C_{1}\right) \tilde{U} \sigma\left(C_{2}\right)\right)$.
(6) It follows from (2) and (4).

Proposition 3.1. Let $(Y, \mathbb{W}) \tilde{\in} S_{\mathbb{W}}(X)-\Phi_{\mathbb{W}}$ and let $\Sigma$ be a soft $\sigma$-algebra on $X$. Then

$$
\Sigma \tilde{\cap}(Y, \mathbb{W})=\{(F, \mathbb{W}) \tilde{\cap}(Y, \mathbb{W}):(F, \mathbb{W}) \tilde{\epsilon} \Sigma\}
$$

is a soft $\sigma$-algebra on $(Y, \mathbb{W})$ and is denoted by $\left.\Sigma\right|_{(Y, \mathbb{W})}$ or simply $\left.\Sigma\right|_{Y}$.
Proof. Since $\Phi_{\mathbb{W}} \tilde{\cap}(Y, \mathbb{W})=\Phi_{\mathbb{W}}$ and $\Phi_{\mathbb{W}} \tilde{\in} \Sigma$, so $\left.\Phi_{\mathbb{W}} \tilde{\in} \Sigma\right|_{(Y, W)}$. If $\left.(G, \mathbb{W}) \tilde{\epsilon} \Sigma\right|_{(Y, W)}$, then $(G, \mathbb{W})=$ $(F, \mathbb{W}) \tilde{\cap}(Y, \mathbb{W})$ for some $(F, \mathbb{W}) \tilde{\epsilon} \Sigma$. Since $(F, \mathbb{W})^{c} \tilde{\in} \Sigma$, we have $(G, \mathbb{W})^{c}=(F, \mathbb{W})^{c} \tilde{\cap}(Y, \mathbb{W})$. Thus, $\left.(G, \mathbb{W})^{c} \tilde{\in} \Sigma\right|_{(Y, \mathbb{W})}$. Suppose that $\left(G_{1}, \mathbb{W}\right),\left(G_{2}, \mathbb{W}\right),\left.\cdots \tilde{\epsilon} \Sigma\right|_{(Y, \mathbb{W})}$. Then $\left(G_{n}, \mathbb{W}\right)=\left(F_{n}, \mathbb{W}\right) \tilde{\cap}(Y, \mathbb{W})$ for some $\left(F_{n}, \mathbb{W}\right) \tilde{\epsilon} \Sigma$. Since $\tilde{U}_{n=1}^{\infty}\left(F_{n}, \mathbb{W}\right) \tilde{\epsilon} \Sigma$, so

$$
\tilde{\bigcup}_{n=1}^{\infty}\left(G_{n}, \mathbb{W}\right)=\tilde{\bigcup}_{n=1}^{\infty}\left[\left(F_{n}, \mathbb{W}\right) \tilde{n}(Y, \mathbb{W})\right]=\left[\bigcup_{n=1}^{\infty}\left(F_{n}, \mathbb{W}\right)\right] \tilde{n}(Y, \mathbb{W})
$$

This implies that $\left.\tilde{U}_{n=1}^{\infty}\left(G_{n}, \mathbb{W}\right) \tilde{\epsilon} \Sigma\right|_{(Y, W)}$.
Theorem 3.3. Let $C$ be a subcollection of $S_{\mathbb{W}}(X)$ and let $(Y, \mathbb{W}) \tilde{\epsilon} S_{\mathbb{W}}(X)-\Phi_{\mathbb{W}}$. Then

$$
\sigma(C \tilde{\cap}(Y, \mathbb{W}))=\sigma(C) \tilde{\cap}(Y, \mathbb{W})
$$

where $C \tilde{\cap}(Y, \mathbb{W})=\{(F, \mathbb{W}) \tilde{\cap}(Y, \mathbb{W}):(F, \mathbb{W}) \tilde{\epsilon} C\}$.
$\operatorname{Proof}$. Let $(G, \mathbb{W}) \tilde{\epsilon} C \tilde{\cap}(Y, \mathbb{W})$. Then $(G, \mathbb{W})=(F, \mathbb{W}) \tilde{\cap}(Y, \mathbb{W})$ for some $(F, \mathbb{W}) \tilde{\epsilon} C \tilde{\subseteq} \sigma(C)$. Therefore, $(G, \mathbb{W}) \tilde{\epsilon} \sigma(C) \tilde{\cap}(Y, \mathbb{W})$ and, hence, $C \tilde{\cap}(Y, \mathbb{W}) \tilde{\subseteq} \sigma(C) \tilde{\cap}(Y, \mathbb{W})$. Since, by Proposition 3.1, $\sigma(C) \tilde{\cap}(Y, \mathbb{W})$ is a soft $\sigma$-algebra on $Y$. Thus, Lemma 3.2 guarantees that $\sigma(C \tilde{\cap}(Y, \mathbb{W})) \tilde{\subseteq} \sigma(C) \tilde{\cap}(Y, \mathbb{W})$. To prove the other way of the inclusion, we first need to check that

$$
\Sigma=\left\{(H, \mathbb{W}) \tilde{\epsilon} S_{\mathbb{W}}(X):(H, \mathbb{W}) \tilde{\cap}(Y, \mathbb{W}) \tilde{\epsilon} \sigma(C \tilde{\cap}(Y, \mathbb{W}))\right\}
$$

is a soft $\sigma$-algebra. Evidently, $\Phi_{\mathbb{W}} \tilde{\epsilon} \Sigma$ because $\Phi_{\mathbb{W}} \tilde{\cap}(Y, \mathbb{W})=\Phi_{\mathbb{W}} \tilde{\epsilon} \sigma(C \tilde{\cap}(Y, \mathbb{W}))$. If $(H, \mathbb{W}) \tilde{\epsilon} \Sigma$, then $(H, \mathbb{W}) \tilde{\cap}(Y, \mathbb{W}) \tilde{\epsilon} \sigma(C \tilde{\cap}(Y, \mathbb{W}))$. Since $(H, \mathbb{W})^{c} \tilde{\cap}(Y, \mathbb{W})=(Y, \mathbb{W})-[(H, \mathbb{W}) \tilde{\cap}(Y, \mathbb{W})]$, this means that $(H, \mathbb{W})^{c} \tilde{\epsilon} \Sigma$. If $\left(H_{1}, \mathbb{W}\right),\left(H_{2}, \mathbb{W}\right), \cdots \tilde{\epsilon} \Sigma$, then $\left(H_{1}, \mathbb{W}\right) \tilde{\cap}(Y, \mathbb{W}),\left(H_{2}, \mathbb{W}\right) \tilde{\sim}(Y, \mathbb{W}), \cdots \tilde{\epsilon} \sigma(C \tilde{\cap}(Y, \mathbb{W}))$. Therefore,

$$
\left[\tilde{\bigcup}_{n=1}^{\infty}\left(H_{n}, \mathbb{W}\right)\right] \tilde{\cap}(Y, \mathbb{W})=\tilde{\bigcup}_{n=1}^{\infty}\left[\left(H_{n}, \mathbb{W}\right) \tilde{\cap}(Y, \mathbb{W})\right] \tilde{\epsilon} \sigma(C \tilde{\cap}(Y, \mathbb{W}))
$$

Hence, $\tilde{\cup}_{n=1}^{\infty}\left(H_{n}, \mathbb{W}\right) \tilde{\in} \Sigma$. This proves that $\Sigma$ is a soft $\sigma$-algebra on $X$. Suppose that $(F, \mathbb{W}) \tilde{\epsilon} C$. Then $(F, \mathbb{W}) \tilde{\cap}(Y, \mathbb{W}) \tilde{\epsilon} C \tilde{\cap}(Y, \mathbb{W}) \tilde{\underline{c}} \sigma(C \tilde{\cap}(Y, \mathbb{W}))$ and, so, $(F, \mathbb{W}) \tilde{\epsilon} \Sigma$. Thus, $C \tilde{\subseteq} \Sigma$ and, by Lemma 3.2, $\sigma(C) \tilde{\subseteq} \Sigma$. Now, if $(G, \mathbb{W}) \tilde{\epsilon} \sigma(C) \tilde{\cap}(Y, \mathbb{W})$, then $(G, \mathbb{W})=(F, \mathbb{W}) \tilde{\cap}(Y, \mathbb{W})$ for some $(F, \mathbb{W}) \tilde{\epsilon} \sigma(C) \tilde{\subseteq} \Sigma$ and, hence, $(G, \mathbb{W}) \tilde{\epsilon} \sigma(C \tilde{\cap}(Y, \mathbb{W}))$. This concludes that $\sigma(C) \tilde{\cap}(Y, \mathbb{W}) \tilde{\subseteq} \sigma(C \tilde{\cap}(Y, \mathbb{W}))$. Thus, $\sigma(C \tilde{\cap}(Y, \mathbb{W}))=$ $\sigma(C) \tilde{\cap}(Y, \mathbb{W})$.

Definition 3.3. [42, 43] Let $X, Y$ be two different universes parameterized by $\mathbb{W}$, $\mathbb{W}^{\prime}$, respectively, and let $p: X \rightarrow Y, q: \mathbb{W} \rightarrow \mathbb{W}^{\prime}$ be mappings. The image of a $\operatorname{soft} \operatorname{set}(F, \mathbb{W}) \widetilde{\subseteq}(X, \mathbb{W})$ under $f_{p, q}$ or simply $f:(X, \mathbb{W}) \rightarrow\left(Y, \mathbb{W}^{\prime}\right)$ is a soft subset $f(F, \mathbb{W})=(f(F), q(\mathbb{W}))$ of $\left(Y, \mathbb{W}^{\prime}\right)$ which is given by

$$
f(F)\left(w^{\prime}\right)= \begin{cases}\bigcup_{w \in q^{-1}\left(w^{\prime}\right) \cap \mathbb{W}} p(F(w)), & q^{-1}\left(w^{\prime}\right) \cap \mathbb{W} \neq \emptyset, \\ \emptyset, & \text { otherwise },\end{cases}
$$

for each $w^{\prime} \in \mathbb{W}^{\prime}$.
The inverse image of a soft set $\left(G, \mathbb{W}^{\prime}\right) \widetilde{\subseteq}\left(Y, \mathbb{W}^{\prime}\right)$ under $f$ is a soft subset $f^{-1}\left(G, \mathbb{W}^{\prime}\right)=$ $\left(f^{-1}(G), q^{-1}\left(W^{\prime}\right)\right)$ such that

$$
\left(f^{-1}(G)(w)= \begin{cases}p^{-1}(G(q(w))), & q(w) \in \mathbb{W}^{\prime} \\ \emptyset, & \text { otherwise }\end{cases}\right.
$$

for each $w \in \mathbb{W}$.
The soft mapping $f$ is bijective if both $p$ and $q$ are bijective.
Lemma 3.3. Let $f:(X, \mathbb{W}) \longrightarrow\left(Y, \mathbb{W}^{\prime}\right)$ be a soft mapping. Then
(1) if $\Sigma$ is a soft $\sigma$-algebra on $X$, then $\left\{\left(G, \mathbb{W}^{\prime}\right) \tilde{( }\left(Y, \mathbb{W}^{\prime}\right): f^{-1}\left(G, \mathbb{W}^{\prime}\right) \tilde{\epsilon} \Sigma\right\}$ is a soft $\sigma$-algebra on $Y$.
(2) if $\Sigma^{\prime}$ is a soft $\sigma$-algebra on $Y$, the set $f^{-1}\left(\Sigma^{\prime}\right)$ is a soft $\sigma$-algebra on $X$.

Proof. Both (1) and (2) follow from the fact that $f^{-1}\left(\Phi_{\mathbb{W}}\right)=\Phi_{\mathbb{W}}, f^{-1}\left(Y_{\mathbb{W}^{\prime}}-\left(G, \mathbb{W}^{\prime}\right)\right)=X_{\mathbb{W}}-f^{-1}\left(G, \mathbb{W}^{\prime}\right)$ for each soft set $\left(G, \mathbb{W}^{\prime}\right)$ over $Y$ and $f^{-1}\left(\bigcup_{n \geq 1}\left(G_{n}, \mathbb{W}^{\prime}\right)\right)=\bigcup_{n \geq 1} f^{-1}\left(G_{n}, \mathbb{W}^{\prime}\right)$ for each collection $\left\{\left(G_{n}, \mathbb{W}^{\prime}\right): n \in \mathbb{N}\right\}$ of soft sets over $Y$ (see Theorem 14 in [42]).

We shall remark that the direct image of a soft $\sigma$-algebra under a soft mapping need not be a soft $\sigma$-algebra.
Example 3.5. Let $X=\left\{x_{1}, x_{2}, x_{3}\right\}, Y=\left\{y_{1}, y_{2}\right\}$, and $\mathbb{W}=\mathbb{W}^{\prime}=\left\{w_{1}, w_{2}\right\}$. Define the mapping $f_{p, q}$ by

$$
p(x)=\left\{\begin{array}{l}
y_{1}, \text { if } x \neq x_{3} ; \\
y_{2}, \text { if } x=x_{3},
\end{array}\right.
$$

and $q(w)=w$, for all $w \in \mathbb{W}$. Let $\Sigma=\left\{\Phi_{\mathbb{W}},\left(F_{1}, \mathbb{W}\right),\left(F_{2}, \mathbb{W}\right), X_{\mathbb{W}}\right\}$, where $\left(F_{1}, \mathbb{W}\right)=\left\{\left(w_{1},\left\{x_{1}\right\}\right),\left(w_{2}, \emptyset\right)\right\}$ and $\left(F_{2}, \mathbb{W}\right)=\left\{\left(w_{1},\left\{x_{2}, x_{3}\right\}\right),\left(w_{2}, X\right)\right\}$. The image of the soft $\sigma$-algebra $\Sigma$ is $f_{p, q}(\Sigma)=\left\{\Phi_{\mathbb{W}},\left(G_{1}, \mathbb{W}\right), \tilde{Y}\right\}$, where $\left(G_{1}, \mathbb{W}\right)=\left\{\left(w_{1},\left\{y_{1}\right\}\right),\left(w_{2}, \emptyset\right)\right\}$, which is not a soft $\sigma$-algebra on $Y$.

Theorem 3.4. Let $f:(X, \mathbb{W}) \longrightarrow\left(Y, \mathbb{W}^{\prime}\right)$ be a soft mapping. Then

$$
f^{-1}(\sigma(C))=\sigma\left(f^{-1}(C)\right)
$$

for each collection $C$ of soft sets over $Y$.
Proof. By Lemma 3.3 (2) $f^{-1}(\sigma(C))$ is a soft $\sigma$-algebra and $f^{-1}(C) \widetilde{\subseteq} f^{-1}(\sigma(C))$, and this implies that $\sigma\left(f^{-1}(C)\right) \tilde{\subseteq} f^{-1}(\sigma(C))$. But, by Lemma $3.3(1)$, the set $\Sigma=\left\{\left(G, \mathbb{W}^{\prime}\right) \tilde{\subseteq}\left(Y, \mathbb{W}^{\prime}\right): f^{-1}\left(G, \mathbb{W}^{\prime}\right) \tilde{\epsilon} \sigma\left(f^{-1}(C)\right)\right\}$ is a soft $\sigma$-algebra, and it contains $C$; hence $\sigma(C) \tilde{\subseteq} \Sigma$. Therefore, $f^{-1}(\sigma(C)) \tilde{\subseteq} f^{-1}(\Sigma)=\{(F, \mathbb{W}) \tilde{\subseteq}(X, \mathbb{W})$ : $(F, \mathbb{W})=f^{-1}\left(G, \mathbb{W}^{\prime}\right)$ for some $\left.\left(G, \mathbb{W}^{\prime}\right) \tilde{\epsilon} \Sigma\right\} \tilde{\subseteq} \sigma\left(f^{-1}(C)\right)$. This shows that $f^{-1}(\sigma(C))=\sigma\left(f^{-1}(C)\right)$.

## 4. Relationships between crisp and soft $\sigma$-algebras

Proposition 4.1. Let $\Sigma$ be a soft $\sigma$-algebra on $X$ parameterized by $\mathbb{W}$. Then $\Sigma_{w}=\{F(w):(F, \mathbb{W}) \tilde{\in} \Sigma\}$ is a $\sigma$-algebra on $X$ for each $w \in \mathbb{W}$.

Proof. Since $\Phi_{\mathbb{W}} \tilde{\in} \Sigma$, then $\emptyset \in \Sigma_{w}$ for each $w \in \mathbb{W}$. Let $F(w) \in \Sigma_{w}$. Then $(F, \mathbb{W}) \tilde{E} \Sigma$ and, since, $\Sigma$ is a soft $\sigma$-algebra, so $(F, \mathbb{W})^{c} \tilde{\in} \Sigma$. But, $(F, \mathbb{W})^{c}=\{(w, X-F(w)): w \in \mathbb{W}\}$ and, so, $F^{c}(w)=X-F(w) \in \Sigma_{w}$. Let $\left\{F_{n}(w): n \in \mathbb{N}\right\}$ be an indexed family of sets in $\Sigma_{w}$. Then, for each $n,\left(F_{n}, \mathbb{W}\right) \tilde{\in} \Sigma$ and, thus, $\tilde{U}_{n \in \mathbb{N}}\left(F_{n}, \mathbb{W}\right) \tilde{\in} \Sigma$. Hence, $\cup_{n \in \mathbb{N}} F_{n}(w) \in \Sigma_{w}$.

We declare that the above result proved in Theorem 3 in [35], but we give a clearer proof. The converse of this lemma is not always true (see Example 5 in [35]), particularly when $|\mathbb{W}|>1$. The scenario is different when $|\mathbb{W}|=1$, where $|\mathbb{W}|$ is the cardinality of $\mathbb{W}$.

Theorem 4.1. Let $\mathbb{W}=\{e\}$ and let $\mathcal{F}$ be a family of subsets of $X$. Then $\Sigma=\{(w, F(w)): F(w) \in \mathcal{F}\}$ is a soft $\sigma$-algebra iff $\Sigma_{w}=\{F(w):(w, F(w)) \tilde{\in} \Sigma\}$ is a (crisp) $\sigma$-algebra on $X$.

Proof. The first direction follows from Proposition 4.1.
Conversely, Suppose $\Sigma_{w}$ is a $\sigma$-algebra. Clearly, $\emptyset \in \Sigma_{w}$ and, so, $(w, \emptyset)=\Phi_{\mathbb{W}} \tilde{\in} \Sigma$. Let $(F, \mathbb{W}) \tilde{\in} \Sigma$. Then $(F, \mathbb{W})=(w, F(w))$ and $F(w) \in \Sigma_{w}$. Since $\Sigma_{w}$ is a $\sigma$-algebra, so $F^{c}(w) \in \Sigma_{w}$. Therefore, $(F, \mathbb{W})^{c}=\left(w, F^{c}(w)\right) \tilde{\epsilon} \Sigma$. Let $\left\{\left(F_{n}, \mathbb{W}\right): n \in \mathbb{N}\right\}$ be a collection of soft sets in $\Sigma$. This implies that $\left(F_{n}, \mathbb{W}\right)=\left(w, F_{n}(w)\right)$ for each $n \in \mathbb{N}$ and, thus, $\cup_{n \in \mathbb{N}} F_{n}(w) \in \Sigma_{w}$ as $\Sigma_{w}$ is a $\sigma$-algebra on $X$. Therefore,

$$
\tilde{U}_{n \in \mathbb{N}}\left(F_{n}, \mathbb{W}\right)=\tilde{\bigcup}_{n \in \mathbb{N}}\left(w, F_{n}(w)\right)=\left(w, \bigcup_{n \in \mathbb{N}} F_{i}(w)\right) \tilde{\in} \Sigma .
$$

This proves that $\Sigma$ is a soft $\sigma$-algebra on $X$.
Theorem 4.2. Let $\mathcal{E}$ be a (crisp) $\sigma$-algebra on $X$ and $\mathbb{W}$ be a set of parameters. Then
(1) the family $\Sigma(\mathcal{E})$ of all soft sets $(F, \mathbb{W})$ forms a soft $\sigma$-algebra on $X$, where $(F, \mathbb{W})=\{(w, F(w))$ : $F(w) \in \mathcal{E}$ for each $w \in \mathbb{W}\}$.
(2) the family $\widehat{\Sigma}(\mathcal{E})$ of all soft sets $(F, \mathbb{W})$ forms a soft $\sigma$-algebra on $X$, where $(F, \mathbb{W})=\{(w, F(w))$ : $F(w)=F\left(w^{\prime}\right) \in \mathcal{E}$ for each $\left.w, w^{\prime} \in \mathbb{W}\right\}$.

Proof. The proof is quite comparable to the second part of the proof for the preceding result.
Remark 4.1. The above formula holds true for any family of subsets of a given universe. Namely, we generate a collection of soft sets from a crisp family of sets.

The soft $\sigma$-algebra $\Sigma(\mathcal{E})$ is called a soft $\sigma$-algebra on $X$ generated by $\mathcal{E}$ with respect to $\mathbb{W}$. And the soft $\sigma$-algebra $\widehat{\Sigma}(\mathcal{E})$ is called an extended soft $\sigma$-algebra on $X$ via $\mathcal{E}$.

Observe that $\Sigma_{w}=\widehat{\Sigma}_{w}=\mathcal{E}$ for each $w \in \mathbb{W}$.
The following examples show how the process in Theorem 4.2 can be used:
Example 4.1. Let $X=\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}$ and $\mathbb{W}=\left\{w_{1}, w_{2}\right\}$. Consider the following crisp $\sigma$-algebra on $X$ : $\mathcal{E}=\left\{\emptyset,\left\{x_{1}, x_{2}\right\},\left\{x_{3}, x_{4}\right\}, X\right\}$.

Applying the first formula, we conclude the following soft $\sigma$-algebra on $X$ :

$$
\Sigma(\mathcal{E})=\left\{\Phi_{\mathbb{W}},\left(F_{1}, \mathbb{W}\right),\left(F_{2}, \mathbb{W}\right), \cdots,\left(F_{14}, \mathbb{W}\right), X_{\mathbb{W}}\right\}
$$

where

$$
\begin{aligned}
& \left(F_{1}, \mathbb{W}\right)=\left\{\left(w_{1}, \emptyset\right),\left(w_{2},\left\{x_{1}, x_{2}\right\}\right)\right\}, \\
& \left(F_{2}, \mathbb{W}\right)=\left\{\left(w_{1}, \emptyset\right),\left(w_{2},\left\{x_{3}, x_{4}\right\}\right)\right\}, \\
& \left(F_{3}, \mathbb{W}\right)=\left\{\left(w_{1}, \emptyset\right),\left(w_{2}, X\right)\right\}, \\
& \left(F_{4}, \mathbb{W}\right)=\left\{\left(w_{1},\left\{x_{1}, x_{2}\right\}\right),\left(w_{2}, \emptyset\right)\right\}, \\
& \left(F_{5}, \mathbb{W}\right)=\left\{\left(w_{1},\left\{x_{1}, x_{2}\right\}\right),\left(w_{2},\left\{x_{1}, x_{2}\right\}\right)\right\}, \\
& \left(F_{6}, \mathbb{W}\right)=\left\{\left(w_{1},\left\{x_{1}, x_{2}\right\}\right),\left(w_{2},\left\{x_{3}, x_{4}\right\}\right)\right\}, \\
& \left(F_{7}, \mathbb{W}\right)=\left\{\left(w_{1},\left\{x_{1}, x_{2}\right\}\right),\left(w_{2}, X\right)\right\}, \\
& \left(F_{8}, \mathbb{W}\right)=\left\{\left(w_{1},\left\{x_{3}, x_{4}\right\}\right),\left(w_{2}, \emptyset\right)\right\}, \\
& \left(F_{9}, \mathbb{W}\right)=\left\{\left(w_{1},\left\{x_{3}, x_{4}\right\}\right),\left(w_{2},\left\{x_{1}, x_{2}\right\}\right)\right\}, \\
& \left(F_{10}, \mathbb{W}\right)=\left\{\left(w_{1},\left\{x_{3}, x_{4}\right\}\right),\left(w_{2},\left\{x_{3}, x_{4}\right\}\right)\right\}, \\
& \left(F_{11}, \mathbb{W}\right)=\left\{\left(w_{1},\left\{x_{3}, x_{4}\right\}\right),\left(w_{2}, X\right)\right\}, \\
& \left(F_{12}, \mathbb{W}\right)=\left\{\left(w_{1}, X\right),\left(w_{2}, \emptyset\right)\right\}, \\
& \left(F_{13}, \mathbb{W}\right)=\left\{\left(w_{1}, X\right),\left(w_{2},\left\{x_{1}, x_{2}\right\}\right)\right\}, \text { and } \\
& \left(F_{14}, \mathbb{W}\right)=\left\{\left(w_{1}, X\right),\left(w_{2},\left\{x_{3}, x_{4}\right\}\right)\right\},
\end{aligned}
$$

Applying the second formula, we conclude the following soft $\sigma$-algebra on $X$ :

$$
\widehat{\Sigma}(\mathcal{E})=\left\{\Phi_{\mathbb{W}},\left(G_{1}, \mathbb{W}\right),\left(G_{2}, \mathbb{W}\right), X_{\mathbb{W}}\right\}
$$

where
$\left(G_{1}, \mathbb{W}\right)=\left\{\left(w_{1},\left\{x_{1}, x_{2}\right\}\right),\left(w_{2},\left\{x_{1}, x_{2}\right\}\right)\right\}$ and
$\left(G_{2}, \mathbb{W}\right)=\left\{\left(w_{1},\left\{x_{3}, x_{4}\right\}\right),\left(w_{2},\left\{x_{3}, x_{4}\right\}\right)\right\}$.
A less trivial example is
Example 4.2. Let $\mathcal{E}_{c c}$ be the countable-cocountable $\sigma$-algebra on $X$, where $\mathcal{E}_{c c}=\{F \subseteq X$ : $F$ is countable or $F^{c}$ is countable $\}$. If $X$ is finite, $\mathcal{E}_{c c}=\mathcal{P}(X)$. The soft $\sigma$-algebra $\Sigma\left(\mathcal{E}_{c c}\right)$ on $X$ generated by $\mathcal{E}_{c c}$ is given by the following family:

$$
\Sigma\left(\mathcal{E}_{c c}\right)=\left\{\{(w, F(w)): w \in \mathbb{W}\} \tilde{\in} S_{\mathbb{W}}(X): F(w) \text { or } F(w)^{c} \text { is countable, for each } w \in \mathbb{W}\right\} .
$$

When we need to define the countable-cocountable $\sigma$-algebra on $X$ in soft settings, we normally do so as follows:

$$
\Sigma_{c c}=\left\{(F, \mathbb{W}) \tilde{\epsilon} S_{\mathbb{W}}(X):(F, \mathbb{W}) \text { or }(F, \mathbb{W})^{c} \text { is countable }\right\} .
$$

However, both $\Sigma_{c c}=\Sigma\left(\mathcal{E}_{c c}\right)$ are equivalent. This example demonstrates how effectively our formulas produce soft $\sigma$-algebras. We shall call $\Sigma_{c c}$ the countable-cocountable soft $\sigma$-algebra on $X$.

It is worth noting that the general formula for constructing soft $\sigma$-algebra provided by Theorem 4.2 can be improved by the use of several crisp $\sigma$-algebras.

Corollary 4.1. Let $\mathscr{E}=\left\{\mathcal{E}_{w}: w \in \mathbb{W}\right\}$ be a collection of (crisp) $\sigma$-algebras on $X$ indexed by a set of parameters $\mathbb{W}$. The family $\Sigma(\mathscr{E})$ of all soft sets $(F, \mathbb{W})$ forms a soft $\sigma$-algebra on $X$, where $(F, \mathbb{W})=\left\{(w, F(w)): F(w) \in \mathcal{E}_{w}\right.$ for each $\left.w \in \mathbb{W}\right\}$.

Notice that if, for each $w, w^{\prime} \in \mathbb{W}, \mathcal{E}_{w}=\mathcal{E}_{w^{\prime}}=\mathcal{E}$, then $\Sigma(\mathscr{E})=\Sigma(\mathcal{E})$.
We have seen that each soft $\sigma$-algebra produces a family of (crisp) $\sigma$-algebras of size $\leq|\mathbb{W}|$, so we obtain the following:

Lemma 4.1. Let $\mathscr{E}=\left\{\mathcal{E}_{w}: w \in \mathbb{W}\right\}$ be the family of all crisp $\sigma$-algebras on $X$ from a soft $\sigma$-algebra $\Sigma$. Then

$$
\Sigma \tilde{\underline{\subseteq}} \Sigma(\mathscr{E})
$$

Proof. It can be concluded from the definition of soft sets and the soft $\sigma$-algebra generated by $\mathscr{E}$.
Theorem 4.3. Let $\left\{\mathcal{E}_{w}: w \in \mathbb{W}\right\}$ be a family of crisp $\sigma$-algebras on $X$ indexed by $\mathbb{W}$. Then

$$
\Sigma\left(\tilde{\bigcap}_{\mathcal{w}}\right)=\tilde{\bigcap} \Sigma\left(\mathcal{E}_{w}\right) .
$$

Proof. Let $(F, \mathbb{W}) \tilde{\in} \Sigma\left(\cap \tilde{\mathcal{E}} \mathcal{E}_{w}\right)$. Then

$$
\begin{aligned}
& \Longrightarrow \\
& \Longrightarrow(w) \in \bigcap \mathcal{E}_{w}, \\
& \Longrightarrow \\
& \Longrightarrow \\
& \Longrightarrow(w) \in \mathcal{E}_{w}, \text { for each } w \in \mathbb{W}, \\
& \Longrightarrow \\
& \hline \\
& (F, \mathbb{W}) \tilde{\epsilon} \tilde{\bigcap} \Sigma\left(w_{w}\right) .
\end{aligned}
$$

Hence, $\Sigma\left(\tilde{\cap} \mathcal{E}_{w}\right) \tilde{\subseteq} \tilde{\cap} \Sigma\left(\mathcal{E}_{w}\right)$. The converse can be followed by reversing the above steps.
Consequently, we have the following corollary:
Corollary 4.2. Let $\mathcal{E}$ be a subcollection of $S_{\mathbb{W}}(X)$ such that $\Phi_{\mathbb{W}}, X_{\mathbb{W}} \tilde{\in} \mathcal{E}$. Then

$$
\Sigma(\sigma(\mathcal{E}))=\sigma(\Sigma(\mathcal{E}))
$$

where $\Sigma(\mathcal{E})$ is the family of all soft sets $\{(w, F(w)): w \in \mathbb{W}\}$ such that $F(w) \in \mathcal{E}$ for each $w \in \mathbb{W}$.

## 5. Applications

The concept of $\sigma$-algebras plays a crucial role not only in mathematics but real life problems in economics and finance. $\sigma$-algebra has an intuitive interpretation in probability theory. In this direction, the concept of soft $\sigma$-algebra is used here to characterize information that can be observed, implying that the soft $\sigma$-algebra contains information. This concept is demonstrated via basic examples.
Example 5.1. Suppose that two players 1 and 2 are gambling on the outcomes of a coin tosses. Here, our set of parameters is $\mathbb{W}=\{$ player 1, player 2$\}=\left\{w_{1}, w_{2}\right\}$ and the sample space for each player is $X_{k}=\{H, T\}$ for $k=1,2$. Assuming that they gamble on the following results obtained by the random variable $R_{k}$ and the coin.

$$
R_{k}(x)= \begin{cases}1, & x=H, \text { means the tossing is } H \\ 0, & x=T, \text { means the tossing is } T\end{cases}
$$

From Formula (1) in Theorem 4.2 and Remark 4.1, the sample space for this game in soft settings will be $X_{\mathbb{W}}=\Sigma\left(\left\{X_{1}, X_{2}\right\}\right)=\left\{\left\{\left(w_{1}, H\right),\left(w_{2}, H\right)\right\},\left\{\left(w_{1}, H\right),\left(w_{2}, T\right)\right\},\left\{\left(w_{1}, T\right),\left(w_{2}, H\right)\right\},\left\{\left(w_{1}, T\right),\left(w_{2}, T\right)\right\}\right\}$.

When discussing information in soft $\sigma$-algebra, the notion of time is involved.
At time zero, player 1 and player 2 are unaware of the outcomes other than one of the events in $X_{W}$. As a result, the information at time zero that they can both discuss is the soft $\sigma$-algebra generated by $C_{0}=\left\{X_{\mathbb{W}}\right\}$ which is $\Sigma_{0}=\left\{\Phi_{\mathbb{W}}, X_{\mathbb{W}}\right\}$.

At time one, the coin had been tossed once by each player, only. They are aware of the events in the collection

$$
C_{1}=\left\{\left\{\left(w_{1}, H H\right),\left(w_{2}, H T\right)\right\},\left\{\left(w_{1}, T T\right),\left(w_{2}, T H\right)\right\}\right\} .
$$

Therefore, the information at this time that they both can discuss is the soft $\sigma$-algebra $\Sigma_{1}$ generated $C_{1}$. Therefore, $\Sigma_{1}=\left\{\Phi_{W},\left\{\left(w_{1}, H H\right),\left(w_{2}, H T\right)\right\},\left\{\left(w_{1}, T T\right),\left(w_{2}, T H\right)\right\}, X_{W}\right\}$.

At time two, the coin had been tossed twice. They are aware of the events in the collection

$$
\mathcal{C}_{2}=\left\{\left\{\left(w_{1}, H\right),\left(w_{2}, H\right)\right\},\left\{\left(w_{1}, H\right),\left(w_{2}, T\right)\right\},\left\{\left(w_{1}, T\right),\left(w_{2}, H\right)\right\},\left\{\left(w_{1}, T\right),\left(w_{2}, T\right)\right\}\right\}
$$

which means they know everything about the gambling results. Hence, the information at this stage that they both can discuss is the soft $\sigma$-algebra $\Sigma_{2}$ generated by $C_{2}$ which is the family of all soft subsets of $X_{\mathbb{W}}$. That is, $\Sigma_{2}=\left\{\Phi_{\mathbb{W}},\left(F_{1}, \mathbb{W}\right),\left(F_{2}, \mathbb{W}\right), \ldots,\left(F_{14}, \mathbb{W}\right), X_{\mathbb{W}}\right\}$, where

$$
\begin{aligned}
& \left(F_{1}, \mathbb{W}\right)=\left\{\left(w_{1}, H\right),\left(w_{2}, H\right)\right\}, \\
& \left(F_{2}, \mathbb{W}\right)=\left\{\left(w_{1}, H\right),\left(w_{2}, T\right)\right\}, \\
& \left(F_{3}, \mathbb{W}\right)=\left\{\left(w_{1}, T\right),\left(w_{2}, H\right)\right\}, \\
& \left(F_{4}, \mathbb{W}\right)=\left\{\left(w_{1}, T\right),\left(w_{2}, T\right)\right\}, \\
& \left(F_{5}, \mathbb{W}\right)=\left\{\left(w_{1}, H H\right),\left(w_{2}, T H\right)\right\}, \\
& \left(F_{6}, \mathbb{W}\right)=\left\{\left(w_{1}, H T\right),\left(w_{2}, H H\right)\right\}, \\
& \left(F_{7}, \mathbb{W}\right)=\left\{\left(w_{1}, H T\right),\left(w_{2}, T H\right)\right\}, \\
& \left(F_{8}, \mathbb{W}\right)=\left\{\left(w_{1}, H T\right),\left(w_{2}, T H\right)\right\}, \\
& \left(F_{9}, \mathbb{W}\right)=\left\{\left(w_{1}, T H\right),\left(w_{2}, T T\right)\right\}, \\
& \left(F_{10}, \mathbb{W}\right)=\left\{\left(w_{1}, T T\right),\left(w_{2}, H T\right)\right\}, \\
& \left(F_{11}, \mathbb{W}\right)=\left\{\left(w_{1}, H H T\right),\left(w_{2}, H T H\right)\right\}, \\
& \left(F_{12}, \mathbb{W}\right)=\left\{\left(w_{1}, H H T\right),\left(w_{2}, H T T\right)\right\}, \\
& \left(F_{13}, \mathbb{W}\right)=\left\{\left(w_{1}, H T H\right),\left(w_{2}, H H H\right)\right\}, \text { and } \\
& \left(F_{14}, \mathbb{W}\right)=\left\{\left(w_{1}, H T T\right),\left(w_{2}, T T T\right)\right\},
\end{aligned}
$$

At each time $t>0$, the generating soft $\sigma$-algebra gives us more information about the happening events; and evidently, $\Sigma_{0} \tilde{\subseteq} \Sigma_{1} \tilde{\simeq} \Sigma_{2}$.

Each event can be assigned to a probability by the following formula:

$$
\begin{equation*}
\tilde{P}(F, \mathbb{W})=P_{2}(\psi(F, \mathbb{W})), \tag{5.1}
\end{equation*}
$$

where $\psi$ is a mapping from $\Sigma_{2}$ into $\mathcal{E}=\sigma(\{H H\},\{H T\},\{T H\},\{T T\})$ defined by

$$
\begin{equation*}
\psi(\{(w, F(w)): w \in \mathbb{W}\})=\left\{\prod_{i=1}^{m} f_{j}\left(w_{i}\right): j=1, \ldots, N\right\} \tag{5.2}
\end{equation*}
$$

such that $P_{2}$ is the (natural) probability of tossing a coin twice, $m=|\mathbb{W}|, N=|F(w)|$ for any $w \in \mathbb{W}$, and $f_{j}(w) \in F(w)$. To apply the above formulas, we need to take some soft sets in $\Sigma_{2}$. Let us examine $\left(F_{2}, \mathbb{W}\right),\left(F_{10}, \mathbb{W}\right)$, and $\left(F_{11}, \mathbb{W}\right)$. Now,

$$
\begin{aligned}
\tilde{P}\left(F_{1}, \mathbb{W}\right) & =\tilde{P}\left(\left\{\left(w_{1}, H\right),\left(w_{2}, T\right)\right\}\right) \\
& =P_{2}\left(\psi\left(\left\{\left(w_{1}, H\right),\left(w_{2}, T\right)\right\}\right)\right) \\
& =P_{2}(\{H, T\})=1 / 4, \\
\tilde{P}\left(F_{10}, \mathbb{W}\right) & =\tilde{P}\left(\left\{\left(w_{1}, T T\right),\left(w_{2}, H T\right)\right\}\right) \\
& =P_{2}\left(\psi\left(\left\{\left(w_{1}, T T\right),\left(w_{2}, H T\right)\right\}\right)\right) \\
& =P_{2}(\{T H, T T\})=1 / 2, \text { and } \\
\tilde{P}\left(F_{11}, \mathbb{W}\right) & =\tilde{P}\left(\left\{\left(w_{1}, H H T\right),\left(w_{2}, H T H\right)\right\}\right) \\
& =P_{2}\left(\psi\left(\left\{\left(w_{1}, H H T\right),\left(w_{2}, H T H\right)\right\}\right)\right) \\
& =P_{2}(\{H H, H T, T H\})=3 / 4 .
\end{aligned}
$$

Remark 5.1. The construction given in the above example is true for any (finite) numbers $n$ of players and the results are consistent with the natural probability of tossing a coin $n$ times.

Definition 5.1. Let $(X, \mathcal{E}, P)$ be a probability space and let $(F, \mathbb{W})$ be an element in the soft $\sigma$-algebra $\Sigma$ generated by $\mathcal{E}$ with respect to $\mathbb{W}$. A parameter $w_{1}$ is said to be more informative than $w_{2}$ if $P\left(F\left(w_{1}\right)\right)>$ $P\left(F\left(w_{2}\right)\right)$.

In the earlier example, we have shown how explicitly the concept of soft $\sigma$-algebra involved in applications. In the next illustrations, we may implicitly mention this concept.

Example 5.2. Suppose that our game is rolling two dices. The possible outcomes are $X=\{(i, j): i, j=$ $1,2, \ldots, 6\}$. Let $\mathcal{E}$ be the $\sigma$-algebra generated by singletons in $X$ and let $\Sigma(\mathcal{E})$ be the soft $\sigma$-algebra generated by $\mathcal{E}$ with respect to an appropriate set of parameters $A=\left\{w_{1}, w_{2}, \ldots, w_{12}\right\}$. The probability $P_{2 d}$ of each $F(w), w \in S \cup M$ is presented in Tables 1 and 2, where $S=\{\operatorname{sum}(i, j): i, j=1,2, \ldots, 6\}$ and $M=\{\max (i, j): i, j=1,2, \ldots, 6\}$.

Table 1. The probability of $F(w), w \in S$.

| sum $(\mathrm{i}, \mathrm{j})$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| probability | $\frac{1}{36}$ | $\frac{2}{36}$ | $\frac{3}{36}$ | $\frac{4}{36}$ | $\frac{5}{36}$ | $\frac{6}{36}$ | $\frac{5}{36}$ | $\frac{4}{36}$ | $\frac{3}{36}$ | $\frac{2}{36}$ | $\frac{1}{36}$ |

Table 2. The probability of $F(w), w \in M$.

| $\max (\mathrm{i}, \mathrm{j})$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| probability | $\frac{1}{36}$ | $\frac{3}{36}$ | $\frac{5}{36}$ | $\frac{7}{36}$ | $\frac{9}{36}$ | $\frac{11}{36}$ |

Take $\mathbb{W}=\left\{w_{1}, w_{2}\right\}$, where $w_{1}:=\max (i, j)=2$ and $w_{2}:=\operatorname{sum}(i, j)=10$. The probability $\tilde{Q}$ of the soft set $(F, \mathbb{W})=\left\{\left(w_{1},\{(1,2),(2,2),(2,1)\}\right),\left(w_{2},\{(4,6),(5,5),(6,4)\}\right)\right\}$ is $1 / 6$. From Example 3.4,
one can verify that the soft set $(F, \mathbb{W})$ exists in $\Sigma(\mathcal{E})$ and each missing parameter in the preceding computation is assigned to the empty set, which has a probability of zero.

According to term given in Definition 5.1, a parameter e that correspond to max $=6$ is more informative as it has the highest probability. Thus, the player shall receive enough information on the game and gamble on this parameter.

Example 5.3. Let $X=\left\{x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, x_{7}\right\}$ be our universe, where $x_{1}=$ less than 9th grade, $x_{2}=$ 9 th to 12th grade (no diploma), $x_{3}=$ high school graduate or equivalent, $x_{4}=$ some college (no degree), $x_{5}=$ associate's degree, $x_{6}=$ bachelor's degree, and $x_{7}=$ graduate or professional degree. Suppose the set of parameters $A=\left\{w_{1}, w_{2}\right\}$, where $w_{1}=$ male and $w_{2}=$ female. Let $\mathcal{E}$ be the $\sigma$-algebra generated by singletons in $X$ and let $\Sigma(\mathcal{E})$ be the soft $\sigma$-algebra generated by $\mathcal{E}$ with respect to $A$. Suppose we choose a random US residents over the age of 25. Based on data from the 2010 American Community Survey, Table 3 shows the distribution of education levels attained by gender:

Table 3. The probability of the soft sample space $X_{\mathbb{W}}$.

| $X_{\mathbb{W}}$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $w_{1}$ | 0.07 | 0.10 | 0.30 | 0.22 | 0.06 | 0.16 | 0.09 |
| $w_{2}$ | 0.13 | 0.09 | 0.20 | 0.24 | 0.08 | 0.17 | 0.09 |

We now demonstrate how the elements of $\Sigma(\mathcal{E})$ provide information about specific events. Assume that $(F, A)=\left\{\left(w_{1},\left\{x_{1}, x_{3}\right\}\right),\left(w_{2},\left\{x_{2}\right\}\right)\right\},(G, A)=\left\{\left(w_{1},\left\{x_{4}\right\}\right),\left(w_{2},\left\{x_{4}\right\}\right)\right\}$, and $(H, A)=$ $\left\{\left(w_{1}, \emptyset\right),\left(w_{2},\left\{x_{6}, x_{7}\right\}\right)\right\}$. Then $(F, A)$ represents a man who has not accomplished a 9th grade certificate, a man who has graduated from high school, or a woman who has achieved a 9th to 12th grade certificate. The soft set represents a man who has not accomplished a 9th grade certificate, a man who has graduated from high school, or a woman who has achieved a 9th to 12th grade certificate. The soft set $(G, A)$ represents a resident who graduated from a college with no degree. And $(H, A)$ represents a man with at least a bachelor's degree. The probability of them are as follows:

$$
\begin{aligned}
\tilde{P}(F, \mathbb{W})= & \tilde{P}\left(\left\{\left(w_{1},\left\{x_{1}\right\}\right)\right\}\right)+\tilde{P}\left(\left\{\left(w_{1},\left\{x_{3}\right\}\right)\right\}\right)+\tilde{P}\left(\left\{\left(w_{2},\left\{x_{2}\right\}\right)\right\}\right) \\
= & 0.07+0.30+0.09=0.46 . \\
\tilde{P}(G, \mathbb{W}) & =\left(\tilde{P}\left(\left\{\left(w_{1},\left\{x_{4}\right\}\right)\right\}\right)+\tilde{P}\left(\left\{\left(w_{2},\left\{x_{4}\right\}\right)\right\}\right)\right) / 2 \\
& =(0.22+0.24) / 2=0.23 . \\
\tilde{P}(H, \mathbb{W})= & \tilde{P}\left(\left\{\left(w_{1}, \emptyset\right)\right\}\right)+\tilde{P}\left(\left\{\left(w_{2},\left\{x_{6}, x_{7}\right\}\right)\right\}\right) \\
= & \tilde{P}\left(\left\{\left(w_{1}, \emptyset\right)\right\}\right)+\tilde{P}\left(\left\{\left(w_{2},\left\{x_{7}\right\}\right)\right\}\right)+\tilde{P}\left(\left\{\left(w_{2},\left\{x_{7}\right\}\right)\right\}\right) \\
= & 0+0.17+0.09=0.26 .
\end{aligned}
$$

We finish this part by stating that the soft $\sigma$-algebras mentioned in Examples 5.1, 5.2, and 5.3 represent information structures on finite sets of states according to Remark 2.2.

## 6. Conclusions and future work

Molodtsov presented several potential applications of soft set theory, and many researchers followed his direction and used soft sets in various fields. This paper contributes to the field of soft set theory by investigating the concept of soft $\sigma$-algebras. We have discussed some operations on soft $\sigma$ algebras. We have seen that a soft $\sigma$-algebra can produce a family of crisp $\sigma$-algebras. Then, we have established two remarkable formulas by which one can construct a soft $\sigma$-algebra from a family of crisp $\sigma$-algebras. This construction provides a general framework for studying soft $\sigma$-algebras and investigating their properties in relation to their counterparts in crisp $\sigma$-algebras. In particular, one can study probability theory, measure theory, etc. in the context of soft set theory without defining all the related terminologies. As applications to this construction, we have offered two examples and shown that one can compute the probability of a soft set in the soft $\sigma$ algebra generated by a crisp $\sigma$-algebra with respect to the given set of parameters. The stated examples represent the information structures of two players. We draw the readers' attention to the obtained results are consistent with crisp $\sigma$-algebras when the set of parameters contains a single point.

The results obtained in this paper are preliminary and many extensions to this work are needed. A deep study is needed to determine the accurate relationship between soft $\sigma$-algebra and information. The reason is that a decision-maker may strictly prefer the soft $\sigma$-algebra generated by the full information over the soft $\sigma$-algebra generated by the incomplete information. The soft version of Doob-Dynkin lemma will help us determining which $\sigma$-algebra represents information. This could be the best suggested directions for future research.

## Acknowledgments

This study is supported via funding from Prince Sattam bin Abdulaziz University project number (PSAU/2023/R/1444).

## Conflict of interest

The authors declare no conflict of interest.

## References

1. L. A. Zadeh, Fuzzy sets, Inform. Control, 8 (1965), 338-353. https://doi.org/10.1016/S0019-9958(65)90241-X
2. Z. Pawlak, Rough sets, Int. J. Comput. Informa. Sci., 11 (1982), 341-356.
3. M. B. Gorzałczany, A method of inference in approximate reasoning based on interval-valued fuzzy sets, Fuzzy Sets Syst., 21 (1987), 1-17. https://doi.org/10.1016/0165-0114(87)90148-5
4. D. Molodtsov, Soft set theory-First results, Comput. Math. Appl., 37 (1999), 19-31. https://doi.org/10.1016/S0898-1221(99)00056-5
5. F. Feng, Q. Wang, R. R. Yager, J. C. R. Alcantud, L. Y. Zhang, Maximal association analysis using logical formulas over soft sets, Expert Syst. Appl., 159 (2020), 113557. https://doi.org/10.1016/j.eswa.2020.113557
6. G. Santos-García, J. C. R. Alcantud, Ranked soft sets, Expert Syst., 2023, e13231. https://doi.org/10.1111/exsy. 13231
7. D. W. Pei, D. Q. Miao, From soft sets to information systems, In: 2005 IEEE international conference on granular computing, 2005. https://doi.org/10.1109/GRC.2005.1547365
8. J. M. Zhan, J. C. R. Alcantud, A survey of parameter reduction of soft sets and corresponding algorithms, Artif. Intell. Rev., 52 (2019), 1839-1872. https://doi.org/10.1007/s10462-017-9592-0
9. T. M. Al-shami, Soft somewhat open sets: Soft separation axioms and medical application to nutrition, Comput. Appl. Math., 41 (2022), 216. https://doi.org/10.1007/s40314-022-01919-x
10. O. Dalkiliç, N. Demirtaş, Algorithms for Covid-19 outbreak using soft set theory: estimation and application, Soft Comput., 27 (2022), 3203-3211.
11. P. K. Maji, A. R. Roy, R. Biswas, An application of soft sets in a decision making problem, Comput. Math. Appl., 44 (2002), 1077-1083. https://doi.org/10.1016/S0898-1221(02)00216-X
12. S. Yuksel, T. Dizman, G. Yildizdan, U. Sert, Application of soft sets to diagnose the prostate cancer risk, J. Inequal. Appl., 2013 (2013), 229.
13. H. Aktaş, N. Çağman, Soft sets and soft groups, Inform. Sci., 177 (2007), 2726-2735. https://doi.org/10.1016/j.ins.2006.12.008
14. U. Acar, F. Koyuncu, B. Tanay, Soft sets and soft rings, Comput. Math. Appl., 59 (2010), 34583463. https://doi.org/10.1016/j.camwa.2010.03.034
15. S. K. Sardar, S. Gupta, Soft category theory-an introduction, J. Hyperstructures, 2 (2013).
16. M. Shabir, M. Naz, On soft topological spaces, Comput. Math. Appl., 61 (2011),1786-1799. https://doi.org/10.1016/j.camwa.2011.02.006
17. T. M. Al-shami, Z. A. Ameen, A. A. Azzam, M. E. El-Shafei, Soft separation axioms via soft topological operators, AIMS mathematics, 7 (2022), 15107-15119. http://doi.org/10.3934/math. 2022828
18. T. M. Al-shami, New soft structure: Infra soft topological spaces, Math. Probl. Eng., 2021 (2021), 3361604. https://doi.org/10.1155/2021/3361604
19. T. M. Al-shami, M. E. El-Shafei, Two types of separation axioms on supra soft topological spaces, Demonstr. Math., 52 (2019), 147-165. https://doi.org/10.1515/dema-2019-0016
20. T. M. Al-shami, M. E. El-Shafei, On supra soft topological ordered spaces, Arab J. Basic Appl. Sci., 26 (2019), 433-445. https://doi.org/10.1080/25765299.2019.1664101
21. Z. A. Ameen, T. M. Al-shami, A. Mhemdi, M. E. El-Shafei, The role of soft $\theta$-Topological operators in characterizing various soft separation axioms, J. Math., 2022 (2022), 9073944. https://doi.org/10.1155/2022/9073944
22. B. A. Asaad, T. M. Al-shami, Z. A. Ameen, On soft somewhere dense open functions and soft Baire spaces, Iraqi J. Sci., 64 (2023), 373-384. https://doi.org/10.24996/ijs.2023.64.1.35
23. T. M. Al-shami, A. Mhemdi, R. Abu-Gdairid, A Novel framework for generalizations of soft open sets and its applications via soft topologies, Mathematics, 11 (2023), 840. https://doi.org/10.3390/math1 1040840
24. T. M. Al-shami, A. Mhemdi, A weak form of soft $\alpha$-open sets and its applications via soft topologies, AIMS mathematics, 8 (2023), 11373-11396. https://doi.org/10.3934/math. 2023576
25. Z. A. Ameen, B. A. Asaad, T. M. Al-shami, Soft somewhat continuous and soft somewhat open functions, TWMS J. Appl. Eng. Math., 13 (2023), 792-806. https://doi.org/10.48550/arXiv.2112.15201
26. D. Dubois, H. Prade, Rough fuzzy sets and fuzzy rough sets, Int. J. Gen. Syst., 17 (1990), 191-209. https://doi.org/10.1080/03081079008935107
27. F. Feng, C. X. Li, B. Davvaz, M. I. Ali, Soft sets combined with fuzzy sets and rough sets: a tentative approach, Soft Comput., 14 (2010), 899-911.
28. T. M. Al-shami J. C. R. Alcantud, A. Mhemdi, New generalization of fuzzy soft sets: $(a, b)$-Fuzzy soft sets, AIMS Mathematics, 8 (2023), 2995-3025. https://doi.org/10.3934/math. 2023155
29. M. Saqlain, M. Riaz, R. Imran, F. Jarad, Distance and similarity measures of intuitionistic fuzzy hypersoft sets with application: Evaluation of air pollution in cities based on air quality index, AIMS Mathematics, 8 (2023), 6880-6899. https://doi.org/10.3934/math. 2023348
30. J. Sanabria, K. Rojo, F. Abad, A new approach of soft rough sets and a medical application for the diagnosis of Coronavirus disease, AIMS Mathematics, 8 (2023), 2686-2707. https://doi.org/10.3934/math. 2023141
31. H. Z. Ibrahim, T. M. Al-shami, A. Mhemdi, Applications of $n^{\text {th }}$ power root fuzzy sets in multicriteria decision making, J. Math., 2023 (2023), 1487724. https://doi.org/10.1155/2023/1487724
32. H. S. Witsenhausen, Separation of estimation and control for discrete time systems, Proc. IEEE, 59 (1971), 1557-1566. https://doi.org/10.1109/PROC.1971.8488
33. J. Marschak, R. Radner, Economic Theory of Teams, New Haven: Yale University Press, 1972.
34. X. S. Lin, Introductory Stochastic Analysis for Finance and Insurance, John Wiley \& Sons, 2006.
35. A. Z. Khameneh, A. Kilicman, On soft $\sigma$-algebras, Malays. J. Math. Sci., 7 (2013), 17-29.
36. M. Riaz, K. Naeem, M. O. Ahmad, Novel concepts of soft sets with applications, Annal. Fuzzy Math. Inform., 13 (2017), 239-251.
37. M. I. Ali, F. Feng, X. Y. Liu, W. K. Min, M. Shabir, On some new operations in soft set theory, Comput. Math. Appl., 57 (2009), 1547-1553. https://doi.org/10.1016/j.camwa.2008.11.009
38. S. Das, S. K. Samanta, Soft metric, Ann. Fuzzy Math. Inform., 6 (2013), 77-94.
39. P. K. Maji, R. Biswas, A. R. Roy, Soft set theory, Comput. Math. Appl., 45 (2003), 555-562. https://doi.org/10.1016/S0898-1221(03)00016-6
40. M. Terepeta, On separating axioms and similarity of soft topological spaces, Soft Comput., 23 (2019), 1049-1057.
41. K. Kytölä, Probability Theory, Helsinki: Aalto University, 2020.
42. A. Kharal, B. Ahmad, Mappings on soft classes, New Math. Nat. Comput., 7 (2011), 471-481. https://doi.org/10.1142/S1793005711002025
43. İ. Zorlutuna, M. Akdag, W. K. Min, S. Atmaca, Remarks on soft topological spaces, Annal. fuzzy Math. Inform., 3 (2012), 171-185.
© 2023 the Author(s), licensee AIMS Press. This is an open access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0)
