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1. Introduction

Fractional calculus is a rapidly growing area with numerous applications in various fields, ranging
from engineering and technology to finance and natural phenomena. Many physical processes in
real-world events exhibit fractional-order behavior, such as biological systems, earthquake vibrations,
electrical circuits, viscoelasticity, natural phenomena, and heat flow in materials, among others.
Fractional calculus is a useful tool for studying these phenomena, and as a result, many researchers
have investigated various fractional differential equations. This topic continues to be a popular area
for research. For further study on fractional calculus, one can refer to the references [1, 2] and
monographs by Kilbas et al. [3], Zhou et al. [4], Oldham and Spanier [5] and Podlubny [6].

In recent years, many researchers have investigated the existence of solutions to various classes of
fractional differential equations, obtaining excellent results in this field through the use of fixed point
theorems, evolution families, and semigroup techniques. In particular, the existence of mild solutions
for various fractional differential equations in Banach and Hilbert spaces has received significant
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attention. Byszewski [7] studied the existence of solutions with nonlocal conditions for evolution
equations in Banach spaces, and subsequently, due to their many applications, various researchers
have obtained results using nonlocal conditions. For example, Mophou and N’Guerekata [8]
investigated the existence of mild solutions for some fractional differential equations, Shu and
Wang [9] studied the existence of mild solutions for fractional differential equations of order
1 < y < 2, Wang and Shu [10] discussed the existence of positive mild solutions for fractional
differential evolution equations of order 1 < @ < 2, and Balachandran and Sakthivel [11] proved the
existence of solutions of the neutral functional integrodifferential equation in Banach spaces.

Controllability is a fundamental concept in control theory, which refers to the ability to steer a
system from any initial state to any desired final state using an appropriate control input. The study of
controllability began with the work of Kalman in the 1960s, who developed the necessary and
sufficient conditions for controllability of finite-dimensional linear systems. Since then, many
researchers have worked on controllability problems in both finite-dimensional and
infinite-dimensional systems, developing various techniques and tools for analysis and control design.
In the last few decades, many researchers have worked on the controllability of different fractional
differential equations with nonlocal conditions. In this direction Arthi et al. [12] studied the
controllability of damped second-order neutral integrodifferential systems with nonlocal conditions,
Mohan Raja et al. [13] studied results on the existence and controllability of fractional
integrodifferential system of order 1 < r < 2,. Wang and Zhou [14] investigated the existence and
controllability of semilinear fractional differential inclusions while Liu and Zeng [15] studied the
existence and controllability of fractional evolution inclusions of Clarke’s subdifferential type. Ji
et al. [16] established controllability results for impulsive differential systems with nonlocal
conditions, Madmudov et al. [17] verified the approximate controllability of fractional
integrodifferential equations involving nonlocal initial conditions. In addition, Gorniewics et al. [18]
worked on the existence and controllability of functional differential inclusions with nonlocal
conditions while Guo et al. [19] studied the optimal control problem of random impulsive differential
equations. Most recently, Chendrayan et al. [20] established results on controllability of Sobolev-type
fractional stochastic hemivariational inequalitities of order r € (1,2), Mohan Raja et al. [21] proved
some beautiful results related to the controllability of fractional integrodifferential inclusions of order
r € (1,2), Chendrayan et al. [22] worked on the controllability of fractional stochastic
Volterra-Fredholm integro-differential systems of order 1 < r < 2, Arora et al. [23] discussed the
controllability with monotonic nonlinearity of nonlocal fractional semilinear equations of order
1 < r < 2, Mohan Raja et al. [24] established results on the approximate controllability for fractional
integrodifferential systems of order 1 < r < 2, Ma et al. [25] proved new results related to the
controllability of Sobolev-type fractional differential equations of order 1 < r < 2 with finite delay
and Shu et al. [26] discussed the existence of mild solutions and approximate controllability for
Riemann-Liouville fractional stochastic evolution equations of order 1 < @ < 2 with nonlocal
conditions. Here, we reference some work recently published on the aforesaid area, where authors
used the tools of fixed point theory and applied analysis like [27,28].

Motivated by the work as mentioned in the above discussion, by using semigroup theory, mild
solutions, sectorial operator, control theory, fractional calculus, Arzela-Ascoli theorem, Krasnoselskii’s
and Schauder’s fixed point theorems, in this manuscript, we study the existence and controllability of
fractional differential evolution equation of order 1 < y < 2 with nonlocal conditions in Banach space
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Y of the form

{cmr@ = ANE) + BvE) + g(E. 1) + [y pE ~ OF L. rQ)dé.& € T =[0,K], 0

r)+n(r)=roe Y, rO)+m@r)=r €Y,

where cpy is the Caputo fractional derivative of order 1 <y < 2, A : D(A) C Y — Y is a sectorial
operator of type (W, ,v,0), B : Y — Y is a bounded linear operator, v(-) € L*(J,Y) is control function.
The nonlinear functions g, f : J X Y — P are continuous functions, where P is a positive cone,
p : [0,K] — R" is an integrable function, and p = maxgcp, k] fog |p(é = OldZ, nym : Y — Y are
continuous functions.

The organization of this manuscript is as follows: Section 2 includes some definitions, lemmas,
remarks, and theorems that will be used to prove our main results. Section 3 presents the existence and
controllability results of a fractional differential evolution equation with nonlocal conditions. In the
last section, Section 4, an example is included to illustrate the applicability of our main results.

2. Preliminaries

Now, we present some definitions, remarks, and theorems which will be used in the proof of the
main results. Let (Y, ]| - ||) be an ordered Banach space and P be a cone in which a partial ordering in
Y is defined by h < k if and only if kK — h € P. If there exist a positive constant N such that ¢ < h < k
implies ||A|| < NI||k|| then P is said to be a normal, where ¥ represents the zero element of Y, and the
smallest N is called the normal constant of P. If the interior of P is nonempty then P is called solid
cone. whenever & — k € P and P is solid cone then we write 4 < k. For further study on cone theory,
see [29].

Throughout this manuscript, we assume that P is a positive cone of ordered Banach space Y, then

={he C(J,Y): h(&) > 9, for all £ € J} is also the positive cone of C(J, Y).

Definition 2.1. The fractional integral of order y of a function g is denoted by I"g and defined as

g = f(f O"g(dg, £ >0,y > 0.

T()
Definition 2.2. The Caputo derivative of order y of a function g is denoted by cpyg and defined as

cpy8(é) = f(f O"IENOdL, E>0,m~1 <y <m.

Definition 2.3. [6] The Mittag-Leffler function is denoted by E, g(s) and defined as

1 y e
E,p(s) = ZF(ah+,B) 2ﬂij;40€v“—sdv’ a,p>0,5€C,

: : . . 1
here H, denotes Hankle path, a contour starting and ending at —co, and encircles the disc |v| < |s|a
counterclockwise.

Now, we present well-known results which will be used in the proof of main results.
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Theorem 2.4. (Schauder’s fixed point theorem) Let Y be a Banach space and X be a nonempty,
bounded, convex and closed subset of Y, and let K : X — X is a compact operator. Then the operator
K has at least one fixed point in X.

Theorem 2.5. (Krasnoselskii’s fixed point theorem) Let Y be a Banach space and W # () be a closed,
convex subset of Y. And let A and B be operators satisfies the following three conditions

(1) Ah+ Bk € W, forh,k € W;
(2) A continuous and compact;
(3) B is a contraction mapping.

Then there exists z€ W>z=Az+ Bz

Theorem 2.6. (Arzela-Ascoli Theorem) Let D be compact and {g,,(€)},._, be a sequence of continuous
Jfunctions defined on D. If G = {g, : m € N} is uniformly bounded and equicontinuous on D. Then
there exists a subsequence {g,; };-, that converges uniformly to a function g € C(D, R).

Theorem 2.7. [30] Let A be a densely defined operator in Y satisfies
(1) Forsome 0 <@ <5, v+ Ty ={v+n:neC,|Arg(-n)| <}

(2) There exists a constant W, such that

Il = AN < o5 & v+ Ty,

ln=v1”

Then (A) is an infinitesimal generator of a semigroup S(&) satisfies ||S(E)| < C. Also,
S¢) = %m fc e R(n, A)dn, forn € ¢, n ¢ v+ Ty, where C is a suitable path.

Definition 2.8. [9] Let A be a closed linear operator from D(Y) C Y into Y. A is said to be a sectorial
operator of type (W, 9,7y, v) if there exist W > 0,0 < ¢ < 7 and v € R such that out side of the following
sector v + Ty, y—resolvent of A exists,

v+ Ty ={v+n":yeC,lArg(-n)| < 9}
and

ol = AN < 55, v+ T,

ln=v1”

Remark 2.9. [9] If A is sectorial operator of type (W, ¢, y, v), then the operator A is the infinitesimal
generator of a y—resolvent family {S,(€)}s0 in a Banach space, where S, (§) = L fc e Ry, A)dn.

2mi

Definition 2.10. Let R(&)»0) be a y—resolvent solution operator in Y. When R(&)h > O for all h > 9,
heY, and & > 0, then R(€)g is called to be positive.

Definition 2.11. [31] The linear operator A : D(A) C Y — Y is said to be non-negative if A satisfies
the following conditions:

(1) For every value n > 0 and every q € D(A), we have

nligll < Tling + Anl|.

(2) R(pl + A) =Y for all values of n > 0.
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Definition 2.12. [31] Let ‘A be a linear operator and if for K = 1 the linear operator A satisfy
condition (1) in Definition 2.11, then A is said to be accretive. And if ‘A also satisfy condition (2) in
Definition 2.11, then A is said to be m—accretive.

Definition 2.13. A is said to be a sectorial accretive operator of type (W, 9,7y, v) if and only if A is
accretive and A is a sectorial operator of type (W, d,y,v).

Remark 2.14. [31] Let (¥, (-, -)) is a Hilbert space. Then A is to be accretive if and only if Re(Agq, q) >
0 for all g € D(A). In particular, if Y is a Hilbert space with field of real numbers and A is positive,
then (Agq, g) > 0 for every g € D(A). And note that if an order Banach space is a real space, implying
that if A is accretive and Y is an ordered Banach space, then (Ag, g) > 0 for all ¢ € D(A).

Definition 2.15. [9] A function r € C([0, K], Y) is said to be a mild solution of (1.1) if it satisfies
&) = T, —n(n]+ Q&g —m(q)]
: 4
+ f Sy(& - Dlg¢, 1) + fo P& = Df(A, q(2)dA]de.

Lemma 2.16. [10] If A is a sectorial operator of type (W, 1,7y, v), then we have

h
T(&) = = [ e ROy, A)dn = Eyy(AL7) = By 2,

o h
S,(&) = 5 [ RGP, A)dn = £ E, (AL = 771 552 20
and

Q) = 25 [ ¥n RGP, Ay = £, o(AE) = €Kity 220

Remark 2.17. In the range 1 <y < 2, the Mittag-Leffler function E, ;(h) is well known to have a finite
number of real zeros. [32] deduces that the operator 7,(£) is non-positive by Lemma 2.16.

Remark 2.18. It follows from Remark 2.14 and Definition 2.13 that if A is a sectorial operator of type
(W,9,y,v) and Y is an ordered Banach space, then the y—resolvent families {S,(&)}¢>0, {75(&)}¢>0, and

{Q,(&)}e>0, are positive.

Theorem 2.19. [9] Let A be a sectorial operator of type (W, ®, v, v). Then the following two estimates
are hold for ||T,(é)Il.

(1) Let v > 0. Given ¢ € (0, ), we have

T,(9, ) Well oI [(] 4 _Sine 1y _ 1]
sin 197
175l < — (o) A
sin v @
I'(y)W

(1l + véY)| cos —

— 90|7 sin ¥} sin ¢,

for & > 0, where T1(1%, ¢) = max{l, sirf(ﬂ‘;f@}
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(2) Assume v < 0. Given T (1, 1), we have

eW[(1 +sing)? — 1] N T(y)W ) 1

I < g

1+1 ¢
nlcos |t 7| cos ¢ cos —=[¥
for & > 0.

Theorem 2.20. [9] Let A be a sectorial operator of type (W, 1,7y, v). Then the following two estimates
are hold for ||S,(E|| and ||Q,(&)I.

(1) Let v > 0. Given ¢ € (0, 1), we have

Well1@@+vN (] 4 —Sine _y _ ]
sin(p—19) Y

Lo
IS, < — (1 +ve)re!
msin "y 9
Ww. -1
+ &7 - sin ¥ sin @,
a(l + v&Y)| cos %
WT (9, p)eT@ona[(] 4 S0e_y _ 1) 1
sin(¢—19)7 =1
Q) < D (4T e
msin 7y 9
WyI'(y) . .
p sin ¥ sin @,
(1 + v&7)| cos T“’
for & > 0, where T(1, ¢) = max{l, Sirf(igl_’@}
(2) Assume v < 0. Given T,(19, ), we have
1
eW[(1l +sing)” — 1] w -1
IS, < or =1, =)
| cos ¢ 7| cos | cos ZE| 1+ |v|&”
1
eW[(1 +sing)” — 1] T'(y)W 1
@l < e e
7| cos |7 7| cos gl cos |/ 1 + [VIg”

for & > 0.
3. Mild solutions and controllability

From Theorems 2.19 and 2.20, it is obvious because of the estimation on 7,,(¢), Q,(¢) and S, (¢),

that 7,,(¢), Q,(¢) and S,(¢) are bounded and A is a linear operator. Now, we make the following
(H1)—(H4) assumptions:

H1. Ais asectorial operator of type (W, 9, v, v) and generates compact y—resolvent families {S, (&) }¢0,

{T5(E)}ez0 and {Q,(E)}ex0-

H2. There exists W > 0, such that for any & € J, we have sup,; [|7,(§)| < W, Supge; 16, (&) < W and
SUPge s IS, (O < W.
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H3. The functions g, f : J XY — P are jointly continuous and for each & > 0 there exist v;, u; €
L([0, K], R") such that supy; ., [I8(£, Il < vi(£), supy<, 11 (€, NIl < pa(€)

H4. ry — n(r), r, — m(r) € C(Y, P) and there exist a, b, c,d > 0 such that |n(r)|| < c||r|| + d, ||m()|| <
allr|| + b, for all r € Y.

Theorem 3.1. Let (HI)-(H4) hold and W < 1, then problem (1.1) has at least one positive mild
solution on J.

Proof.

r&) = Tylro—n(n] +Q/(&)[r — m(r)]
¢
+ f; Sy - é)[g(é“ () + fo P& = Df(A, r(D)dA|dg.

Choose

S W(K (&) + Kpun(@)) + llroll + Iri]| + d + b

h —
1-W(c+a)

and suppose ® = {r € T : ||r]| < h}. Define the operator Y : @ — C(J,Y) by

(TNE) = THOlro —n(N] + Q) &)lr1 — m(r)]
¢
+ f Sy - K)[g(i () + j(; P& = Df(A, r(D)da|dg.

Step 1. First we show that T® C ©. For any r € 0, based on assumption (H3) and (H4), for ¢ € J, we
have

ro—n(r) =9, r; —m(r) > 9, (3.1

8, r(&) 2 v, f: p&=Df (& r())dd = 9. (3.2)

Because of (H2), we know that the operator (A is a sectorial accretive of type (W, d,vy,v) and
generates compact and positive y-resolvent families {77,(£)}¢20, {Q)(€)}e=0 and {S,(€)}g»0. Then

we have
Ty(Elro — n(n] = 9, Q,(Ir1 — n(r)] = 9, (3.3)
e
f: S(¢-¢ )[g(§ ;1) + fo P = DA, r())dA|dd = . (3.4)
Consequently, we obtain
(Cr) =9, forr € O. 3.5

AIMS Mathematics Volume 8, Issue 6, 14188—14206.
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Also we have

AN <IT - Iro = 1+ 1Q, @) - irs = )l
4
+ f; ||Sy(§—§)||Hg<§,r<§>>+ fo p(é—ﬂ)f(/l,r(ﬂ))dﬂ”d{

<W(roll + -+ 11+ )] + K@, H
e (3.6)
+ K fo P& = 21+ I e )

<W(llroll + cllrll + d + [l + allrl] + b

+ Kvi(§) + Kpun(6))
<h.

From (3.6), we obtain YO C O, for all r € ©.

Step 2. Now, we prove the continuity of Y.
Suppose {r;} be a sequence in O such that ||r; — r|| — 0. Noting that g, f, n, m are continuous, as
i — oo we have
n(r;) — n(r),m(r;) - m(r), (3.7)

8(&, ri(&) — g(&,r(6), f(&,ri(&) — [(& 1r(E)). (3.8)
For all ¢ € J, we get

1CCrE) = (NI <SNTHEI - In(ri) — n(OIl + QYOI - lm(ri) — m()|
+ fol 1S,(& = Ol - [Ilg(f, ri(0) = g, r( D)

Y4
+ f 1P = DI - 1F A, 1) = FA, r(A)NdA|dL
0
<Wlin(r;) = n(r)|l + Wlim(r;) = m(r)||
+ WKIg(Z, ri(0)) — g, r )l
+ WKpIIF (&, Q) — £ r O

Combining (3.7) and (3.8), we obtain lim,,_,.,((r;)(€) = (Yr)(£), that is, T is continuous.
Step 3. In this step, we show that {(T'r)(£) : r € ®} is uniformly bounded. We have

A

1A < NT5EI - llro = n(IT + QI - Nl = n(|
e
+ f”Sy(é:_ K)II[IIg(é, rO) +f(; lp({ = Dl - [If (4, r(D)|ldA|dd

IA

W(Ilroll +ln()l + [l [l + lim()ll + Klg(Z, r(D)I]

{
K [ Ipte = Dl riac)
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W(llroll + cllrll + d + [|r4 |l + allrl] + b

+Kvi(§) + Kppn(é))
h

Q.

IA

So, {(Tr)(&) : r € O} is uniformly bounded.

Step 4. Now, we prove that T(®) is equicontinuous. The function {(Y7)(¢) : r € @} are equicontinuous
até =0.For0 < ¢ <& < Kandr € ®, we have

ICCr)(&) = (CNEDI < [[75(62) = TH(EDI - llro = n(r)|
+H1Q,(&2) = Q&I - llry — m(r)l

+ fol IS,(&2 — ) = S, (& - C)II[IIg({, rO)
s
+f0 lp(A =l lf(4, r(/l))lld/l]dé

+ | ||3y(§2—§)||[||g(§,r(§))||
&1

Y
+ fo Ip(A = DI - If (A, r(ﬂ))lldﬂ]df

< 11+12+I3,

where
I= IT5(E) = @D liro) =m0l + 1QE2) = QNI - lir = m()l|
' ¢
L= f; ISy = O = Sy = DIl - [ng({, rO + fo 1P = DIFA, r(/l))lld/l]d{,

& v
L = f IS, (&2 — {)II[Ilg({, rO)Il + j(; Ip(A = DIl f(4, V(/l))||d/1]d§-
&1

The continuity of functions & — ||7,(OIl, ¢ — Q&) for & € (0,K], gives us to get that
limg, ¢, 11 = 0. In fact, we have

I = f: 1S,(&2 = ) = Sy (& = DI - [va(é) + Kpun(é)1d<.

So, the continuity of functions & — [|S,(E)Il, & — IS,(é)|l for & € (0, K], gives us to get that
limg,_,, I, = 0. We have

gl
I

f I1S,(&: — ONVA(E) + pun(€))de
&
W) + pun©))ér — &1l.

Consequently, limg, ¢, I3 = 0. Thus, for & € J, {(Tr)(€) : r € O} is a family of equicontinuous
functions. As a consequence of steps 1-4 with the Arzela-Ascoli theorem, we have proved that

IA
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{(Cr)(€) : r € O} is relative compact, therefore Y is compact. So, by using Theorem 2.4, T has
at least one fixed point on J. As ((r)(¢) > 9 when r € ©, problem (1.1) has at least one positive
mild solution on J.

O

Next, if (H4) does not satisfied then we prove an existence result, for that result we need the
following two assumptions.

HS. ry — n(r), ry —m(r) : Y — P are bounded and continuous on Y.

H6. There exist L, L, > 0 such that for every & € J, r,u € Y we have
g(&,r) — g€, wll < Lillr — ull, I/ (&, r) — f(&, Wl < Lollr — ull.

Theorem 3.2. Let (HI)—(H3), (H5) and (H6) hold. IfVVK(Ll + pLy) < 1, then (1.1) has at least one
positive mild solution on J.

Proof. Select
h > W(llro = n()ll + lIry = m(d)ll + Kvy(€) + K ppy(€)),

and consider Q = {r € T : ||r]| < h}. Define operators 7, S on Q by

(T &) = T(Olro — n(n] + Q,(ri —m(r))],

¢
(SnE) = f S,(& - é)[g(é () + fo p(& = Df (A, r())dA|dd.

Step 1. First we show that when r,u € Q, then 7r + Su € Q. Similar to (3.3) and (3.4), for r,u € Q,
we obtain

T5Olro — n(nN] =2 9, Q1 —m(n] = 9,
e
f Sy - {)[g(é () + fo P& = Df(A, r())dA|ds = 3.

Consequently, we obtain
(Tr)€)+ (Su)é) =9, forr,u € Q. (3.9

Following from (H1), (H3) and (H5), we have
T PE) — SE <ITA - 170 = nPll + QI - 7 = m(A
Ve
+ f 1S, — Ol Hg(g, o) fo P = DFQ MW”

<W(llro = n(r)ll + lIry = m(Oll + Kvi(@) + K pun(&))
<h.

(3.10)

From (3.9) and (3.10), we have 7r + Su € Q, for r,u € Q.
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Step 2. Now, we show that § is contraction. For any r, u € Q, we get

1SPE) - (SwEl < f 1S,(& = Ol - le(&. rQ) - 8¢, Ol
4 4
+ fo 1,3 = 0l fo IPC D1 g, )~ 84 uC ) Jad
< WSLINE) - u@| + WSLapllr@ — u(@)|

< WS(L, + pLo)lIr - ull.

As WS(L, + pL,) < 1, operator S is a contraction.

Step 3. In this step, we show that 7~ is continuous. Let r;,r € Q, ||r;(§) — r(é)|] > 0asi — 0. As we
know n, m are continuous, we have

n(r;)) — n(r), m(r;) - m(r), asm — o (3.11)

Then

(T r)(&) = (Tl

IA

TSN - lln(ri) = n(ll + 1Nl - lIm(rs) — m(r)ll
W(lln(ri) = n(Oll + llm(ri) — m(r)l).

IA

From (3.11), we have lim,,_,.(7 r;)(£) = (7 r)(€). That is, operator 7 is continuous.
Step 4. In this step, we show that 7~ is uniformly bounded. For r € Q, we have
TN < NTHEN - lIro = n(PIl + IQ, Ol - [Ir1 = m(r)]
< Wlro = n()l + llry = m(r)ll)

00,

A

This completes that 7~ is uniformly bounded.

Step 5. In this step, we show that 7(Q) is equicontinuous. Evidently, (7 r)(£) is equicontinuous at
£=0.For0<é& <& <K, re, wehave

IT &) = (TrEDN < [175(6) = Ty(EDI - lIro — n(r)l
+H1Q,(&2) — Q&I - llry — m(r)ll.

In view of (HYS), ||ro — n(r)|l, |lr1 — m(r)|| are bounded, so the continuity of function & — ||7.,()Il,
& - 1Q, (&)l for £ € (0, K], enable us to obtain that

f111322(77)(&) = (Sn(&).

This completes that 7 (Q) is equicontinuous. As a consequence of the above steps with Arzela-
Ascoli theorem, 7~ is compact and also all the conditions of Theorem 2.5 are satisfied, so we get
that (1.1) has at least one mild solution on J. Given that 7 r + Sr > 9 for r € Q, we get that (1.1)
has at least one positive mild solution on J.

AIMS Mathematics Volume 8, Issue 6, 14188—14206.



14199
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Here we list definition of controllability and some reasonable hypotheses which will help us in the
proof of controllability result.

Definition 3.3. System (1.1) is said to be controllable on [0, d], if, for any ry, so € D(A) there exists a
control v € L*(J,Y) such that a mild solution r of (1.1) satisfy r(d) + n(r) = so.

H7. n,m : Y — D(A) are continuous functions. For any vy, v, € Y, there exist /1, > 0, such that
In(vi) — nOW)I| < Li|lvy — v2ll and [|m(vy) — m(W)|| < Lllvy — 2|

HS8. The linear operator W : L*(J,Y) — Y defined by Wv = fod S, (d - {)Bv({)d{ induces an invertible
operator W~ defined on L*(J,Y)/KerW, and there exists M > 0, such that || BW~|| < M.

H9. For any h > 0, there exists a function v;, € L(J, R") such that sup,;, ll8(£, 7€)l < vi(§).
Theorem 3.4. Let (H7)-(H9) hold and suppose that
Wi, +bh) <1, (3.12)

Y
lg(Z, r(0)) + fo P& = Df(A, r(D))dA|| < v,()), (3.13)

and
W (||”0|| Flrll + Lz + O] + bz + ||m(0)||)

+ dvT/M(nson + Lz + (O] + Wlluoll + Wiz + Wn(O)|| + Wy | (3.14)
d
+ Whz + W|m(O)|| + W f vz@)dé) <z,
0

for some 7 > 0. Then system (1.1) is controllable on J.

Proof. Set B, ={reY :||r|| < z}. For r € B,, define the operator A = A| + A,, where

(Ar)(&) = T(&)(ro — n(r) + Q,(&)(ry — m(r))

and
Y

(Aar)(€) = f S,(E-Dlg, r() + fo (¢ = Df(A, 1(A)dAldL.
Then

Wliro — n(r)ll + Wllry — m(r)||
W(llroll + 11l + Lz + [In(O)|| + Loz + Im(O)I])

I(A)E]

IAN A
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and

— [ ¢ [
I(A2r) (@] SWfo(llg(é’,r({)Hfo p((—/l)f(ﬂ,r(/l))d/l]dé“ll+Wj:||3r(§)lld§

<W f vAO)dE + W f 1Br(Olld¢
0 0

(3.15)
<W f v.(Q)d¢ + dWM(nsou + 1,z + [[n0)]| + Wiluoll + Wiz + Wln(O)|| + Wl
0

d
+ Wiz + Wlm(0)|| + W f vz(g)dg”).
0

Using (3.14), we deduce that [|[(A1r)(€) + (Azs)(E)|| < z. Thatis, forany r, s € B,, Ajr+ Ays € B,. Next,
for any r, s € B,, we have

I(A1P)(E) = (M) <T () (ro = n(r) + Q,(E)(r1 — m(r)) — T(§)(rg — n(s)) — Q,(E)(r1 — m(s))
<Wlin(s) = n(r)ll + Wlm(s) — m()|
<Wl||s = rl| + Wh]||s — 7|
=Wl +b)lls = rll

It follow from (3.12) that A, is a contraction mapping.

Let {r;}2, be a sequence in B, r € B, and r; — r (i — o). Noting that g is continuous on J X ¥, we
get

4 4
ol ) + fo P = DF O D)L — g(&or(0) + fo P = DA HD)A, i — oo (3.16)

For all ¢ € [0, d], we obtain

‘ ¢
‘ f: Sy(& - DIl ri() + fo P& = Df(A, r())dA + Bvi()]d

I(A27i)(€) = (A2l <

e
_ f 8,6 - Olgl ) + fo PE = DL H)dA+ BV@]‘“”'

Using (HS), for an arbitrary function r(-), we define the control v by
WO = Wso = n) = Ty (@ = n(r) = @yfd)(ry = m(r)
- f; S,(E - Dg(L rO) + fo Iy 0| (®),
Then
(& - BN < [BW[s0 =) = Ty = n) = Qddry = mtr)

Y
- f; S, (&~ gL, r(Q) + fo P~ D, rl-u»cM](f)
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-z;w-[so — n(r) = To(d)(ro — n(r)) = Q,(d)(r, — m(r))

¢ 4
- f: S, - D8l rHO) + fo P&~ DF L )| (f)H
Min(r) = n(rll + MIT () — Tt
FMIQ,(dym(r) - Q,(dym(r]

d 4
M [ 8- 0l ron + fo P(C = D)

IA

4
—8(¢, (D) + fo P = DA, ri()llda
M lr; = rll + MWLIr; = rll + MWh|lr; 7l
I ¢
+ MW fo lg(¢, () + fo P& = DA, ()

IA

Y
—8(¢,ri()) + j(; p(l — D f(A, ri()]ldA.

By Lebesgue dominated convergence theorem, it is easy to see that

(A2r)(&) = (A2r)(O)I| = 0, as i — oo.

Thus we obtain that A, is continuous. Now, in order to show the compactness of A,, we prove that
{(Ayr)(€) : r € B.} is uniformly bounded and relatively compact for all ¢ € J, respectively. It follows
from (3.15) that [|[(A,r)(é€)|| < C, where C is a positive constant. For 0 < &, < & < d, we obtain

I(A2r)(€1) = (M)l

IA

2 4
H f S,(& — OIg(. 0 + fo PE = D, rD)dA + BUONL

€1 Ve
f S,(& - Oleld, () + f P = DF A, D)+ BUDdL

&

f S,(& - OlglC. 1O) + f P ru»duzzv(o]d{H

IA

f 15,1 = ) = Sy(&2 = Dlg(, (D))
¢
+ fo P& = Df(A, r())da + Bv(D)lldd

2 e
IS, (&1 = DIllIg(d, r()) + f(; P& =D f(A, r())dA + Bv()|ldS
¢l
11 + 12,

IA

where

L= [PIS,E — O~ Sy(& ~ OlIg. rO) + [ p = DFQ HD)dA + BuQ)lldL

and

b= [ 1S, = Olllg, r(@) + Ji & = DFA, r()dA + BuIdL.
g 0
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Noting that the continuity of the function & + ||S, (&)l for & € (0,d], we have limg, ¢, I; = 0. So, by
the Arzela-Ascoli theorem, A; is compact. Then Theorem 2.5 and Definition 3.3 allow us to conclude
that (1.1) is controllable on J. O

4. Example

Example 4.1. To demonstrate applicability of our main results, we consider the following fractional
differential equation of the form:

~ (921’(6, h) eflr(le)\ ' e(
Corr€ ) = =g =+ QA+ A+ @) J € \/4_8+|r(§,h)|d§+BV(§)
el ek, el @.1)
A0 e = T de TR v e

r&,0)=r&n) =0, rE&0)=rEn=0

where, 1 <y <2,é€J=1[0,11,0 <h < Let Y = L*([0, n1]), then the system (4.1) is controllable
on J.

Proof. AsY = L*([0, ]), then the positive cone of Yis P = {r € C(J,Y) : r(&,h) > 0, i.e.(&,h) € IXY).
The operator A : D(A) C Y — Y is given by

Ah =hwith D(A) :={heY :h,h" € Y,h0) = h(r) = 0}.

B : D(B) Cc Y — Y is a bounded linear operator. In [11], obviously it is known that (A is infinitesimal
generator of the semigroup {7 (£)}¢s0 on Y. Also, A has discrete spectrum with eigenvalues —m?*, m € N,
and associate normalized eigenfunctions given by z,,(h) = (%)% sin(mh) and also {z,, : m € N},

[

K€ = ¢ " (hz)an forheY.é 0.

m=1

From this representation it follows that K (&) is compact for every & > 0 and that ||[K(&)|| < e for all
&> 01[33].

As indicated in [34], the operator A = A is a sectorial of type (W, 4,7y, v) and generates compact
y—resolvent families {7,(£)} g0, {Qy(£)}e20, and {S,(€)}e»0. In view of the fact that it has proved in [35]
that the operator A = A is an m—accretive on Y with dense domain, (H2) is satisfied,

e‘flrl &
8&.1) = Greawm [&7) = G

n(r) = =gt m(r) =~ p(é - ) = .

Via the estimation on the norms of operators of Theorems 2.19 and 2.20, we can get W = 3 (see [9]).
Furthermore, for £ € J,r,u € R we have

et r u et 1
— - - < —ull < =|lr -
llg(&, r) — g(&, wl e Txals 24+e§||" ul| < 8||r vll,
1 1 g 1
IfEr) - fE Wl =é —|| —ull < —||”— V.
\/48+r V48 + u
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There, we have [ = 4, [, = .. Meanwhile,
¢ 1 ¢ 3 V3
< - < — _
||g(§,”)||_24+e§<8, IF & NIl < \/4_8< \/4_8+ n

Hence, ||v4]| = %, [[geq || = %5, which shows that (H3) and (H6) are satisfied. We have

'3 ¢ g
maxfo Ip(€ — DA = maxegeo, fo edl = max&[o,l]eg -1<2.
For r € R, we have

r

llro = n(MIl < |55

1 1
<3z lrn—-ml<s.

Then assumption (HS) is satisfied.
Consequently,

WK(zl+p12):3(§+2xl‘—6):§<1.

So, all the conditions of Theorem 3.4 are satisfied. Hence, the fractional differential system (1.1) is
controllable on J. o

5. Conclusions

In this paper, we discussed the existence of a positive mild solution and the controllability of the
system (1.1). The existence and controllability results are proved by applying the fact related to
fractional calculus, fixed point theory, and materials related to existence and controllability under
some specific conditions. First, we have proved the existence of positive mild solutions, then
continued to prove the controllability of fractional differential evolution equations of order 1 <y < 2
with nonlocal conditions. In the end, for demonstration of theory, we have presented an example.
Based on this research work, in the future, we will discuss the existence and controllability of the
system (1.1) of higher orders.
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