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#### Abstract

In this paper, making use of a new non-smooth variational approach established by Moameni [13-16], we establish the existence of solutions to the following mixed local and nonlocal elliptic problem $$
\left\{\begin{aligned} -\Delta u+(-\Delta)^{s} u & =\mu g(x, u)+b(x), & & x \in \Omega, \\ u & \geq 0, & & x \in \Omega, \\ u & =0, & & x \in \mathbb{R}^{N} \backslash \Omega, \end{aligned}\right.
$$


where $\Omega \subset \mathbb{R}^{N}$ is a bounded smooth domain, $(-\Delta)^{s}$ is the restricted fractional Laplacian, $\mu>0,0<$ $s<1, N>2 s, g$ satisfies some growth condition and $b(x) \in L^{m}(\Omega)$ for $m \geq 2$. The interesting feature of our work is that we show that the nonlocal operator has an important influence in the existence of solutions to the above equation since $g$ has new growth condition.
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## 1. Introduction

In this paper, we consider the existence of solutions to the following mixed local and nonlocal semi-linear non-homogeneous elliptic problem

$$
\left\{\begin{align*}
-\Delta u+(-\Delta)^{s} u & =\mu g(x, u)+b(x), & & x \in \Omega,  \tag{1.1}\\
u & \geq 0, & & x \in \Omega, \\
u & =0, & & x \in \mathbb{R}^{N} \backslash \Omega,
\end{align*}\right.
$$

where $\Omega \subset \mathbb{R}^{N}$ is a bounded domain with smooth boundary, $\mu>0, N>2 s, 0<s<1$ and $g: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a Carátheodory function. The fractional Laplacian $(-\Delta)^{s}$ is defined by

$$
\begin{aligned}
(-\Delta)^{s} u(x) & =a_{N, s} \text { P.V. } \int_{\mathbb{R}^{N}} \frac{u(x)-u(y)}{|x-y|^{N+2 s}} d y \\
& =a_{N, s} \lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{N} \backslash B_{\varepsilon}(x)} \frac{u(x)-u(y)}{|x-y|^{N+2 s}} d y,
\end{aligned}
$$

where $a_{N, s}$ is given by

$$
a_{N, s}=\left(\int_{\mathbb{R}^{N}} \frac{1-\cos \xi_{1}}{|\xi|^{N+2 s}} d \xi\right)^{-1}
$$

The mixed operators of the form $\mathcal{L}_{s}:=-\Delta+(-\Delta)^{s}(0<s<1)$ appears naturally from the superposition of two stochastic processes with different scales, namely, a classical random walk and a Lévy flight. For example, the population with density $u$ can possibly alternate both short and longrange random walks. See [ $1,4,9]$ for more details.

Recently, an extensive work has been developed for the mixed local and nonlocal operators $\mathcal{L}_{s}$. Biagi et al. [7] obtained the radial symmetry of the solutions to mixed operators by moving planes method. Furthermore, they also established the one-dimensional symmetry of the global solutions inspired by a classical conjecture of Gibbons. In [4], Biagi et al. established the existence, maximum principles and interior Sobolev regularity of solutions to the following mixed local and nonlocal elliptic problem

$$
\left\{\begin{align*}
-\Delta u+(-\Delta)^{s} u & =f(x), & & x \in \Omega  \tag{1.2}\\
u & \geq 0, & & x \in \Omega \\
u & =0, & & x \in \mathbb{R}^{N} \backslash \Omega .
\end{align*}\right.
$$

Lamao et al. [12] given some summability of solutions to problem (1.2). Some other results of mixed local and nonlocal operators, see $[1,5,6,8,10,11]$ and the references therein.

Now, we give a short description on the development of problem (1.1). For the following semi-linear local elliptic problem

$$
\left\{\begin{align*}
-\Delta u+\lambda u & =\mu|u|^{p-2} u+b(x), & & x \in \Omega,  \tag{1.3}\\
u & =0, & & x \in \partial \Omega,
\end{align*}\right.
$$

where $\mu>0$ and $b \in L^{2}(\Omega)$. Bahri [2] showed the existence of infinitely many weak solutions to problem (1.3) with $\lambda=0$ and $\mu=1$ for $2<p<2^{*}$, where $2^{*}=2 N /(N-2)$ for $N \geq 3$ and $2^{*}=\infty$ for $N=2$. The results of [2] given a partial answer to an open question put forward in [18, p.124]. Barroso [19], by a new fixed point result of the Krasnoselskii type for the sum of two operators, proved the existence of strong solution to problem (1.3) with a more general nonlinearity. Basiri and Moameni [3] applied a new variational principle introduced in [14,16], showed that problem (1.3) with $\mu>0, \lambda \geq 0$ and $b \in L^{m}(\Omega)$ has a strong solution for each $2<p \leq(2 N-2 m) /(N-2 m)$ if $N>2 m$ and
for $p>2$ if $N \leq 2 m$, where $m \geq 2$. The importance of the result of [3] is that problem (1.3) includes supercritical nonlinearity as well.

For the nonlocal case, by a new variational principle, Moameni and Wong [13] proved the existence of a weak solution to the following nonlocal supercritical semi-linear elliptic problem

$$
\left\{\begin{align*}
(-\Delta)^{s} u & =\mu|u|^{p-2} u+b(x), & & x \in \Omega,  \tag{1.4}\\
u & =0, & & x \in \mathbb{R}^{N} \backslash \Omega,
\end{align*}\right.
$$

where $0<s \leq 1$. They extended the corresponding existence results of classical elliptic problem (1.3) to nonlocal elliptic problem (1.4).

In order to establish the existence of solutions to problem (1.1), now we need to recall some definitions and notations. Denote

$$
\begin{equation*}
\mathcal{U}=\mathcal{H}_{0}^{1}(\Omega) \cap L^{p}(\Omega) \tag{1.5}
\end{equation*}
$$

where $p \geq 1$ and $\mathcal{H}_{0}^{1}(\Omega)=\left\{u \in H^{1}\left(\mathbb{R}^{N}\right): u=0\right.$ a. e in $\left.\mathbb{R}^{N} \backslash \Omega\right\}$. It is obvious that $\mathcal{U}$ is a Banach space equipped with the norm $\|u\|_{\mathcal{U}}=\|u\|_{L^{p}(\Omega)}+\|u\|_{\mathcal{H}_{0}^{1}(\Omega)}$, where $\|u\|_{\mathcal{H}_{0}^{1}(\Omega)}=\left(\int_{\Omega}|\nabla u|^{2} d x\right)^{\frac{1}{2}}$ for any $u \in \mathcal{H}_{0}^{1}(\Omega)$. The use of this space in the framework of nonlinear equations and variational methods was put in [17].

Define the convex and weakly closed subset $\mathcal{K}$ of $\mathcal{U}$ in the following two cases:
Case 1: Let $r$ be a positive real number, when $m>\frac{N}{s+1}$, denote

$$
\begin{equation*}
\mathcal{K}:=\left\{u \in \mathcal{U}: u \geq 0,\|u\|_{L^{\infty}(\Omega)} \leq r\right\} . \tag{1.6}
\end{equation*}
$$

Case 2: When $2 \leq m<\frac{N}{s+1}$, denote

$$
\begin{equation*}
\mathcal{K}:=\left\{u \in \mathcal{U}: u \geq 0,\|u\|_{L^{n^{*}}(\Omega)} \leq r\right\}, \tag{1.7}
\end{equation*}
$$

where $r>0$ and

$$
\begin{equation*}
m^{*}=\frac{m N(N-2 s)}{(N-2)(N-2 m s)} \tag{1.8}
\end{equation*}
$$

In order to utilize the new principle, by similar arguments as [1, Lemma 3.1] or the proof of Theorems 1 and 2 in [17], we define the energy functional corresponding to problem (1.1) as

$$
\begin{equation*}
I_{\mathcal{K}}(u)=\Psi_{\mathcal{K}}(u)-\Phi(u), \tag{1.9}
\end{equation*}
$$

where

$$
\Psi_{\mathcal{K}}(u)= \begin{cases}\frac{1}{2} \int_{\Omega}|\nabla u|^{2} d x+\frac{1}{2} \iint_{\mathcal{D}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{N+2 s}} d x d y, & u \in \mathcal{K}  \tag{1.10}\\ \infty, & \text { otherwise }\end{cases}
$$

and

$$
\begin{equation*}
\Phi(u)=\int_{\Omega} \mu G(x, u)+u b(x) d x \tag{1.11}
\end{equation*}
$$

where $G: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is denoted by $G(x, y)=\int_{0}^{y} g(x, s) d s$ and

$$
\begin{equation*}
\mathcal{D}:=\left(\mathbb{R}^{N} \times \mathbb{R}^{N}\right) \backslash\left(\Omega^{c} \times \Omega^{c}\right) \tag{1.12}
\end{equation*}
$$

Motivated by the works of Basiri and Moameni [3], Moameni and Wong [13] and Lamao et al. [12], in this paper, we prove the following theorem by the non-smooth critical point theory and non-smooth variational principle [14, 15].
Theorem 1.1. Assume that $\Omega \subseteq \mathbb{R}^{N}$ is a bounded domain with smooth boundary, $g: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a Carátheodory function which is increasing in $u$ and satisfies the following growth condition

$$
\begin{equation*}
|g(x, u)| \leq a|u|^{p-1}+c, \tag{1.13}
\end{equation*}
$$

where $a, c$ are positive constants, $b(x) \in L^{m}(\Omega)$ for $m \geq 2$ and

$$
\begin{cases}2<p \leq \frac{N(N-2 s)+(N-2)(N-2 m s)}{(N-2)(N-2 m s)}, & N>m(s+1)  \tag{1.14}\\ p>2, & N<m(s+1)\end{cases}
$$

Then there exists $\mu^{*}>0$ such that, for any $\mu \in\left(0, \mu^{*}\right)$, problem (1.1) has at least one positive solution $u(x) \in \mathcal{U}$, where $\mathcal{U}$ is defined by (1.5).
Remark 1.2. In [3], Basiri and Moameni showed that there exists at least one solution $u \in W^{2, m}(\Omega)$ to the following equation

$$
\left\{\begin{aligned}
-\Delta u+\lambda u & =\mu g(x, u)+b(x), & & x \in \Omega, \\
u & =0, & & x \in \partial \Omega,
\end{aligned}\right.
$$

where $g$ satisfies the growth condition (1.13), $a>0, b \in L^{m}(\Omega)$ for $m \geq 2$ and

$$
\begin{cases}2<p \leq \frac{2 N-2 m}{N-2 m}, & N>2 m \\ p>2, & N \leq 2 m\end{cases}
$$

It is worth noting that for $0<s<1$, we have

$$
\frac{N(N-2 s)+(N-2)(N-2 m s)}{(N-2)(N-2 m s)}<\frac{2 N-2 m}{N-2 m}
$$

and

$$
\lim _{s \rightarrow 1^{-}} \frac{N(N-2 s)+(N-2)(N-2 m s)}{(N-2)(N-2 m s)}=\frac{2 N-2 m}{N-2 m} .
$$

Remark 1.3. Note that

$$
\frac{N(N-2 s)+(N-2)(N-2 m s)}{(N-2)(N-2 m s)} \geq \frac{2 N}{N-2},
$$

provided

$$
N \geq s+\frac{1}{s}
$$

Therefore, our main results show the existence of solutions to problems (1.1) with supercritical nonlinear term by means of Sobolev spaces.

The main structure of this paper is as follows. Section 2 is specialized in introducing some basic definitions and properties of non-smooth analysis and variational principle, which is the basis for the proof of main theorem. In Section 3, we prove Theorem 1.1 by variational principle.

## 2. Preliminaries

Let $\mathcal{U}$ be a locally convex space, $\mathcal{U}^{*}$ is the topological dual of $\mathcal{U},\langle\cdot, \cdot\rangle$ is a dual product of $\mathcal{U}$ and $\mathcal{U}^{*}$. In order to utilize the variational method and prove the existence of solutions to problem (1.1), it is essential to review some important definitions and results in non-smooth analysis [13-16].
Definition 2.1. A function $\Psi: \mathcal{U} \rightarrow \mathbb{R}$ is known as weakly lower semi-continuous if $\Psi(u) \leq$ $\lim \inf _{n \rightarrow \infty} \Psi\left(u_{n}\right)$ for any sequence $u_{n}$ approaching $u \in \mathcal{U}$ in the weak topology on $\mathcal{U}$.

Definition 2.2. $\Psi: \mathcal{U} \rightarrow \mathbb{R} \cup\{\infty\}$ is said to be proper if $\operatorname{Dom}(\Psi):=\{u \in \mathcal{U}: \Psi(u)<\infty\} \neq \emptyset$.
Definition 2.3. The subdifferential $\partial \Psi$ of $\Psi$ is defined to be the following set-valued operator

$$
\partial \Psi(u)=\left\{u^{*} \in \mathcal{U}^{*}:\left\langle u^{*}, v-u\right\rangle+\Psi(u) \leq \Psi(v)\right\}, \quad \forall v \in \mathcal{U},
$$

if $u \in \operatorname{Dom}(\Psi)$ and $\partial \Psi(u)=\emptyset$ if $u \notin \operatorname{Dom}(\Psi)$.
Assume that $\Psi$ is Gâteaux differentiable at $u$, denote the derivative of $\Psi$ at $u$ by $D \Psi(u)$, in this case $\partial \Psi(u)=\{D \Psi(u)\}$. For a given functional $\Phi \in C^{1}(\mathcal{U}, \mathbb{R})$ denote by $D \Phi(u) \in \mathcal{U}^{*}$ its derivative.

The critical point of function is important in this paper.
Definition 2.4. Suppose $\mathcal{U}$ is a real Banach space. Let $I=\Psi-\Phi: \mathcal{U} \rightarrow \mathbb{R} \cup\{+\infty\}$, where $\Phi \in C^{1}(\mathcal{U}, \mathbb{R})$ and $\Psi: \mathcal{U} \rightarrow \mathbb{R} \cup\{+\infty\}$ is proper, convex and lower semi-continuous. A point $u \in \mathcal{U}$ is a critical point of $I=\Psi-\Phi$ if $u \in \operatorname{Dom}(\Psi)$ and for any $v \in \mathcal{U}$,

$$
\begin{equation*}
\Psi(v)-\Psi(u) \geq\langle D \Phi(u), v-u\rangle \tag{2.1}
\end{equation*}
$$

where where $\langle.,$.$\rangle is the duality pairing between \mathcal{U}$ and its dual $\mathcal{U}^{*}$.
Definition 2.5. Let $b \in L^{2}(\Omega)$, we say that a function $u \in \mathcal{H}_{0}^{1}(\Omega) \cap L^{p}(\Omega)$ is a weak solution to problem (1.1) if for every test function $\phi \in C_{0}^{\infty}(\Omega)$,

$$
\int_{\Omega} \nabla u \cdot \nabla \phi d x+\iint_{\mathcal{D}} \frac{(u(x)-u(y))(\phi(x)-\phi(y))}{|x-y|^{N+2 s}} d x d y=\int_{\Omega}(\mu g(x, u(x))+b(x)) \phi(x) d x,
$$

where $\mathcal{D}$ is defined by (1.12).
Let $\Psi_{\mathcal{K}}$ be defined as (1.10), then for any $v \in \mathcal{U}$,

$$
\left\langle D \Psi_{\mathcal{K}}(u), v\right\rangle=\int_{\Omega} \nabla u(x) \cdot \nabla v(x) d x+\iint_{\mathcal{D}} \frac{(u(x)-u(y))(v(x)-v(y))}{|x-y|^{N+2 s}} d x d y .
$$

Lemma 2.6. The functional $\Psi_{\mathcal{K}}$ is convex and weakly lower semi-continuous.
Proof. We begin with showing the convexity of $\Psi_{\mathcal{K}}$. Recall that

$$
\Psi_{\mathcal{K}}(u)=\frac{1}{2} \int_{\Omega}|\nabla u|^{2} d x+\frac{1}{2} \iint_{\mathcal{D}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{N+2 s}} d x d y, u \in \mathcal{K} .
$$

For any $u_{1}, u_{2} \in \mathcal{K}$ and $\alpha \in(0,1]$, we have

$$
\Psi_{\mathcal{K}}\left(\alpha u_{1}+(1-\alpha) u_{2}\right)
$$

$$
\begin{align*}
= & \frac{1}{2} \int_{\Omega}\left|\nabla\left(\alpha u_{1}+(1-\alpha) u_{2}\right)(x)\right|^{2} d x \\
& +\frac{1}{2} \iint_{\mathcal{D}} \frac{\left|\left(\alpha u_{1}+(1-\alpha) u_{2}\right)(x)-\left(\alpha u_{1}+(1-\alpha) u_{2}\right)(y)\right|^{2}}{|x-y|^{N+2 s}} d x d y \\
= & \frac{1}{2} \int_{\Omega} \alpha^{2}\left|\nabla u_{1}(x)\right|^{2} d x+\frac{1}{2} \int_{\Omega}(1-\alpha)^{2}\left|\nabla u_{2}(x)\right|^{2} d x+\int_{\Omega} \alpha(1-\alpha)\left|\nabla u_{1}(x)\right|\left|\nabla u_{2}(x)\right| d x \\
& +\frac{1}{2} \iint_{\mathcal{D}} \frac{\alpha^{2}\left|u_{1}(x)-u_{1}(y)\right|^{2}+(1-\alpha)^{2}\left|u_{2}(x)-u_{2}(y)\right|^{2}}{|x-y|^{N+2 s}} d x d y \\
& +\frac{1}{2} \iint_{\mathcal{D}} \frac{2 \alpha(1-\alpha)\left|\left(u_{1}(x)-u_{1}(y)\right)\left(u_{2}(x)-u_{2}(y)\right)\right|}{|x-y|^{N+2 s}} d x d y . \tag{2.2}
\end{align*}
$$

Obviously,

$$
\begin{align*}
& \alpha \Psi_{\mathcal{K}}\left(u_{1}\right)+(1-\alpha) \Psi_{\mathcal{K}}\left(u_{2}\right) \\
= & \frac{1}{2} \int_{\Omega} \alpha\left|\nabla u_{1}(x)\right|^{2} d x+\int_{\Omega}(1-\alpha)\left|\nabla u_{2}(x)\right|^{2} d x \\
& +\frac{1}{2} \iint_{\mathcal{D}} \frac{\alpha\left|u_{1}(x)-u_{1}(y)\right|^{2}+(1-\alpha)\left|u_{2}(x)-u_{2}(y)\right|^{2}}{|x-y|^{N+2 s}} d x d y . \tag{2.3}
\end{align*}
$$

Thus, taking into account $\alpha \in(0,1]$, (2.2) and (2.3), we get

$$
\begin{aligned}
& \Psi_{\mathcal{K}}\left(\alpha u_{1}+(1-\alpha) u_{2}\right)-\left[\alpha \Psi_{\mathcal{K}}\left(u_{1}\right)+(1-\alpha) \Psi_{\mathcal{K}}\left(u_{2}\right)\right] \\
&= \frac{\alpha(\alpha-1)}{2} \int_{\Omega}\left|\nabla u_{1}(x)-\nabla u_{2}(x)\right|^{2} d x \\
&+\frac{\alpha(\alpha-1)}{2} \iint_{\mathcal{D}} \frac{\left|u_{1}(x)-u_{1}(y)\right|^{2}+\left|u_{2}(x)-u_{2}(y)\right|^{2}}{|x-y|^{N+2 s}} d x d y \\
&+\frac{\alpha(\alpha-1)}{2} \iint_{\mathcal{D}} \frac{2\left|\left(u_{1}(x)-u_{1}(y)\right)\left(u_{2}(x)-u_{2}(y)\right)\right|}{|x-y|^{N+2 s}} d x d y \\
& \leq 0,
\end{aligned}
$$

which follows that $\Psi_{\mathcal{K}}(u)$ is convex.
Now it remains to show that $\Psi_{\mathcal{K}}$ is weakly lower semi-continuous. In order to do this, according to the convexity of $\Psi_{\mathcal{K}}(u)$ and [13, Lemma 3.4], we only need to show that for $u \in \mathcal{K}$,

$$
D \Psi(u) \in \partial \Psi_{\mathcal{K}}(u)
$$

which evidently holds by the the definition of the restriction of $\Psi$ to $\mathcal{K}$.
Lemma 2.7. Assume that $\mathcal{U}=\mathcal{H}_{0}^{1}(\Omega) \cap L^{p}(\Omega)$ and $\mathcal{K}$ is a convex and weakly closed subset of $\mathcal{U}$. Suppose the following two assertions hold:
1). The functional $I_{\mathcal{K}}$ defined by (1.9) has a critical point $u_{0} \in \mathcal{U}$ as in Definition 2.4.
2). There exists $v_{0} \in \mathcal{K}$ such that

$$
\mathcal{L}_{s} v_{0}=\mu g\left(x, u_{0}\right)+b(x),
$$

in the weak sense, i.e.,

$$
\begin{align*}
& \int_{\Omega} \nabla v_{0} \cdot \nabla \varphi d x+\iint_{\mathcal{D}} \frac{\left(v_{0}(x)-v_{0}(y)\right)(\varphi(x)-\varphi(y))}{|x-y|^{N+2 s}} d x d y \\
= & \int_{\Omega}\left(\mu g\left(x, u_{0}\right)+b(x)\right) \varphi d x, \forall \varphi \in \mathcal{U} . \tag{2.4}
\end{align*}
$$

Then $u_{0} \in \mathcal{K}$ is a weak solution to the equation

$$
\mathcal{L}_{s} u_{0}=\mu g\left(x, u_{0}\right)+b(x)
$$

and $g$ satisfies the growth condition (1.13).
Proof. Note that $u_{0}$ is the critical point of $I_{\mathcal{K}}$, according to Definition 2.4, we get

$$
\Psi_{\mathcal{K}}(u)-\Psi_{\mathcal{K}}\left(u_{0}\right) \geq\left\langle D \Phi\left(u_{0}\right), u-u_{0}\right\rangle, \forall u \in \mathcal{K},
$$

which, together with the definition of $\Psi_{\mathcal{K}}$, see (1.10), leads to

$$
\begin{align*}
& \frac{1}{2} \int_{\Omega}|\nabla u|^{2} d x+\frac{1}{2} \iint_{\mathcal{D}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{N+2 s}} d x d y-\frac{1}{2} \int_{\Omega}\left|\nabla u_{0}\right|^{2} d x-\frac{1}{2} \iint_{\mathcal{D}} \frac{\left|u_{0}(x)-u_{0}(y)\right|^{2}}{|x-y|^{N+2 s}} d x d y \\
\geq & \int_{\Omega} D \Phi\left(u_{0}\right)\left(u-u_{0}\right) d x, \quad \forall u \in \mathcal{K} . \tag{2.5}
\end{align*}
$$

Taking $\varphi=v_{0}-u_{0}$ in (2.4), we have

$$
\begin{align*}
& \int_{\Omega} \nabla v_{0} \cdot \nabla\left(v_{0}-u_{0}\right) d x+\iint_{\mathcal{D}} \frac{\left(v_{0}(x)-v_{0}(y)\right)\left(\left(v_{0}-u_{0}\right)(x)-\left(v_{0}-u_{0}\right)(y)\right)}{|x-y|^{N+2 s}} d x d y \\
= & \int_{\Omega} D \Phi\left(u_{0}\right)\left(v_{0}-u_{0}\right) d x . \tag{2.6}
\end{align*}
$$

Substituting $u=v_{0}$ in (2.5) and taking into account (2.6), we find

$$
\begin{align*}
& \frac{1}{2} \int_{\Omega}\left|\nabla v_{0}\right|^{2} d x+\frac{1}{2} \iint_{\mathcal{D}} \frac{\left|v_{0}(x)-v_{0}(y)\right|^{2}}{|x-y|^{N+2 s}} d x d y-\frac{1}{2} \int_{\Omega}\left|\nabla u_{0}\right|^{2} d x-\frac{1}{2} \iint_{\mathcal{D}} \frac{\left|u_{0}(x)-u_{0}(y)\right|^{2}}{|x-y|^{N+2 s}} d x d y \\
\geq & \int_{\Omega} \nabla v_{0} \cdot \nabla\left(v_{0}-u_{0}\right) d x+\iint_{\mathcal{D}} \frac{\left(v_{0}(x)-v_{0}(y)\right)\left(\left(v_{0}-u_{0}\right)(x)-\left(v_{0}-u_{0}\right)(y)\right)}{|x-y|^{N+2 s}} d x d y . \tag{2.7}
\end{align*}
$$

Making use of the convexity of $\Psi_{\mathcal{K}}$, we get

$$
\begin{aligned}
& \int_{\Omega}\left|\nabla v_{0}\right|^{2} d x+\iint_{\mathcal{D}} \frac{\left|v_{0}(x)-v_{0}(y)\right|^{2}}{\left.|x-y|\right|^{N+2 s}} d x d y-\int_{\Omega}\left|\nabla u_{0}\right|^{2} d x-\iint_{\mathcal{D}} \frac{\left|u_{0}(x)-u_{0}(y)\right|^{2}}{|x-y|^{N+2 s}} d x d y \\
\geq & 2 \int_{\Omega} \nabla v_{0} \cdot \nabla\left(u_{0}-v_{0}\right) d x+2 \iint_{\mathcal{D}} \frac{\left(v_{0}(x)-v_{0}(y)\right)\left(\left(u_{0}-v_{0}\right)(x)-\left(u_{0}-v_{0}\right)(y)\right)}{|x-y|^{N+2 s}} d x d y,
\end{aligned}
$$

which means that

$$
\int_{\Omega}\left|\nabla v_{0}\right|^{2} d x+\iint_{\mathcal{D}} \frac{\left|v_{0}(x)-v_{0}(y)\right|^{2}}{|x-y|^{N+2 s}} d x d y-\int_{\Omega}\left|\nabla u_{0}\right|^{2} d x-\iint_{\mathcal{D}} \frac{\left|u_{0}(x)-u_{0}(y)\right|^{2}}{|x-y|^{N+2 s}} d x d y
$$

$$
\begin{equation*}
\leq 2 \int_{\Omega} \nabla v_{0} \cdot \nabla\left(v_{0}-u_{0}\right) d x+2 \iint_{\mathcal{D}} \frac{\left(v_{0}(x)-v_{0}(y)\right)\left(\left(v_{0}-u_{0}\right)(x)-\left(v_{0}-u_{0}\right)(y)\right)}{|x-y|^{N+2 s}} d x d y \tag{2.8}
\end{equation*}
$$

Thus, taking into account (2.7) and (2.8), we obtain

$$
\begin{aligned}
& \int_{\Omega}\left|\nabla v_{0}\right|^{2} d x+\iint_{\mathcal{D}} \frac{\left|v_{0}(x)-v_{0}(y)\right|^{2}}{\left.|x-y|\right|^{N+2 s}} d x d y-\int_{\Omega}\left|\nabla u_{0}\right|^{2} d x-\iint_{\mathcal{D}} \frac{\left|u_{0}(x)-u_{0}(y)\right|^{2}}{|x-y|^{N+2 s}} d x d y \\
= & 2 \int_{\Omega} \nabla v_{0} \cdot \nabla\left(u_{0}-v_{0}\right) d x+2 \iint_{\mathcal{D}} \frac{\left(v_{0}(x)-v_{0}(y)\right)\left(\left(u_{0}-v_{0}\right)(x)-\left(u_{0}-v_{0}\right)(y)\right)}{|x-y|^{N+2 s}} d x d y .
\end{aligned}
$$

Thus,

$$
\int_{\Omega}\left|\nabla v_{0}-\nabla u_{0}\right|^{2} d x+\iint_{\mathcal{D}} \frac{\left(\left(v_{0}(x)-v_{0}(y)\right)-\left(u_{0}(x)-u_{0}(y)\right)\right)^{2}}{|x-y|^{N+2 s}} d x d y=0
$$

It is clear that we can obtain $u_{0}=v_{0}$. The proof of this lemma is complete.
Lemma 2.8. [12, Theorem 1.1] For any solution $u \in \mathcal{H}_{0}^{1}(\Omega)$ to problem

$$
\left\{\begin{align*}
-\Delta u+(-\Delta)^{s} u & =f(x), & & x \in \Omega  \tag{2.9}\\
u & \geq 0, & & x \in \Omega \\
u & =0, & & x \in \mathbb{R}^{N} \backslash \Omega
\end{align*}\right.
$$

where $f \in L^{m}(\Omega)$ with $m>\frac{N}{s+1}$. Then there exists a constant $C>0$, depending on $N, \Omega$, s and $\|u\|_{\mathcal{H}_{0}^{1}(\Omega)}$, such that

$$
\begin{equation*}
\|u\|_{L^{\infty}(\Omega)} \leq C \tag{2.10}
\end{equation*}
$$

Lemma 2.9. [12, Theorem 1.3] Suppose that $f \in L^{m}(\Omega)$ with

$$
\begin{equation*}
1<m<\frac{N}{s+1} . \tag{2.11}
\end{equation*}
$$

Then, there exists a constant $c=c(N, m, s)>0$, such that any solutions to problem (2.9) satisfy

$$
\begin{equation*}
\|u\|_{L^{m^{*}}(\Omega)} \leq c\|f\|_{L^{m}(\Omega)}, \tag{2.12}
\end{equation*}
$$

where $m^{*}$ is given by (1.8).

## 3. Existence result

In this section, we prove the existence of solutions to problem (1.1) by Lemma (2.7).
For $r>0$, define $\mathcal{K}(r)$ as (1.6) and (1.7). According to [20, Lemma 3.5], we know that $\mathcal{K}$ is a weakly closed subset of $\mathcal{U}$. The following lemma shows that $I_{\mathcal{K}}(u)$ has a minimum point $u_{0} \in \mathcal{K}$.

Lemma 3.1. Suppose that $\mathcal{K}$ is defined by (1.6) and (1.7). Then there exists $u_{0} \in \mathcal{K}$ such that $I_{\mathcal{K}}\left(u_{0}\right)=$ $\min _{u \in \mathcal{K}} I_{\mathcal{K}}(u)$.

Proof. By the definition of $I_{\mathcal{K}}$ (see(1.9) for more details), we know that $I_{\mathcal{K}}(u)=+\infty$ provided $u \notin \mathcal{K}$. Therefore, $\beta:=\min _{u \in \mathcal{K}} I_{\mathcal{K}}(u)=\min _{u \in \mathcal{U}} I_{\mathcal{K}}(u)$. Considering the growth condition (1.13), we obtain

$$
G(x, u) \leq \frac{a}{p}|u|^{p}+c u,
$$

which, together with Hölder inequality, leads to

$$
\begin{equation*}
\Phi(u) \leq \int_{\Omega} \frac{\mu a}{p}|u|^{p}+(b(x)+\mu c) u d x \leq \frac{\mu a}{p}\|u\|_{L^{p}(\Omega)}^{p}+\|b(x)+\mu c\|_{L^{m}(\Omega)}\|u\|_{L^{m^{\prime}}(\Omega)}, \tag{3.1}
\end{equation*}
$$

where $m^{\prime}$ is the conjugate exponent of $m$.
Case 1: For $m>\frac{N}{s+1}$, we have $\|u\|_{L^{\infty}(\Omega)} \leq r$. Then,

$$
\begin{align*}
\Phi(u) & \leq \int_{\Omega} \frac{\mu a}{p}|u|^{p}+(b(x)+\mu c) u d x \\
& \leq C\left(\|u\|_{L^{\infty}(\Omega)}^{p}+\|u\|_{L^{\infty}(\Omega)}\right) \\
& \leq C_{1} r^{p}+C_{2} r<\infty, \tag{3.2}
\end{align*}
$$

where $C\left(c, \mu,|\Omega|,\|b(x)\|_{L^{m}(\Omega)}\right)>0$ is a constant.
Case 2: For $2 \leq m<\frac{N}{s+1}$, we know that $\|u\|_{L^{m^{*}}(\Omega)} \leq r$, where $m^{*}$ is defined by (1.8). Note that $m^{*}>m(p-1)$. Therefore, $L^{m^{*}}(\Omega) \hookrightarrow L^{p}(\Omega)$ for $1 \leq p<m(p-1)$. Thus,

$$
\begin{align*}
\Phi(u) & \leq \int_{\Omega} \frac{\mu a}{p}|u|^{p}+(b(x)+\mu c) u d x \\
& \leq C\|u\|_{L^{m^{*}}(\Omega)}^{p}+C\|u\|_{L^{m^{*}}(\Omega)} \\
& \leq C\left(r^{p}+r\right)<\infty, \tag{3.3}
\end{align*}
$$

where $C>0$ depends on $\mu, a, p,|\Omega|,\|b(x)\|_{L^{m}(\Omega)}$.
In both cases, we derive that $\Phi(u)<\infty$, which, combined with $\Psi_{\mathcal{K}}(u) \geq 0$, implies that $\beta=$ $\min _{u \in \mathcal{K}} I_{\mathcal{K}}(u) \geq-\infty$ for any $u \in \mathcal{K}$.

Consider the minimizing sequence $\left\{u_{n}\right\} \subset \mathcal{K}$ such that $I_{\mathcal{K}}\left(u_{n}\right) \rightarrow \beta$. Therefore, up to a subsequence, still denoted by $\left\{u_{n}\right\}$, such that $u_{n} \rightharpoonup u_{0}$ weakly in $\mathcal{K}$. Furthermore, $u_{0} \in \mathcal{K}$ since $\mathcal{K}$ is weakly closed. It is easily seen that $\Phi\left(u_{n}\right) \rightarrow \Phi\left(u_{0}\right)$ as $n \rightarrow+\infty$. On the other hand, by Lemma 2.6 , we know that $\Psi_{\mathcal{K}}\left(u_{0}\right) \leq \liminf _{n \rightarrow+\infty} \Psi_{\mathcal{K}}\left(u_{n}\right)$, which implies that $I_{\mathcal{K}}\left(u_{0}\right) \leq \liminf _{n \rightarrow+\infty} \Psi_{\mathcal{K}}\left(u_{n}\right)=\beta$. Therefore, $\beta=I_{\mathcal{K}}\left(u_{0}\right)$.

Now we give the proof of the main theorem.
Proof of Theorem 1.1. Using Lemma 3.1, we know that there exists $u_{0} \in \mathcal{K}$ such that $I_{\mathcal{K}}\left(u_{0}\right)=$ $\min _{u \in \mathcal{K}} I_{\mathcal{K}}(u)$, where $I_{\mathcal{K}}$ is given by (1.9).
Now we shall prove there exists $v_{0} \in \mathcal{K}$ such that

$$
\left\{\begin{align*}
-\Delta v_{0}+(-\Delta)^{s} v_{0}=\mu g\left(x, u_{0}\right)+b(x), & x \in \Omega,  \tag{3.4}\\
v_{0} \geq 0, & x \in \Omega, \\
v_{0}=0, & x \in \mathbb{R}^{N} \backslash \Omega
\end{align*}\right.
$$

Let $f(x)=\mu g\left(x, u_{0}\right)+b(x)$. Recall that $\Psi_{\mathcal{K}}$ and $\Phi$ are defined as (1.10) and (1.11), respectively. In order to get the existence of solution $u_{0}$ to problem (3.4), it is necessary to show that $\left\|v_{0}\right\|_{L^{\infty}(\Omega)} \leq r$ if $m>\frac{N}{s+1}$ and $\left\|v_{0}\right\|_{L^{m^{*}}(\Omega)} \leq r$ if $2 \leq m<\frac{N}{s+1}$.
Let $m>\frac{N}{s+1}$, choose $r>0$ such that $C\|b(x)\|_{L^{m}(\Omega)}<r$, where $C$ appears in the following inequality. Then by Lemma 2.8, we get

$$
\begin{aligned}
\left\|v_{0}\right\|_{L^{\infty}(\Omega)} & \leq C\left\|\mu g\left(x, u_{0}\right)+b(x)\right\|_{L^{m}(\Omega)} \\
& \leq \mu C\left\|g\left(x, u_{0}\right)\right\|_{L^{m}(\Omega)}+C\|b(x)\|_{L^{m}(\Omega)} \\
& \leq \mu C\left\|u_{0}\right\|_{L^{m}(p-1)}^{p-1}+C\|b(x)\|_{L^{m}(\Omega)}+\mu C \\
& \leq \mu C r^{p-1}+C\|b(x)\|_{L^{m}(\Omega)}+\mu C,
\end{aligned}
$$

where we have use the fact that $\left\|u_{0}\right\|_{L^{\infty}(\Omega)} \leq r$. Choose $\mu^{*}>0$ small enough, such that $\mu \mathrm{Cr}^{p-1}+$ $C\|b(x)\|_{L^{m}(\Omega)}+\mu C \leq r$ for each $\mu \in\left(0, \mu^{*}\right)$.
Similarly, when $2 \leq m<\frac{N}{s+1}$, then by Lemma 2.9, we have

$$
\begin{aligned}
\left\|v_{0}\right\|_{L^{m^{*}}(\Omega)} & \leq C\left\|\mu g\left(x, u_{0}\right)+b(x)\right\|_{L^{m}(\Omega)} \\
& \leq C \mu\left\|g\left(x, u_{0}\right)\right\|_{L^{m}(\Omega)}+C\|b(x)\|_{L^{m}(\Omega)} \\
& \leq C\left(\mu\left\|u_{0}\right\|_{L^{m(p-1)}(\Omega)}^{p-1}+\|b(x)\|_{L^{m}(\Omega)}+\mu\right) \\
& \leq C\left(\mu r^{p-1}+\|b(x)\|_{L^{m}(\Omega)}+\mu\right) .
\end{aligned}
$$

Choose $\mu^{*}>0$ small enough, such that $C\left(\mu r^{p-1}+\|b(x)\|_{L^{m}(\Omega)}+\mu\right) \leq r$ for each $\mu \in\left(0, \mu^{*}\right)$.
According to Lemma 2.7, we conclude problem (1.1) has at least one positive solution $u_{0} \in \mathcal{K}$.
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