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1. Introduction

In this paper, we consider the following impulsive discrete Zakharov equations:

llﬂ] + (Alﬂ)] — hz(Dlﬁ)J — l/tjl//j + l)/l//] = gj(f), t>s,t+1, ],k €, (11)

ii; — (Au); + h2(Du); — (A(W1)); + ait; + pu; = (), t>s,t# 1, jkeZ, (1.2)
with the impulsive and initial conditions

Yit) — ¢t = Ifk(lﬂj(tk)), wity) — i) = (1), Lke€Z, t €R, (1.3)

Yi(sT) = Hm yi(0) = ¢ ui(s) = s, i(s") = Hm ;(0) = w5, j € Z, (1.4)

where s € R is the initial time, the unknown functions ¢;(-) € C and u;(-) € R denote respectively the
envelope of the high-frequency electric filed and the plasmas density, g;(-) and f;(-) are given complex
and real functions, respectively, I}‘k(-) and I;{’k(~) are given and assumed to satisfy some conditions. In
addition, A and D are both linear operators defined as

Aw)j =uj1 —2uj+ujy, Yu= (U,
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(DM)J =Ujio —4Mj+] + 6I/tj —4I/tj_1 + Uj_2, Yu= (uj)j629

Z, R and C denote the sets of integers, real numbers and complex numbers, respectively, i is the unit of
imaginary numbers such that i =—-1,h, v, @ and y are all positive constants, and {#; };cz 1s a given real
sequence of impulsive points satisfying

L1 —te 21, keZ, and khm ty = +00, khm ty = —o0, (1.5)
—+00 ——00
Equations (1.1) and (1.2) can be regarded as the discrete approximation with respect to the spatial
variable x € R of the following Zakharov equations

il//t + '7[/xx - hzwxxxx - l/’u + l)’lﬁ = g(x, Z)$
Upp — Upx + hzuxxxx - (lwlz)xx + au; + MU = f(-x’ t)’

which describes the interaction between high frequency Langmuir waves and low frequency ion-
acoustic waves. For the discrete Zakharov Eqs (1.1) and (1.2) without impulses, reference [14]
investigates the finite dimensionality and upper semicontinuity of the kernel sections, and
reference [31] studied its pullback attractor and invariant measures. Here we take the impulsive effect
into account in the discrete Zakharov equations and consider its statistical solution.

Let’s recall some relevant results about the statistical solution and invariant measure. Firstly,
the abstract framework for the theory of statistical solutions for general evolution equations was
presented in [1,2]. The statistical solution for the 3D and 2D incompressible Navier-Stokes equations
was investigated in [6,7,12,26]. The invariant measure and statistical solution for the 3D globally
modified Navier-Stokes equations were investigated in [4, 17, 19,21, 30]. The statistical solution for
the non-autonomous magneto-micropolar fluids and Klein-Gordon-Schrodinger equations was verified
in [23,27]. Some sufficient conditions ensuring the existence of trajectory statistical solutions for
autonomous evolution equations were formulated in [22]. Later, the approach of [22] was applied
in [10, 24, 25]. The invariant sample measure and random Liouville type theorem for the two-
dimensional stochastic Navier-Stokes equations were studied in [29]. Very recently, the invariant
measure for discrete long-wave-short-wave resonance equations and discrete Zakharov equations was
studied in [16,31]. Especially, the statistical solution and piecewise Liouville theorem for the impulsive
discrete reaction-diffusion equations and impulsive discrete Klein-Gordon-Schrodinger-type equations
were investigated in [11,28].

The long-term behavior of the impulsive equations was studied in [8, 9, 15] and the references
therein. Especially, Yan, Wu and Zhong in [18] studied the impulsive reaction-diffusion equations and
proved the existence of the uniform attractors in LP(Q), L**~*(Q) and H, ().

The goal of this article is to investigate the existence and piecewise Liouville type theory of the
statistical solution for the impulsive discrete Zakharov equations. The impulses will naturally lead to
the discontinuity of the solutions, and this discontinuity produces difficulties when we estimate the
solutions since the Gronwall’s inequality is no longer valid on the interval containing any impulsive
point. In addition, compared with the impulsive reaction-diffusion equations on infinite lattices
discussed in [28], the impulsive discrete Zakharov equations addressed here contain the second order
derivative and nonlinear term (A(|w|2))‘,~. These facts need us to do some technical analysis and
meticulous estimations.
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The article is arranged as follows. In the next section, we investigate the global well-posedness of
the impulsive problems (1.1)—(1.4). In Section 3, we show that the solution operator of problems (1.1)—
(1.4) generates a continuous process {S (z, 5)};>; on the selected phase space and possesses a pullback
attractor. In Section 4, we first prove some type of piecewise continuity of {S (7, s)},», with respect
to s and construct the invariant measure {mMg}eer for {S (¢, s)}s. Then we establish that the invariant
measure satisfies piecewise the Liouville type theorem and is a statistical solution of the impulsive
problems (1.1)—(1.4).

2. Global well-posedness

In this section, we first introduce some notations and operators. Then we prove the global well-
posedness of problems (1.1)—(1.4).

Besides the given positive constants 4, y, @, u and n in Egs (1.1), (1.2) and (1.5), we will use the
following constants throughout this article:

=y €0 S=po(NeP (Vo Fau+ ) > 0, p=min (20,)
1 32 1 4+ p+ 20
co=max{~, 22}, o= -In(+4L?+ KT
Yy «a n

where L > 0 is a constant which will be specified in assumption (H1). Also, we use R, and Z, to
denote the sets of positive real numbers and positive integers respectively. Set

C={u=@ez:ueC, ) juf < +oof, @2.1)
JEZ

P=lu=@jcz:ueR, Y i <+oof. 2.2)
JEZ

For brevity, we use X to denote £ or /2, and equip X with the inner product and norm as

vy = Y iy, Wl = @u), Yu= (), v=0)ezeX,
JEZL

where V; is the conjugate of v;. For two elements u, v € X, we define a bilinear form on X via
(u,v), = (Bu, Bv) + u(u,v), (2.3)

where B is a linear operator defined as (Bu); = uj.1 —uj, j € Z, u = (uj)jez € X. We also define a
linear operator B* from X to X via

(B'u)j=uj_y —uj;, jeEZ, u= ;) <X

Direct computations give

(Bbt, V) = Z(Mj.,.] - uj)ﬁj = Z uj+1§j - Z uj\_/j

JEZ JjEZ JEZ
- - - - k
= E Ujvi| — E ujv; = E uj(vi-1 —vj) = Ww,Bv), Yu, veXx,
JEZ JEZ JEZ
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(AM, V) = Z(uj+1 — 2I/tj + uj_l)Vj = Z uj+1Vj - 22 ijj + Z uj_l\_/j, Yu, veX,

JEZ JEZ JEZ JEZ
and

(Bu, Bv) = ) (uje1 = u)(¥j1 = 7))

JEZ
= E Ujr1Vjr1 — E Ujr1vV; — E Ujvir + E Uv;
JEZ JEZ JEZ JEZ
=2 E ujvj— E Uj1Vj— E uj1v; = —(Au,v), Yu, veX.
JEZ JjEZ JEZ

Similarly, we have (Du,v) = (Au,Av), Yu,v € X. At the same time, we have

2 ju— ju— — j—
||Bul|® =(Bu, Bu) = Z UjrUjs) — Z UjUj — Z Ujllje + Z Uil

JEZ JEZ JEZ JEZ
1 1
2 2 — 12 2 — 2 2
AP + 5 g P+ 1) + 5 sl + 1P = Al
JEZ JEZ

Combining the above facts, we conclude that B* is the adjoint operator of B, and

(Bu,v) = (u, B*v), (Au,v) = —(Bu, Bv), (Du,v) = (Au,Av), Yu,v e X,
1B ull> = ||Bull* < 4llull*, lAull* < 16]lull®, [|Dull* < 256|ull*, Yu e X.

Clearly, the bilinear form (-, -), defined by (2.3) is also a linear product in X. Since
pllad® < llal + 1Bull® = lludl} < (u+ Dlul®, u € X,
the norm || - ||, induced by (-, -),, is equivalent to the norm || - ||. Write

C= G0, L=l ), = E o)l 1D,

(2.4)

then 2, l,zl, and [* are all Hilbert spaces. Set E,, = {’leﬁxlz. For z™ = (u"™, v, o™ e E, (m = 1,2),

the inner product and norm of E, are defined as

1 2 1 2 1 2 1 2
E -2 1 2 1 1 1 2

J J
JEZ
I, =25, = DIzl = > (Wi +1(Bu),P + i + @), z€E,

JEZ JEZ

where ﬁ;z) stands for the conjugate of ug.z).

At the same time, to describe some type of continuity of the solutions for the impulsive
problems (1.1)—(1.4), we introduce, for the given impulsive points {#;};cz satisfying (1.5), two sets
PC(I;R) and PC(I; X) of piecewise continuous functions from interval / C R to R and to £ respectively

as follows.

PC(I;R) ={y(-) e R : is continuous for ¢ € I,t # t;,is left continuous for # € I and
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has discontinuities of the first kind at the impulsive points #, € I,k € Z},
PC(I;X) ={u(-) € X : is continuous for r € I,t # t;,is left continuous for # € I and
has discontinuities of the first kind at the impulsive points #, € I,k € Z}.
In addition, PC'(I;R) and PC'(I;X) denote the set of functions whose first derivatives belong to
PC(I;R) and PC(I; X), respectively.
For convenience, we shall express problems (1.1)—(1.4) as a non-autonomous first-order ODE with
respect to time ¢ in E,,. To this end, we put

V=W)jez, u=Wj)jez, Wy = Wjp;)jcz, Ayl = ((A|l//|2)j)je2,
Yoo = W )jez, Us = Ujg)jez, Uit = (WU1js)jez, [ = (fi(D)jez, &) = (g(1))jez-

With the previous notations and operators, Eqs (1.1)—(1.3) can be written as

W+ Ay — Dy —up + iy = g(f), t>s,t# 1, keZ, (2.5)
it —Au+IDu—- AP +ai+uu = f(t), t>s,t#t, keZ, (2.6)
) = (Ifk(w,-(tk))) jez L@(t) = (I (1)) jezs k € Z. (2.7)

We further set
p=u+Au, z=Wup), Fzt) = (—iyu—ig®,0, o+ AW,

vI —iA + ih*D 0 0
e = 0 Al -1 1, (2.8)
0 AAd—a) +ul —A+hD (a- DI
where [ is the identity operator. Then the impulsive problems (1.1)—(1.4) can be written as

7+0z=F(z,1), t>s, t#1;, keZ, (2.9

W) =) (I (@)
26) — 2(t) = | u(ty) —u(t) [ = 0 ; (2.10)

o(t;) — (1) L (u(t))

2(s) = W), uls), (s N = W(s™), uls), (s + Au(s)’, s €R. (2.11)

To ensure the global well-posedness of problems (2.9)—(2.11), we suppose that the functions f(-),
() I[() = (I5(-))jez and [(-) = (I%()) ez satisfy the following conditions,

(H1) Forany j,k € Z, Ilj”k(O) = I;.‘k(O) = 0 and there exists a constant L > 0 such that

G - L@ < L2 =27l 3G - TG < L =77, V7,2 €R, (2.12)
4+ p+22°

O':ﬁ—%ln(4+4L2+ ) > 0. (2.13)
(H2) Assume that f(t) = (fi(?))jez € C(R, Py and g(t) = (gj(®)jez € C(R, £?), and that for each s € R,

S

e” f eI f @I + llguplP)dn < +oo, f e"iglPdn < T K(s), (2.14)

o0 o0

for some continuous function K(-) on the real line, bounded on intervals of the form (—oo, t), with
O<w<9.
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Some examples illustrating the existence of functions f and g satisfying (H2) can be found in [31,
Example 3.1]. It is also not difficult to see the existence of the functions I,‘f and [} satisfying (H1). At
the same time, we will assume

4h(4u + o) < pa. (2.15)
We next show the local existence and uniqueness of solution to problems (2.9)—(2.11).

Lemma 2.1. Let h, vy, a, u be all positive constants satisfying (2.15), and assumptions (H1) and (H2)
hold. Then for each given initial time s and initial value z(s*) = (Y (s*), u(s), p(s*)) € E,, there exists
a unique solution z to problems (2.9)—(2.11) such that

Z() € PC([S’ T*)’ Ey) N PCI((S, T*)’ E,Ll)’

for some T, > s. Moreover, if T, < +oo, then lim ||z(t)||EH = +o00,
t—>T,

Proof. Obviously, we can see that ® maps E,, into itself and F(-,-) maps E, X R into E,, respectively.
Now let B be a bounded set in E,,, then for any 7 € R, we have, after some computations,

IFED, 0 = FE?, 0l =i Vu® =y @u®),0, AP — A @P)IIZ,

2 (2.16)
<(; +3HLB)1" - 2?7,

where L(8) is a positive constant depending on 8. Inequality (2.16) implies that F(z, 7) is locally (with
respect to z € £, ) Lipschitz from E, X R to E, and the Lipschitz constant ( ;% + 34)L(8) is independent
of time ¢. Therefore, by the classical theory (see e.g. [3, Theorems 2.3 and 2.6]) of the impulsive
differential equations, we obtain the desired results. m]

Lemma 2.2. Assume function y(-) € PC'(R;R) satisfies

dy(t
% +ay(d) < q(t), 1% ke,

y(t,'j) < by(ty), keZ, 2.17)
y(s*) <yp, sER,

where q(-) € PC(R;R), a > 0, b > 0 and yy are constants. Then

!
Y(®) < yob" Ve + f P10 Ng9)dg, V1> s, (2.18)

hereinafter n(s, t) and n[9,t) denote the number of members of the impulsive points {t;};cz lying in the
intervals (s,t) and [, t), respectively.

Proof. This lemma is an extension of [3, Lemma 2.2]. Here we consider the function y(-) € PC'(R;R)
since we investigate the pullback asymptotic behavior as s — —oco. We can prove Lemma 2.2
via an induction argument. In fact, for a given s € R, there exists some ky € Z such that
§ € (tg, t+1]. Then, by assumption, y(¢) satisfies the differential inequality in (2.17) on (s, tx,+1)-
Applying Gronwall’s inequality on (s, ;) and using the left-continuity of y(#), we see that y(r)
satisfies (2.18) for t € (s,#,+1]. Then we consider (2.17) on the interval (f,.1, fx,+2], With the initial
value y(t,jo L) S dtk0+]y(tk0+1). Also applying Gronwall’s inequality on (#x,+1, %,+2) and using the left-
continuity of y(¢), we see that y(¢) also satisfies (2.18) for ¢ € (#,+1, tx,+2]. Analogously, we can prove
that y(¢) satisfies (2.18) for t € (¢x,+m>» tiy+m+1] for any m € Z,. The detailed proof is omitted here. O
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We next use Lemma 2.2 to estimate the solutions.

Lemma 2.3. Suppose assumptions (H1) and (H2) hold. Let z(t) = (1), u(t), p(t))T € E, be the
solution of problems (2.9)—(2.11) corresponding to the initial value z(s*) = (Y(s%), u(s), (s"))! € E,.
Then

—ot !
OIP < w(sHIPe ) + < f e”||g(O)I*db, V1> s. (2.19)
Y Js
Proof. Taking the imaginary part of the inner product (£2, (-, -)) of (2.5) with i, we obtain

d 1
d—tllkl/(t)ll2 + @I < ;Ilg(l)llz, Vi>s, t# 1, kel (2.20)

Now, for the impulsive condition, we have by (H1) that

WGOIP = > WO = D i) + )P <2 ) (ol +2 ) 5@ n)P

JEZ JEZ JEZ JEZ
<2 WP +2 I W (1)) - IO 221)
JEZ JEZ
<@+20%) Y Wil = @+ 2Ll
JEZ

Applying Lemma 2.2 to (2.20) and (2.21) for y(¢) = [y(1)|[%, we get
l !
IWOIP < W5 P2+ 2L7)" D) 4 — f (2 +2L7)"1"0e D) 1g(0)|Pd6, V1> s. (2.22)
Y Js

Now (1.5) implies that

t— t—60
n(s,f) < — and n[6,) < —. (2.23)
n n
Thus, we have by (2.13) that
(2 + 212079 o779 and (2 4 2L2)"10D e 170) < o7 (=0), (2.24)
Inserting (2.24) into (2.22) yields (2.19). This ends the proof. |

Lemma 2.4. Let h, vy, a, u be positive constants satisfying (2.15), and assumptions (H1) and (H2) hold.
Then for every given s € R and z(s*) € E, the corresponding solution (guaranteed by Lemma 2.1) of
problems (2.9)—(2.11) satisfies

!
Izl < 2Oz, e ™ + coe™” f e (IFOIF + @I + Il (@)N1)ds, s <r<T..  (2.25)

Proof. We denote by z(-) = z(-;s,z(s*)) the solution of problems (2.9)—(2.11) corresponding to the
initial value z(s™) at initial time s. Taking the real part of the inner product of (2.9) with z() in E, gives

1d
EaIIZ(t)II%H + Re(0z(7), 2(0)), = Re(F(z,0),2(0)g,, t> 5,1 # t, k € Z. (2.26)
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Direct computations give
Re(F(z,1), (1), = Re(=ig(1), (1)) + Re(f (1), (1)) + Re(Alp (1), (1)),
1 1
Re(—ig(r), ¥(1)) < %Ilt//(t)ll2 + 2—||g(t)||2, Re(f(1), (1)) < ~lIfOIF + S eI,
9% a 4

a 16
Re(Aly(), (1)) < Z||<,0(t)||2 + ;Ill//(t)ll“-
By [31, Lemma 2.3], we have
a
Re(0z,2)g, > 6(|lull} + llel?) + Ellcpll2 + ¥,

Hence, taking (2.26)—(2.30) into account, we get

d
d—IIIZ(I)II%,, +Bllz0)llz, < collf DI + lgOIP + Ig@II*), t > 5, 1 # 1, k € Z.
Now, for the impulsive condition, we have by (H1) that
IzEOIE, = EOIP + lu@oll; + lleEOI?

= D WP + Y 1Bu) P+ ) gt + Y i) + Au(w)]

JEZ JEZ JEZ JEZ
= 2 Wi + L@@ + D [(But), P+ p ) Juj(el?

JEZ JjezZ jezZ

O i) + FiGin) + Auyte)|

JEZ
<Q+2L2) Y WP + 4 )P + ) (el
JEZ JEZ j€z
@ +AL) D il + 222 ) ()P
JEZ JEZ
<@+ 2L + (4 + p+ 2l + (4 + AL eI
4 242
<@+ 220l + SO GO0 + @+ AL IR
2

<(@4+4L% + w)||z(tk>||%,,-

Applying Lemma 2.2 to (2.31) and (2.32) for y(¢) = ||z(t)||*, we obtain

@4 +p+22%

Iz, <co f (4+4L7 + )0 PEO(|| FOIF + @I + I O)]*)do

4 21%
+llz(sMIE, (4 +4L7 + @R 2 50 09 yy s s,
u
Using (2.13) and (2.23), we get
(4+p+222)

(4 +4L2 + )n(s,t)e—ﬂ(t—s) < e—o’(t—@)'

Inserting (2.34) into (2.33) gives (2.25). This completes the proof.

(2.27)
(2.28)

(2.29)

(2.30)

(2.31)

(2.32)

(2.33)

(2.34)

O
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Combining Lemma 2.4 and the extension theorem (see [3, Theorem 2.6]), we assert that the local
solution obtained in Lemma 2.1 exists globally on [s, +00).

Theorem 2.1. Let h, y, a, u be positive constants satisfying (2.15) and assumptions (H1) and (H2) hold.
Then, for every given s € R and z(s™) € E,, there corresponds a unique solution z € PC([s, +o0); E,) N
PC'((s, +00); E,) to problems (2.9)—(2.11) satisfying

Izl < llz(s")iE, e + coe™” f e (IFOIF + 1g@)I + g (O)I*)d6, V1> s. (2.35)

Next, we prove that the solution of problems (2.9)—(2.11) depends continuously on its initial value.
For brevity, from now on we will employ the notation a < b (also a > b ) to mean that a < c¢b (also
a > cb) for a universal constant ¢ > 0 that only depends on the parameters coming from the problem.

Theorem 2.2. Let h, y, a, u be positive constants satisfying (2.15) and assumptions (H1) and (H2) hold.
Denote by 2™(-) = 2"(-; 5,2 (s%)) (m = 1,2), the solution of problems (2.9)—(2.11) corresponding to
the initial value zﬁ’f) (m=1,2). Then

0@ = 22O, < 1120(s7) = 2P (s e T2, Vi, (2.36)

where ¢, is a positive constant depending essentially on 7V (s*) and ¥ (s).

Proof. Let z(-) = Zz™(:;s5,2™(s*)) (m = 1,2) be two solutions of problems (2.9)—(2.11)
corresponding to the initial values z"™(s*) (m = 1,2), and setZ = zV(-) — z®(-). Then 7 satisfies

dz(r)

" Oz() = FZV,0) - FZ®,0), t>s,t+t, keZ, (2.37)
WD) - I WP (1)
) -2 = 0 , keZ, (2.38)
LD (1) — 12 (1)
2s) = 20 = Z9(sY), seR. (2.39)
Taking the real part of the inner product of (2.37) with Z in E,, yields that
1d _
Ed—tlfﬂléﬂ + Re(0Z,2)g, = Re(F(ZV, 1) - F(2?,1),2g,, 1> s, 1# 1, k€ Z. (2.40)

By (2.16) and (2.30), we see that there exists a positive constant ¢; depending essentially on z(V(s)
and z?(s") such that

Re(—0z7(1) + (F(", 1) - F(2?,1),2(0)g, < Clllz(t)”%F, Vi>s. (2.41)
Inserting (2.41) into (2.40) gives

d
glff(t)lléu < 2ei|Z0,, t> s, 1% 4, keZ (2.42)

For the impulsive condition of I[Z(-)IIZ#, we have by using (H1) that

RGN, = ) B,

JEZ
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<2 Y Gl +2 > 11w w) - 1P a)f

JEZ JEZ

+2 3 |1l ) - 4GP )|

JEZ
2 2 . .
<2 [Fwl,, + 202 ) @) - vV + 202 Y il @) - il )P
JEZ . JEZ JEZ
L2AREOIE, + 2L @I + 2L ()| < 2+ 2L)R(E)IIE, - (2.43)

Applying Lemma 2.2 to (2.42) and (2.43) for y(¢) = |[v(1)||* yields
RN, < IR(s"E, (2 + 2L7)" 072X, 1 > 5. (2.44)
Now, from (2.13) and (2.24) we see that
(2 +2L2)0 20 (2T, (2.45)
Inserting (2.45) into (2.44) gives (2.36). The proof of Theorem 2.2 is complete. O
3. Existence of the pullback attractor

In this section, we first show that the solution operators of problems (2.9)—(2.11) generate a
continuous process {S (7, s)}, in E, and {S (¢, 5)}», that possesses a bounded pullback absorbing set in
E,. Then we establish that {S (7, 5)};, has pullback asymptotically nullness and a pullback attractor.

By Theorem 2.1 we see that the solution operators

S(t,s):z(s") € E, +— S(t,8)z(s") = z(t; 5,2(s7)), V=35, (3.1)

of problems (2.9)—(2.11) generate a process on E,, hereinafter z(-; s, z(s")) denotes the solution of
problems (2.9)—(2.11) corresponding to the initial value z(s*) at initial time s. Moreover, from
Theorem 2.2, we see that the process {S(z, 5)};> is continuous on E,, that is, for every given r and
s with s < ¢, the map S (¢, 5) : E, — E, is continuous.

In the sequel, we denote by O(E,) the family of all subsets of E, and consider the families of
nonempty sets 50 = {Dy(0) : 6 € R} C O(E,) parameterized by time ¢. Let D, be the class of families
D = {D(6) : 6 € R} C O(E,)) which satisfies

lim (e sup |2If3,) = 0. 3.2)

- z€D(s)
Definition 3.1.

(1) A family of sets 50 = {Dy(0) : 0 € R} € O(E,), with Dy(0) C E, bounded for every 6 € R, is
called a bounded pullback D,-absorbing set for the process {S(t, 5)}s in E,, if for each t € R
and any Q ={D(0) : 8 € R} € D,, there exists a sy(t, D) < t such that S(t, s)D(s) C Dy(t) for all
s < 5o(t, D).
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(2) The process {S (t, s)}:>5 is said to have pullback D ,-asymptotically nullness if for any givent € R,
any € > 0and D = {D(6) : 0 € R} € D,, there exist My = My(t,€,D) € Z, and sy = so(t,€,D) < t
such that

sup > (S9N, <€, Vs < 5o (3.3)

2(sT)eD(s) jl=Mo

(3) A family of sets &’AIDU = {Ap, (1) : t € R} € O(E,) is said to be a pullback D,-attractor for the
process (S (1, $)}s in E,, if the following properties hold:

(a) Compactness: for any t € R, Ap, (1) is a nonempty compact subset of E,;
(b) Invariance: S(t, s)Ap, (s) = Ap, (1), Vs < 1;
(¢c) Pullback attraction: ﬁ@(r is pullback D -attracting in the following sense

lim distg, (S (7, $)D(s), Ap, (1)) = 0, VD={D®):0€cR}eD,, 1R,

where distg, (-, -) denotes the Hausdorff semidistance in E,,.
For the existence of the bounded pullback D, -absorbing set for {S (7, 5)},», in E,;, we have

Lemma 3.1. Let h, v, @, u be positive constants satisfying (2.15) and assumptions (H1) and (H2) hold.
Then the process {S (t, 5)}s> defined by (3.1) possesses a bounded pullback D,-absorbing set in E,,.

Proof. We denote by R, (f) > 0 such that

t

RX(1) =1+ coe™” f T (IFOIF + lIg@O)IF + g (6)lI*)de

—00

<1+ coe™™ f (£ OIF +1g®)I)do (3.4)

(%)

t
+ coe™! f e 7Y( e"lgmIPdn)’de, t € R.

(%) —00

Then from (2.19), (2.35) and (3.2) we see that there exists a time sy = so(Z, 5) < t such that
IS (¢, 9)z(s")l, < RA(1), ¥ 5 < 50, (3.5)

that is, the family of closed balls Z?(t) = {B(t) = B(0,R,(1)) : t € R} is the desired bounded pullback
D,-absorbing set for {S (7, 5)},»,, where B(0, R,(1)) denotes the closed ball in E, with center zero and
radius R, (7). This completes the proof of Lemma 3.1. O

In order to investigate the pullback-D,, asymptotic nullness of the process S (7, 5)., in E,,, we shall
estimate the truncations of the solutions. Choose a smooth function y(-) € C'(R,;R,) satisfying

x(x) =0, 0<x<l1,

0<yx <1, 1<x<2,

xx) =1, x> 2, (3.6)
Y’ (x)] < xo( positive constant), x > 0.
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Consider any given D= {D(@0) : 6 € R} € D,. We have denoted by z(t) = z(; s, z(s%)) = S(t, $)z(s™) =
W@, ut), o))" = (O, ui(1), ¢ J(t))]eZ € E, the solution of problems (2.9)—(2.11) with initial value
z(s™) € D(s) at the initial time s € R. Let M € Z, and set

(1) = )((ll)lﬁj(t) vi(t) = X(M)u,(t) w;(t) = X(M)%(t)

o(1) = (0,(1) jez, 0,() = (€5(0),v;(D), wi(1)", jEZ.
Taking the real part of the inner product of (2.9) with o(1) = (0;(?)) jez in E,,, we get
Re(z(1), (1), + Re(Oz(1), 0(1))g, = Re(F(z,1),0(0)g,, Yt>s,1# 1, k € Z. 3.7

We next estimate the three terms in (3.7). Firstly, By some computations, we have

|1 1l
Re(:(),0(0)r, =5 1 Z GG + &+ WP+ 3 x G (B (Bu);
JEZ
(3.8)
|J + 1| |J| .
Z [X( )](uj+1 uj)uj+1-
JEZ
Using Lemma 3.1 and the Mean Value Theorem, we obtain
. 1d Il » R(1)
Re(:(0). 0(0), = 5 ;x%w@ 20 V> s> s 1 # (3.9)

hereinafter R?T(t) is the radius of the bounded pullback-D, absorbing set and sy = s¢(z, D) is the
pullback absorbing time in Lemma 3.1.

Lemma 3.2. The term Re(Qz(1), 0(1))g, in (3.7) satisfies

Re©x(0), 000, ~ > x(IOBWS + il + &) + 54 + Y ]

JEZ
(3.10)
11 |l R (t)
_E$Z (_)(A)__,ez , Vi>so2 s, Vit # 1.
Proof. By direct computations, we get
Re(@z(1), 0())g, =y, &) + Im(AY, &) — Im(h> Dy, €) + A(Bu, Bv) + pd(u, v) — (Be, Bv)
+ A4 — @)(u, w) + (Bu, Bw) + h*(Du, w) + (@ — )(¢, w) a1
=y, &) + ud(u,v) + A1 — a)(u,w) + (@ — (¢, w) + A(Bu, Bv) @11
+ (Bu, Bw) — (Bp, Bv) + h*(Du, w) + Im(Ay, &) — Im(h* Dy, £),
11 3 |1
W) = ) XGOWF v = ) xG ol
JEZ JEZ (312)

(1, w) = Zx( i (90,W)=ZX(M)

JEZ JEZ
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Using the Mean Value Theorem and (3.6), we can obtain

R2(1)
(Bu, Bw) — (Byp, Bv) > — 7 Vi> sy = s, (3.13)
2voR2 (¢
(Bu, Bv)>z)(( )(BuY: 2R s (3.14)
JEZ ,UM

For the terms Im(Ay, £) and —Im(Dy, €) in (3.11), we also have, using the Mean Value Theorem, (3.6)
and Lemma 3.1,

R3.(1)
Im(Ay, &) = —-Im(BY, BE) > — A Vi>sg > s, (3.15)
R3(1)
—Im(Dy, &) = -Im(Ay, A¢) > — T Vi>sy>s. (3.16)

For the term A%(Du, w) in (3.11), we have

1d
Ou = 35 D At + Y w40, -1

T YA, Yt>s02>s V1, (3.17)

JEZ
and
|1 Rfr(t)
D (Aw);[av); - XGAD] 2~ V1> 5> 5, Y1 #0. (3.18)
JEZ
Similarly,
R2(t
(Du,v) = (Au, Av) 2 —ZX(M)( Au)? - D s s (3.19)
JjEZ M

Combining (3.17)—(3.19), we obtain

(Du w) = (Du, V) + A(Du, v)

2
25 Z Aoaw? + 5 Z)((M)(A BT s s Vit :20
Taking (3.11)—(3.20) into account, we have
1l 1]
Re(0z(1), 0(1))x, - 35 ZX(—)(A - ;Z:X(—)(A w3
= 6B + i+ ) + S+ 0 )
Jez ) (3.21)
R
> Z)((M) [(A = 6)((Bu)? + pus?) + (% — 1= 8)¢2 + A - dujp;] - %
JEZ
RX(1)

> — o Yt>so<s, Vt+1,
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where we have used the fact that

Z (M) [(A — 6)((Bu); +Mu)+(——/l )¢ + A~ @u;p)]

JEZ

=) x ('J')W Ot} + (5 = A= 6)p} = Al

JEZ

= > T~ [ ~ - ol >
JEZ

This ends the proof of Lemma 3.2.

Lemma 3.3. The term Re(F (z,1), (1)), in (3.7) satisfies

Re(F(z,1),0(0))E,

LS e+ Y g+ 33 vy

=M /=M |J|>M

2
+ ST UOF + ROHIPe e + 228 f ~r1-0R2 (4)d

lji=M

N

+Ro (1) f (> (211 OF +Ig/O)F +1g-1OP)edo], Vi> 50> s, Vi1

ljl=M

Proof. Direct computations give

Re(F(z,1),0())z, = Tm(g(), &) + (f(1), w(®)) + (AP, w(D)).

Using Cauchy’s inequality and Lemma 3.1, we have

Im(s0.8) <2 > e+ 3 1g 0P,

|J|>M ljil=M
(f@), W) 57 ZX(M)% + D If0P,
|]|>M ljil=M
and
AWP W) = " (ol = 20, + 5P,
JEZ
i Z X(M)so, +R I + L+ 1), Vi> s>
|]|>M
where i i i
L= 3 xCOWmP L= xCoWP L= xGowl
=M =M ljI=M
AIMS Mathematics

(3.22)

(3.23)

(3.24)

(3.25)

(3.26)
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Next we will estimate the terms I;, I, and I3 in (3.26). Set

{=(1)jez = (X( Ijl)lﬁﬁl),ez

Taking the imaginary part of the inner product (-,-) of Eq (2.5) with { and then using Cauchy’s

inequality, we obtain

1d
= ("'>|w]+1| +’yZ)(( Wyl

2dr lji=M lji=M
“tm 3 7 i)~ Im(a0, ) + PIm(DY. 0
&, M Jj+167 ’ ’

LS AP+ Y g0 ~ mian, 2 + Iy, V1> 503 5.1 % 1,

/=M =M

which, together with (3.15) and (3.16), gives

d iy, o iy e , R
T D XGNP+ Y Y XGNP S Y Mg OF + =52 Vi> 50> 5.1 # b

M

lji=M =M =M

For the impulsive condition of 3 (¥, (1)1, we have
=M

Zx( )P = Zx(']')|w,+1<rk>+ W)

=M =M
<2 Z X( )|l//]+1(fk)| +2 Z X(ljl +1,k(¢’j+1(fk))|2
ljI=M ljl=M
evan Y >|w,+1(tk)|
/=M

Note that

y(s") = Z){( Wi (s < l(sHIP.
=M

From (2.24), (3.27)—(3.29) and Lemma 2.2, we obtain

L SO + 22060

f(z + 2L2 n[HI) —y(t— 9)( Z |gj+1(9)|2 (r(e))de

lji=M

<ly(s* >||2 ot
—o(t—0) 2 1 ' —o(t-0) p2
| D N g @0+ | e ORLO, V> 50> s

=M §

(3.27)

(3.28)

(3.29)

(3.30)
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Similarly, we have

L <ly(sH)IPe ™ + f 0 (g o) 2 )de Vi > 50> (3.31)
$ lji=M
t 2( )
L lg(sIPe 0 + f TN (g OF + =X =)d6, Vi > 5 > (3.32)
s =M
Taking (3.23)—(3.26) and (3.30)—(3.32) into account, we obtain (3.22) and end the proof. O

Now we begin to establish the pullback-D, asymptotic nullness of the process {S (7, $)};», in E,,.

Lemma 3.4. Let h, y, @, u be positive constants satisfying (2.15) and assumptions (H1) and (HE) hold.
Then for any giv/e\n teR, anye>0and D = {D(0) : 0 € R} € D, there exist My = My(t,e,D) € Z,
and sy = so(t, €, D) < t such that

sup > (S(t D), <€, Vs < s (3.33)

z(sT)eD(s) Li>Mo

Proof. Combining (3.8), (3.10) and (3.22), we get

dtz;‘ DI, + ) +,BZZX( iR, + 2 (Awy]
JE Jje
RO + Y g 0f + 3 0P + 22 ()
|jI=M |jI=M (334)

R:(t) (!
+ —Z; ) f e 7R (9)dg

+ Ri(t)[f ( Z (Igj+1OF + 18, + g,-1(O))e 7 "db], Vs < sp<t.

S ljl=M

Now for given ¢ € R, D = {D@) : 6 € R} € D, and any € > 0, there exist s; = s5(t, €, 5) and
M; = M(t, €) such that

R2(t) oé€

< —, VM= M, 3.35
<D ! (3.35)
2 2 2 2 o€’

Ry lly(s ™™™ < REDlla(s e ™ < =, Vs <o <so <t (3.36)

From (2.14) and (3.4) we see that for above ¢ and € exists M, = M»(t, €, 5) such that

R2(t
R;(D) f TR (9)d6 < % VM > M,. (3.37)

Also, from (2.14), (3.2) and (3.4) we see that there exists M; = M;(t, €, 5) € N such that

2

! o€
R2(t) (Z (Ig;OF + 81O + |g;-1(O)P))e 7 "dg < 36 VM > M;. (3.38)
5 ljl=M
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Picking M, = max{M,, M,, M3} and then inserting the estimations (3.35)—(3.38) into (3.34), we get

= Z)((Ul Wz, + P Au®))] +,BZX(M) (12O, + KAw®O))?]

JEZ JEZ

, (3.39)
g€
< lgoP+ ) SHOF + = 1> 50> 5125, M> My t %11 k€ Z.

lj=M ljI>M
We next investigate the impulsive condition of y(f) = 3 X(%)(Iz j(t)li_# + hz(A(u(t)))ﬁ) with M > M,.
JEZ

Note that u;(t]) — u;(ty) = 0 for each j € Z. Hence, for the impulsive condition of this y(f), we have

i) = Y e,

JEZ
= Zx(“ w0 + @@ + 1(Bueo), P + (1))
e X (3.40)
+ Zx( i) + ) + 1)
JEZ
2
<4 +4pr 4 HEETAL, Z}(( el
H JjE€Z
Note that
W5 = Zx(M» R, < lla(sOIE,- (3.41)
JEZ
From Lemma 2.2, (3.39)—(3.41), we obtain
Z)(( 20,
Jjez
2
Sle(sMIE @ + 212 + TEHE A s pims
€2 (3.42)
+ [[rar s B s 3 g+ 3 i + T
H ljI=M ljlI=M

Sllz(sOlz, e + f O g OF + ) |f,(9)|2)d9+—

ljI=M ljI=M
Now by assumption (H2), we see that for the above € > 0, there exists Ms = Ms(t, €) € N such that

e [ Y goraos e [ 3 eiora

=M =M

6
< f e"Ig(O)d0 + e f e”\f{OFd0 < <. VM > Ms.

lj=M lj=M

(3.43)
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At the same time, for the above € > 0, there exists a time s, = 5,(¢, €, f)) such that

—ot as

2
e sup lzOIE < S, Vs <s, (3.44)
2+ €D(s) o3

Pick M* = max {M,, Ms} and s* = min {s;, s,}. It then follows from (3.42)—(3.44) that

sup Z (S (2, s)z(s+))4,-li~y = sup Z |z;(t; s, zm(sJ"))I%# <€, Vs<s (3.45)
2(sT)ED(s) ljl=2M* 2(sT)ED(s) ljl=2M*
The proof of Lemma 3.4 is complete. O

The main result of this section reads as follows.

Theorem 3.1. Let h, v, a, u be positive constants satisfying (2.15) and assumptions (H1) and (H2)
hold. Then the process {S(t, s)}»s defined by (3.1) has a pullback D -attractor (denoted by) ?Al(t) =
{A() : t € R} satisfying Definition (3.1) (3).

Proof. Since the process {S (7, 5)};>, is continuous on E,, the result of Theorem 3.1 is obtained directly
by using Lemma 3.1, Lemma 3.2 and [20, Theorem 2.1]. O

4. Statistical solution and piecewise Liouville type theorem

The goal of this section is to establish that there is a family of invariant Borel probability measures
contained in the pullback attractors, and that this family of measures satisfies piecewise the Liouville
type theorem and is a statistical solution of the impulsive discrete Zakharov equations.

In the sequel, f Y(z)dp,(z) denotes the Bochner integral, where p, is a Borel probability measure

E
onE,and¥ e C (E:) (the collection of continuous and real-valued function on E,,).
Lemma 4.1. Let h, vy, a, u be positive constants satisfying (2.15), and assumptions (H1) and (H2) hold.
Then, for every given t, € R and z. € E,, the E,-valued function s — S (1., )z, is bounded on (-0, t.].

Proof. 1t is a direct consequence of Theorem 2.1, Lemma 3.1 and assumption (H2). In fact, for any
given t, € R and z, € E,, we have that

1

2t 5, 20, < llz.llg, + coe™™ f U FOIF + @I + g ()IHdb, Vi, > s. (4.1)

(o)

The right-hand side of (4.1) is bounded by a quantity independent of s. The proof is complete. m|

We next establish two auxiliary lemmas about some type of continuity of S (¢, s)z. with respect to
the parameters ¢ and s.

Lemma 4.2. Let h, v, @, u be positive constants satisfying (2.15) and assumptions (H1) and (H2) hold.
Also let s, € R and z, € E, be given. Then, for any v > 0, there exists a positive k = k(V, s., z.) small
enough, such that there holds

IS (2, )z — z:llg, <V, Vs € (Sh, 8. + &), VIE(S, s +K). 4.2)
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Proof. Let s, € R and z, € E, be given. Without loss of generality, we assume s, € (f,, x,+1 ] for some
ko € Z. We next split the proof into two cases.

Case 1. s, € (ty,, ty,+1)- In this case, we set 2d = min{s, — #,, tx,+1 — s} > 0 and consider 5, < 5 <t <
S, +d.

Sy+d
Firstly, set ¢, = IIZ*IIé# + f (LFOIF + lIg@IF + [lw(O)]I*)d6 and we prove
S«—d
" dS (6, )z,
j: =5 lz,d0 s c.. 4.3)
Indeed, from (2.9) we see that
dsS (6, s)z.
=gy IF < 1S @, )2, +IF(S ©. 87Dl s <0<t (4.4)

Direct computations and estimations give

102(8, )iz, =lvy — iAy + ih* Dyl + pllAu — ¢l
+ |41 — @)u + pu — Au + W Du + (o — /l)(,oll2

4.5)
SIAP + DGR + NIAGIP + llull} + llel® + [1Aull® + [l + 1Dull® + [l
<lz(, )12,
that is,
1©S (6, $)zlI, < IS (6, )27, (4.6)
Similarly,
I1F(z(6, s), 9)||i~y =|| — iyu — igOI* + I () + AlPII* @7
SIFOIF + lg@OIF + @O + R., '
where

R.= max R:®H= max [l+coe™ f (I F P + g + Il @IH)dd] .

telt.—d,t.+d] telt.—d,t.+d] oo

Inserting (4.6) and (4.7) into (4.4) and then integrating the resulting inequality with respect to 6 over
[s, t], we obtain (4.3).
Secondly, we observe that

5 +d||S (6, S)Z*H%H
1S (7, $)z. — z:ll, = f Td@ —2Re (S (1, $)Z. — Zu» Z4). (4.8)

By (2.19) and (2.31) we have

ff dliS (6, )z,

! f 0
a0 @ lg@P+ [l e e+ e [ eeuifran @9)
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By (H2), we can pick ' = &' (v, ., f, g) € (0,d) such that

¢ d|IS (6, $)z.lI7
J =

2
- es%, 5. < S<I< 8 +K. (4.10)

Using Cauchy’s inequality and (4.3) gives

" dS (0, $)z. " dS (8, s)z.
([ =z < s, [ 0G0

" dS (6, 5)z. 1/2
<||Z*||E,1(f ”T”%ﬂdg) (t = )" < Mzl (1 - )72, (4.11)

(S0, $)z. — 2+, 22)

which implies that there exists some «” = «”(v, s, z+) € (0, d) such that

2

‘(5(9, )2 — 20,2.)| < VZ’ 5. < S<I<S +K (4.12)

Set k. = min{«’, k”}. We obtain (4.2) from (4.8)—(4.12). The case s. € (t,, tx,+1) 1S proved.
Case 2. s, = ty,+1. In this case we denote 2d = t;,,» — t;,+1 and consider s, < s <t < s, + d. The main
difference in the proof to case 1 is that the constants ¢, and R, are replaced with

Sst+d
¢, =lz.llz, + f (SO + lig@)IF + I (0)II*)de,

1

R, = max Ry()= max [l+coe™ f @I + g + Iy @)do ],

t€[t. ti+d] te[t, t+d] o

respectively. Here ¢, and R/, are also constants independent of s and . We omit the details here. O

Similarly to Lemma 4.2, we have

Lemma 4.3. Let h, y, @, u be positive constants satisfying (2.15) and assumptions (H1) and (H2) hold.
Also let s, € R and z, € E, be given. Then, for any v > 0, there exists a positive k = K(V, S, 2.) such
that

IS (7, $)ze — Zullg, < v, Vs €(su—k, 5.1, VI€L[s,s.] (4.13)

Now, we begin to investigate some kind of continuity of the E,-valued function s — S(z,, s)z. for
every givent, € Rand z, € E,,.

Lemma 4.4. Let h, y, o, u be positive constants satisfying (2.15) and assumptions (H1) and (H2)
hold. Then, for every given t, € R and z. € E,, the E,-valued function s — S(t,, s)z. belongs to
PC((=o0,1.]; E,), that is,

(1) S(t., $)z. is left continuous for s € (—co, t.];
(2) S(t., 5)z. is continuous for s € (—oo,t,| with s # t;, € (—oo,t.], k € Z;
(3) S(t., $)z. has right limit at the impulsive points t;, € (—oo,t.], k € Z.
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Proof. Firstly, we prove item (1). Consider any given s, € (—oo,t,.]. We shall prove that S (¢, 5)z. is
left-continuous at s = s,. Indeed, without loss of generality, we assume that ., € (#,, tx,+1] for some
ko € Z. Then for any s € (t,, s.] we have that, by the invariance property of the process,

||S (t*» S)Z* - S(t*, S*)Z*“E,, = ”S (t*’ S*)S (S*, S)Z* - S(l*’ S*)Z*”Eﬂ- (414)

Since t, and s, are fixed, S(t., s.) : E, — E, is continuous. The left-continuity of S (z., s)z. at s = s,
follows from (4.2) and (4.14).

Secondly, we prove item (2). Without loss of generality, we just prove, in view of the result of
item (1), that S (., s)z. is right-continuous on (#,, fx,+1) N (=00, £.] for some ko € Z. Let s, € (i, try+1) N
(=00, 1] be given and s, < s < f;,4+1 < t,.. Using the invariance property of the process and (2.36), we
have

”S (t*a S*)Z* - S(t*, S)Z*”E# :”S (t*a S)S (S’ S*)Z* - S(t*, S)Z*”E,,
<IS (s, 820 = Zullg, e AT, (4.15)

The right-continuity of S (z., s)z. at s = s, follows from (4.15) and the fact that U(-, s.)z. = z(:) €
C(ty» tiy+1); Ep)-

Thirdly, the fact that S (7., s)z. has right-hand limit at the impulsive points #;, € (—oo,7.] can be
obtained directly from Lemma 4.2 and the invariance property of the process, by using Cauchy’s
criterion for convergence. The proof of Lemma 4.4 is therefore complete. m|

Combining Lemma 4.1 and Lemma 4.4, we have the following lemma.

Lemma 4.5. The process {S(t, 5)};>s possesses the so-called PC-s-continuity in the sense that, for
every given t, € R and z, € E,, the E,-valued function s — S(t.,s)z. € PC((—oo,t.];E,) and is
bounded on (—oo, t.].

In order to state the results concerning the existence of invariant Borel probability measure, we will
use the definition of generalized Banach limit and its property.

Definition 4.1. ( [6, 13]) A generalized Banach limit is any linear functional, denoted by LIM,_,, «,
defined on the space of all bounded real-valued functions on [0, +o0) and satisfying

(1) LIM,_,,{(?) > O for nonnegative functions {(-) on [0, +0);
(2) LIM,_,,ool() = lim ((¢) if the usual limit lim [(¢) exists.
t—+00 [—>+00

Let B, be the collection of all bounded real-valued functions on [0, +c0). For any generalized
Banach limit LIM,_,, ., the following useful property

ILIM; 4o ()] < limsup [£(#)], ¥ £(-) € B, (4.16)

—+00
is presented in [6, (1.38)] and in [5, (2.3)].

Remark 4.1. Since we consider the “pullback” asymptotic behavior, we will thus use the generalized
Banach limits as s — —oo. For a given real-valued function { defined on (—c0,0] and a given
generalized Banach limit LIM,_, ., we define

LIM,_,_ol() = LIM, 100l (—0). (4.17)
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We next refine the result of [13, Theorem 3.1] to construct a family of invariant Borel probability
measures for the process {S (¢, s)},», on E,, via the generalized Banach limit and the pullback attractor
A(r) obtained in Theorem 3.1.

Theorem 4.1. Let h, v, a, u be positive constants satisfying (2.15) and assumptions (H1) and (H2)
hold. Also let v(-) : R = E, be a continuous map such that v(-) € D,. Then for a given generalized
Banach limit LIM,_,,« there exists a unique family of Borel probability measures {M},cr on E, such
that the support of the measure m, is contained in A(t) and

LIMS_,_OO% f (S (¢, 0)v(0))do

= f Y(z)dm,(z) = f Y(z)dm,(z) (4.18)
A1) Ey
1 !
-LIM, o — f f W(S (1, 6)2)dmy(2)d6, (4.19)
- s JE,
forany ¥ € C(E,). Moreover, my is invariant in the sense that
Y(z)dm(z) = f Y(S (1, )z)dmy(z), t > s. (4.20)
At) A(s)

Proof. The proof is similar to that of [28, Theorem 4.1]. For the convenience of the reader, we present
the main steps of the proof.

Fix W(-) € C(E,) and a continuous map v(-) : R — E, such that v(-) € D,. For given t € R,
we claim that, for every compact interval [#y,#] C R, the function s — Y(S (¢, s)v(s)) is bounded on
[#o, ] with each #, < t. In fact, on the one hand, from (1.5) we see that the impulsive points {#;}icz
belonging to the interval [#, t] are only a finite number. We denote these impulsive points by # .1,

tig2> ** s tioen fOr some N € Z,. Then by Lemma 4.4, the function s — (S (¢, s)v(s)) is continuous
on [y, t]\{txy+15 tig+15 -+ » ty+n ), @and is left continuous on (%, ] and has right-hand limit at the points #,,
Tio+1> ***» toen- Therefore, W(S (z, s)v(s)) is bounded on the compact interval [#y, #]. On the other hand,

from Lemma 3.1 we see (S (¢, s)v(s)) is also bounded on the interval (—co, fy + 1] for £, sufficiently
large and negative, since v(-) € D, and {S (¢, s)},»; has pullback D, -attracting property. Hence, we
have proved that the function W(S (¢, s)v(s)) is bounded on (—oo, ] and the function

s —s % f P(S (1, 0)v(0))do

is bounded on the interval (—oo, f]. In view of this fact, we define

L(Y) = LIMS_,_‘X,% f (S (1, 0)v(6))do.

The rest of the proof follows closely the that of [13, Theorem 3.1] and we omit the details here. O

We now investigate the statistical solution for Eq (2.9). First we introduce the class 7 of test
functions associated to the statistical solution. Write Eq (2.9) as
dz

. =GN =F@0.0-0z 1%, keZ. 4.21)
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Then G(z,1) : E, X R — E,. We expect that the test function @ € 7 satisfies

%d)(z(t)) =(D'(2),G(z,1), t+t, keZ, (4.22)

for every solution z(7) of Eqgs (2.9)—(2.11).

Definition 4.2. (cf. [27, Definition 4.2] We define the class T of test functions to be the set of real-
valued functionals ® = ®(-) on E,, that are bounded on bounded subset of E, and satisfy

(a) for any z € E,, the Fréchet derivative ®'(z) exists: for each z € E, there exists an element ®'(z)

such that
|D(z + w) — D(z) — (D'(2), w)]

[Iwll

— 0 as |wll—0, weE,;

(b) ®'(z) € E, for all z € E,, and the mapping z — ®'(2) is continuous and bounded as a function
fromE, to E,;
(c) for every global solution z(t) of Eq (4.21), (4.22) holds true.

For example, we can consider the cylindrical test functions (cf. [6, page 178]) defined on E,,. Let
¢ € E, and o be a continuously differentiable real-valved function on R with compact support. For
each z € E,, define ®(z) via

D(z) = 0((¢, 2)).

Then the function @(-) is obviously continuous from E, to R and, is Fréchet differentiable on E,, with
Fréchet derivative @’(-) at z € E, given by

D'(z) = 0'(($,w)¢ € E,. (4.23)

The cylindrical test functions of the above form satisfy Definition 4.2.
We now state the definition of statistical solution for Eq (4.21) and prove the existence.

Definition 4.3. We say that a family of Borel probability measures {p};cr on E, is a statistical solution
of Eq (4.21) if the following conditions are satisfied:
(a) for every ¥ € C(E,), the function t — f Y(z)dp,(z) € PC(R; R);
(b) for almost t € R, the function z — (w, g(z, 1)) is p,-integrable for every w € E,. Moreover, the
map t — f (w, G(z,1))dp,(z) belongs to L] (R) for every w € E,;
(c) for any testEj/;unction O € T, there holds that

f D(z)dpy(z) — f D(z)dp,(z) = f f (D'(2), G(z, 0))dpy(2)de,
E, E, s JE,

fort,s € (ty, i) witht > s and k € Z.

Theorem 4.2. Let h, y, @, u be positive constants satisfying (2.15) and assumptions (H1) and (H2)
hold. Then the family of Borel probability measures {m,},cr obtained in Theorem 4.1 is a statistical
solution of Eq (4.21).
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Proof. We prove that the family of Borel probability measures {m,};cr obtained in Theorem 4.1 satisfies
items (a)—(c) of Definition 4.3.

Firstly, we prove item (a). Consider any k € Z and any given ¢, € (#, t;+1].

In case 1, € (, tx+1), we establish that for every ¥ € C(E,) there holds

lim f Y()dm,(z) = f Y(z)dm; (). 4.24)
=t JE, E

i

In fact, from (4.18) and (4.20) we can see that for ¢ > ¢,,
f Y(z2)dm,(z) - f Y(z)dm, (z) = f (P(S (¢, 1.)2) — ¥(2))dm, (2). (4.25)
E, E, At
Since S (t,t,)z — z strongly in E, as t — ¢}, ¥ € C(E,) and A(t,) is compact in E,, (4.25) implies
lim f Y(2)dm,(z) = f Y(z)dm,, (z).
I—>l‘: Ell E#
Similarly, for < t,,

f&ﬁWm@—f4@wma5f(wammrwwwmn 4.26)

E, E, Alt)

Since s(t.,1)z — z strongly in E, as t — 1, (see Lemma 4.3), and ¥ € C(E,), m,(A(r)) < 1 for every
t € R, (4.26) implies

iim [ ¥@dm @) = [ w(dm, . (4.27)

11—t EH EH
In case t. = 441, we use the same proof as (4.27) to obtain the left-continuity of f Y(z)dm,(z) at
EH

t = t.. To establish the existence of lim f Y(z)dm,(z), we consider ¢, < t' < "’ < t;4, and have
t—tt E,

f Y(z)dm(z) — f Y(z)dm,(2) = f (P(S ("7, 1)z) — ¥(2))dm, (2). (4.28)
E, E, At

Since ¥ € C(E,), my(A(t')) < 1, (4.28) and Lemma 4.2 imply the existence of lim f Y(z)dm,(z).
t—tF E,

Thus item (a) is proved.
Secondly, we establish item (b). For every ¢ € R we have proved that m; is carried by A(?) C E,.
Now, for every z, w € E,, we define

¥(z) = (w,G(z,). (4.29)

Then ¥(-) : E, — R. We next establish ¥(-) € C(E,) and thus W(-) satisfies (4.24). Let z, € E, be
fixed and consider z € E, with ||z, — z|| < 1. Then by (2.10), (2.41) and (4.21) we obtain

|\P(Z*) - \P(Z)| = |(W’ G(Z*’ ) - G(Z’ ))l
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S |w, F(z., 1) = F(z, )l + [(w, Oz, = O2)] < cilwllllze — zllg,, (4.30)

where c; is same as in Eq (2.41). (4.30) implies that the real-valued function W(-) defined by (4.29)
is continuous on E,. From (4.18) and (4.29) we conclude that the function z — (w,G(z,-)) = W¥(2) is
m;-integrable for every w € E,,. At the same time, we have proved in the previous item that the function

te f (w, G(z,1))dmy(z) = f ¥(z)dmi(z)
EH

Ey

is piecewise continuous on R and its discontinuities {f;};cz are of the first-kind. Hence it belongs to
L! (R)foreveryw € E,,.

loc

Thirdly, we prove item (c). For any @ € 7, we deduce from (4.22) that

%Cb(z(t)) =(D'(2),G(z,1), t+ 1, k €Z.

Hence, for all ¢, s € (;, ;1) with > s and k € Z, there holds

DO(z(1)) — D(z(s)) = f (D' (z(6)), G(z(6), 6))d6. (4.31)

N

Now for any { < s, let z, € E, and z(0) = S (0, {)z. for 6 € [s, t]. We use (4.31) to derive

OIS, Dz.) — O(S(5,z) = f (D'(S (6, 0)z.), G(S (6, )z, 6))d6. (4.32)

By (4.18), (4.19) and (4.32), we obtain after some calculations that

f D(z)dm,(z) — f D(z)dmy(z)

E, E,

:LIMM_,_OOS;M f | f f (@'(S(6,)2.), G(S (0, )z, 0)dm (u)AOAL, 1 < 5 < 1<ty
- M JIs E,

where we have used Fubini’s Theorem to change the order of integration. Now, by (4.20) and the
invariance property of the process S (6, ) = S (6, 5)S (s, (), we have

f (D'(S (0, 9)z.), G(S (6, {)z., 0))dmy(z.) = f (Q'(S (8, $)z.), G(S (6, )z, ))dmy(z.),  (4.33)
E, E,

u u

where the right-hand side of (4.33) is independent of . Therefore,

f O(z)dmy(z) — f O(z)dm,(z) = f f (@'(S (0, 5)z.), G(S (6, $)z.., 6))dm,(z..)dO
Ar) A1) K E,

1
= f f (P'(2), G, O)AMy(2)AS, 1 < s <1< iy (4.34)
s E,
The proof of Theorem 4.2 is complete. O

AIMS Mathematics Volume 7, Issue 5, 9089-9116.



9114

5. Conclusions

In this article, we first prove that the problem of the discrete Zakharov equations with impulsive
effect is global well-posed. Then we establish that the process formed by the solution operators
possesses a pullback attractor and that there is a family of invariant Borel probability measures
contained in the pullback attractor. Further, we verify that this family of measures satisfies the Liouville
type theorem piecewise and is a statistical solution of the impulsive discrete Zakharov equations. Our
results reveal that the Liouville type equation for impulsive system will not always hold true on the
interval containing any impulsive point.
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