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Abstract: In this paper, we study the existence, uniqueness, and stability of the solution of the
fractional differential system with the generalized fractional derivative. First, the solution of the
generalized fractional differential system is obtained by the transformation method. Based on the
fixed point theorems, we establish the existing and unique theories of the solution. Furthermore, the
sufficient criteria of local stabilities of one-dimensional, two-dimensional, and n-dimensional linear
generalized fractional differential systems are dealt with. In addition, the linearization and stability
theorems of the nonlinear generalized fractional differential systems are discussed. Finally, we take
the generalized fractional Chen system as an example to illustrate the correctness of the theoretical
analysis.
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1. Introduction

It has been proved that the fractional calculus is the appropriate tool for characterizing some realistic
problems in physics and engineering, such as viscoelastic, anomalous diffusion, and control [1-6]. In
particular, Erdélyi-Kober fractional integral frequently appears in the description of diffusive processes
governed by the generalized grey Brownian motion [7]. The Erdélyi-Kober fractional integral with
order a (a > 0) is defined as [8, 9]

t—O'(a+n)

' o _ oya-1_o o
@ L(t )" 17 f(r)dr

=|r D of (7)]| r>a20,0>07¢eR,

t—1%

ExD,S o0 f(D) =
(1.1)
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where f(?) is an adequately smooth function. Obviously, the Erdélyi-Kober fractional integral operator
exD,. ., 18 an extension of the Riemann-Liouville fractional integral operator g, D,-. Moreover, the
operator gD, . ,- can be degenerated to Kober-Erdélyi operator gxD, . 1.,y Wheno =1 and Erdélyi-
Kober operator gxD, . , - if o = 2 [10-13]. Correspondingly, the Erdélyi-Kober fractional derivative

of order o (n — 1 < @ < n € Z") is resoundingly constructed as [8,9, 14-16]

d n
— 4 (n+ ) (n—a)
KDZ,;; g"nf(t) =1 O-TI(O_IO__] &) 7 Da t; O'(r+nf(t)

=Dl 71 ()]

The Erdélyi-Kober fractional derivative and its fractional differential equation are widely used in Lie
symmetry analysis of the time fractional generalized fifth-order KdV equation and the space-time
fractional variant Boussinesq system [17,18], which is of great theoretical significance for studying the
fractional nonlinear evolution equations. Therefore, it is necessary to consider the fractional differential
equations with Erdélyi-Kober fractional derivative.

For convenience in application, Kiryakova [8] modified the Erdélyi-Kober fractional integral and
derivative, and which are known as the generalized fractional integral and derivative. Their expressions
are as follows

(1.2)

,t>a>0,0>0,neR.

t— 17

EK D, o S () = meKDa i oy S (@)
= F(cy) f (" =) f(r) dr” (1.3)

= [t"’RLD;g,t”f (ti)] ' La>0,

t— 17

and

EK@ZJ; U,nf(t) =17 KDa t; o n- « S0

-0 1 d ! (r (n—a)
=1 U(O-ta'—l d_t) )7 Dat (qu(t) (14)
= [t‘"RLDgﬁ,tt”f(ﬁ)] e n—-l<a<neZ,

in whichz > a > 0, 0 > 0 and n € R. At present, there have been some studies on the integral and
differential equations involving the generalized fractional integral and derivative. In [19], the authors
obtained the explicit solutions to the generalized fractional integral and differential equations below

(1) = Agk D%, o (D) = f(), @ >0, 1> 0,0 >0, R, (1.5)

and
EXDG 1 g qsgX() = AX() = f(t), n—1 <a<ne Z°,t>0,0>0,n€eR, (1.6)

by using the transformation method. With the help of a generalized weakly singular integral inequality,
Ma and Pecari¢ [20] investigated the explicit bound of the solution to the following integral equation
with the generalized fractional integral

xP(t) =

—-on !
(17 — )\ x4(1)d77, t >
['(a) fo
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On this basis, in [21], the authors used a directly computational method and Schauder fixed point
theorem to present the existing and unique results of the solution to the following nonlinear integral
equation

by (1)
I'la)

x(1) = by(t) + f (" =) f(r, x)dt, te J =0, T], T >0,
0

where @, o and 7 are positive parameters, b;(f) (i = 1, 2) : J — Rand f(#, x) : J X R = R. And, the
local stability of the solution was discussed.

The existence and uniqueness of the solution play an essential role in the study of fractional
differential equation [22-25]. Using Schauder and Tychonov fixed point theorems, Hadid [26]
obtained the local and global existing results of the solution of the differential equation involving
Riemann-Liouville fractional derivative. Li and Sarwar [27] presented the local, global existence, and
continuation theorems for Caputo-type fractional differential equations. Furthermore, some works
about the existing and unique studies of differential equations involving other fractional derivatives,
such as y-Caputo fractional derivative, Caputo-Hadamard fractional derivative, and multi-order
Erdélyi-Kober fractional derivative, have been found in [28-30]. On the basis of these studies, we
give the existence and uniqueness analyses of the generalized fractional differential equation.

Stability analysis is one of the main interests for the research of dynamic systems. There are
inevitably inestimable small disturbances in the process of establishing the fractional differential
model, which can essentially change the stability of the solution of the fractional differential equation.
Therefore, the discussion of stability has important theoretical significance and application
value [31-33]. In [34], the author analyzed the stability of the linear fractional differential equations
with the Caputo derivative. By using the Laplace transform, Deng et al. studied the stability of
n-dimensional linear fractional differential equation with time delays [35]. Qian et al. established
stability theorems of the zero solutions for the linear, perturbed, and time-delayed systems containing
the Riemann-Liouville fractional derivative [36]. In order to determine the stability of hyperbolic
equilibrium of the nonlinear system, the linearization theory was proposed in [37]. Recently, Li and
Li [38,39] took into account the stability and decay rate of linear and nonlinear fractional differential
systems based on four different fractional derivatives. Besides, effective integral transformations were
also provided. In the paper, we discuss the stability of the zero solutions to the linear and nonlinear
generalized fractional differential systems.

The structure of the paper is as follows. In Section 2, we recall some basic definitions and
properties. In Section 3, the existence and uniqueness of the solution to the generalized fractional
differential equation with initial value are considered. In Section 4, we analyze the stability of the
linear and nonlinear generalized fractional differential equations. In Section 5, an example explaining
the theoretical result is given. The conclusion is showed in Section 6.

2. Preliminaries

In this section, we introduce some basic definitions and results which are needed throughout this
paper.
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Lemma 1. [2, 3] Suppose that x(tv) and f ( ) are continuous. The initial value problem with
Riemann-Liouville derivative

rDGo X () f( )n—l<a/<n€ZJr t>a”>0,0>0,

2.1
(L ()
[RLDaaytx(tfr)] .= =Xy, j=12,....n,
is equivalent to the following Volterra integral equation
n ~()
0= ) ety s s [0 () o 22)
o a+t1-)) I'(a) '
Lemma 2. Let f(t) € Cla, o0). Then
EkDg 1. 5. qEK DY o SO = f(0), 1> a 20, (2.3)

wheren—1<a<neZ*, oc>0andneR.

Lemma 3. [4] Let0 <a <2, €C, and u € R such that T < u < min{r, wa}. Then, for any integer
p > 1, the following asymptotic expansions hold, if | arg(z)| < u, then

Eqp(2) = é o exp(z7) — ;”l l“(;fkak) +O(lzl™'), |z = oo (2.4)
and if u < |arg(z)| < 7, then
P -
Eqp(2) = - ; TG —ap T O™ el = . (2.5)

where E, 5(z) is the Mittag-Leffler function.

Definition 1. The point x., € R" is known as an equilibrium of the generalized fractional differential
system
EKDy g X(1) = f(t,X), 0 <a < 1,0>0,7€R, x(r) R, (2.6)

if f(t,x.q) =0 forallt>a>0.

Definition 2. The zero solution to system (2 6) with order a (0 < a < 1) is said to be:

(1) Stable, if for any initial value [I‘T”EKDH 5o x(t)] |t:a = X, there exist € > 0 and a such that ||x(?)|| < &
forallt>a>a>0;

(ii) Asymptotically stable, if t1_1)1+130 Ix(OIl = 0

For the autonomous nonlinear generalized fractional differential system

kD, X)) = f(X),0<a<1,1>a>0,0>0,7€R, x(t) €R" 2.7)

with the initial value [t(’”EKDa 5 o x(t)] |t:a = x,. we can define its zero solution, i.e. equilibrium.

Definition 3. The origin is an equilibrium of system (2.7) iff f(0) =0 forall t > a > 0.
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Definition 4. Assume that the origin is an equilibrium of system (2.7), and all the eigenvalues A(f’(0))
of the linearized matrix f’(0) satisfy |A(f(0))| # 0 and |arg(A(f"(0))| # =, then the origin is a
hyperbolic equilibrium of system (2.7).

Let V, W C R". If f(x) and g(y) are continuous vector fields defined on V and W, respectively,
and they generate flows ¢, : V — V and ¢,, : W — W. Then the definition of topological
equivalence can be given as follows.

Definition 5. If there exists a homeomorphism h : V — W such that h o ¢, s (x) = ¢, 4 0 h(x) for
x € 0(x,) C V,Vx, €V, then f(x) and g(y) are locally topologically equivalent.

3. Existence and uniqueness theorems

In this section, we give the solution of the generalized fractional differential equation by using the
transformation method proposed in [19]. Further, the local existence and uniqueness of solutions to
generalized fractional differential equations are carried out.

Motivated by [19], suppose that the linear transmutation operator 7 = ¢7(n € R). Then the
following transformation relations hold

(DT rDyr o = ex Vs 1., T (3.1
Q! kDo 1.0 = EK D 1o Q' (3.2)

where the operator Q! : £(f) — f(t7), o > 0.
In order to get the solution to the generalized fractional differential equation, we introduce a lemma.

Lemma 4. In Cla’, o) (a” > 0), the following relation between two fractional derivative operators
rRtDgo and EKDZ‘T,t;l,n' holds
n ~(/)
1

(T D) #(17) = (kD 1, T) 5 (7) = F(f“j S—a) T j= 12 (33)
=1

forn—-1l<a<neZ,t>a”>20,0>0andn R

Proof. Using Lemma 2 and Eq (3.1), one can get that

Sl-

« - a ~
(EKDa‘T, t1,n T RLDa‘T, t RLDa’T, t) X (t )
— (07 - 0% ~
- (EKDa",t; 1,n EKDa"’,t; L,y T RLDa"', t) X (t

= (T D ) %(1).

S

)

From [2], it’s true that

n )~C(j)

a” (t _ a(r)a/—j.

N e A N
(RLDa(r,,RLDarr,z)x(’f ) x(t ) < IFa+1-))
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Hence,
(Taz.) 1(7)
n ()
= (662010 7) £(%) = 20 = (e T) - 0™
n ()
( KDa(r £l T) )?(ttlr) - ; #l n LDa(r t(t_ a” a—j
n ()
( KDa(r i1, ,]T) )?(ttlr) - Z F(f— 5 1t —a”)7.
This completes the proof. g

With the help of Lemmas 1 and 4, the following theorem can be given.

Theorem 1. Suppose that x(t) and f (t, x) are continuous, then the initial value problem with the
generalized fractional derivative

{EKDgt.(,nx(t)zf(t,x) n—-l<a<neZ', t>a>0,0>0,n€eR,
(3.4)

[to—nEKDa t; a'nx(t)] |t (j) j_ 1 2

is equivalent to the nonlinear Volterra integral equation

- szj) —0n (0 o\a—] t—0'77 ' o oNa—1__oi o
X(t):jz:;r(——ﬁl)t ) rm)fa(t —)T ot (3S)

Proof. First, consider the solution of the following system
a af L Y LN + o
EKDac,,.lnx(tv):f(trr x) n—-l<a<neZ,t>a”>20,0>0,n€eR,

[Peri, (]|, = 40 =12

a(?"

(3.6)

t=a”
Applying the operator 7' on both sides of g Dy, , X (ﬁ) =f (ti, fc), we have

n ~(J)

4 T =)

EKD;”%W)%(t%) = Tf(ti, i)+ £t — a”)~,

where x( ) Tx (trr) It’s clear that

N (O A o
f(ta,x):T1{f(t<r,x)—jZ:nl—_j)t”(t—a)J}
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n ~(j)

Because t > a, the function Z

i (- a”)7/ is equal to zero, then

f(ri, Sc) = t”f(ti, )?)
From X (ﬁ) =Tx (ﬁ) and Eq (2.2), the solution of system (3.6) is derived as
Af.L - )Acfzjff) - a— a—
)= Dt g () g

Introducing the operator Q~!, we can get the explicit solution of system (3.4) via using Eq (3.2)

(J) N

x(f) = ZH—]_'_I) Tl aa)a—j e )f(t 77y 1 7 f (1, x)d17.

On the other hand, use Eq (3.5) to derive Eq (3.4). Since f(¢, x) is continuous, then x(f) is a
differentiable function with regard to ¢. Utilizing the operator gD - to both sides of Eq (3.5), one

a.ton
gets
(J)
D, z o Z Tazj+D) (7 — ao-)a_ﬂ
(J) |
B Z Do —j+ l)EKDa nogt (7 —a”)"!
(]) 0o
_ Z M- aor@— 7+ (m}r—l %) [ ey - ayia
= (),
and
: 1 x(k)
i £k D o £ Mt‘”(ﬂf - a‘f)“—k]
U (k)
- }1—{2 £ ﬁ EKDa+ . (" — a”)* 7k
S
:}Ln;kzl m( —a%)™*
=i 5 - T _ gy 4 O
= lim - m(’ —a%) ™ 4 X
m S o ey
+’l—>n;k;1r‘(j—k+1)( a’)
(1) ji=1,2,.
Combining the above discussion and Lemma 2, the proof of this theorem is completed. O
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Remark 1. The initial condition of the initial value problem with the generalized fractional derivative
is not unique. Since lim,_,, 17" EKDZ;{U’,] x(t) = lim,, T(1 = j+ @) t77(t" — a”)x() (j = 1,2, ...,n).
Then the initial conditions [I‘T”EKDZ;?W] x(t)] |t:a = xflj) and [F(l —j+a)tt - a")j‘“x(t)] = xy)
can transform each other.

t=a

Before considering the existence and uniqueness, we first make the following hypothesis.
Hypothesis [H]: If f(z, x) : [a, o0) X Q — R is a continuous function, then f(z, x) is continuous
bounded map defined on [a, a + h*] X Qy, where € is a bounded subset of 2 ¢ R. For convenience,

n 6) .
let X, () = 2. tu "t —a”), j=1,2,...,n.
j=1

Ta—j+1)

Here, we only consider the case of 7 > 0, other cases can be obtained similarly.

Theorem 2. Postulate that the hypothesis [H] holds. Then there exits at least one solution x(t) € Q to
Eq (3.4). The constant h can be determined as follows

h*, if M* =0,
h:= ) 1 (3.7)
min (", (C(1 + @)K/ M") —a}, if M" #0,
in which the positive constants M* and K satisfy M* = sup |f (¢, x)| and ||x — Xullcia,avnr) < K,

tela, a+h*)
respectively.

Proof. It M* = 0, evidently x(t) = X,(¢) is the solution of Eq (3.4). Hence there is a solution in this
case.
For M* # 0, we first define a set U as

U:={xe Cla,a+h]:|Ix - Xallcia.aen < K. (3.8)

It is clear that U is a nonempty, bounded, closed, and convex subset. From Theorem 1, on the set U,
the operator B can be expressed as

o

(Bx)(1) = Xo(1) + @)

f " =717 f (1, x) 77 (3.9)

In the following, we prove that B has a fixed point on U, the proof is divided into three steps.
Step 1: BU Cc U.
For every x € Cla, a + h], one has

*

x M
f (x7 — 1) de < F(T(a + h)7e,

@)

M*

[(Bx)(1) = Xo(0)] < @)

which implies that

*

M
I(Bx)(®) = Xallcpa, avn < m(a +h)7" < K.

Therefore, we have Bx € U forevery x € U.
Step 2: B is continuous.

AIMS Mathematics Volume 7, Issue 5, 8654-8684.
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Since f (¢, x) is continuous, it is uniformly continuous on compact set [a, a + K] X U. For any
& > 0, there exists 0y (69 > 0), if ||x,, — Xllca, a+n] < 00 With m — oo such that the following result holds,

If (&, xm) = £ Ollega,am < e

Further, we can get that

|(Bx,)(1) — (Bx)(1)]

" |T@)
o
0'_ 0'(1 1 0’ _
mJ( Y f (2, x) = f (7, %) de
ho'(l’
< (If‘(+ " @ ) = £ Ol

<e,

which completes the proof of B € C(U).
Step 3: BU is equicontinuous.
Let x,, (m € N) be a sequence on U, it gives that

o
|(Bxn)(O] < [IXa(Ollcra,avm + == f (7 =171 7g (z, x)dr”

(@)
< M+XK.

So, BU is uniformly bounded.

L T+

- f(t” — ) f (1, xp) - f (1, x)] dT

(3.10)

(3.11)

(3.12)

Next, we complete the proof that BU is equicontinuous. If there are #; and #, such thata < a +1, <

a+t, < a+h,then

|(Bx)(a + 12) — (Bx)(a + 1,)|
< | Xa(a + 1) = Xola + 11)]
(a+1)™"

+ T f 2[(a + 1) — 171" 1 f (1, x,) AT

N Chai i ;(2);77 f | [(a+1t)" =771 77 f (1, x,) dr7

< |Xa(a + IZ) - Xa(a + tl)l

+ 1) [
+ latn)™ r(;)) f [(a+ 1) =771 t77f (7, x,) A7
a+ty

=X, (a+t)-X(a+t)|+ 1+ + L.

AIMS Mathematics

N (Cl + tz)—(rn _ (Cl + 1 )—0'77 faﬂl [(a + [2)0- _ To-](z—l Ta'r]f (T, -xn) dr”
F(Q’) a
[ ;(2))_077 f @t ) = = a1 =) | () de

(3.13)
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8663

First, consider /;. It is clear that

1< |@rn) 7 -t )™ f a0 = () de
F(a) a (314)
< Ma+ )™ |(a + 1) —(a+ tl)“”7| :

I'a+1)

As far as I,, three cases need to be considered, i.e., a <1, a = 1, @ > 1. For @ = 1, the value of I, is
zero. In the case of @ < 1, one has [(a + #;)” — 771! > [(a + 1,)” — t7]*"'. Thus

< F(a'-: 1) {[(a + IZ)(T - (Cl + t])o—]a/ + [(Cl + [1)0— — a(r]a/ — [(Cl + ZZ)(T _ ao]a} (315)
< [(a+ 1) —(a+1)]".

T(a+ 1)

If @ > 1, it is valid that [(a + )" — 771! > [(a + ;)" — 7°]*". Then

B[ f @+ ) =y = @+ ) = Y| ef (3, 0 de”
*T@ + p @+ )" =a)" =+ 1)7 ="~ [(a+ )" =@ +1)T") (3.16)
< [((a+ 1) —a”)" = ((a+1)” —a”)"].

[a+1)
Finally, we discuss 5. It can be got that
+ 1) ("
I < (Cl 2) f“ |[(a + tz)o- _ TO']a—l To‘r]f (T, X)| dr”
F(a) a+t] (3 17)

[(@+1)" —(a+1)7]".

<
S I(e+1)

Thus, in the case of @ < 1, it can be deduced as

[(Bx)(a + ;) — (Bx)(a + t;)|

M*(a + h)*” . Y
< |Xa(a+t2)—Xa(a+t1)|+W|(a+t2) T—(a+t)
2M*
t o _ t oo
+—F(a+1) [(a+1)" —(a+1)"]
onM*a=""(a + h)*”
<|Xula+ 1) —X(a+ 1)+ Iy —t
< | Xu(a + 1) (a+1) Ta+ D) (f — 11)
Ta+1) =
Since X,(¢) is continuous and suppose that |t, — #;| < dp, we have
(Bx)a + 1) — (Bx)a + )] < My + 220 o (3.18)
xa + I Xla + 1) = M09 Ta+1) 0> .

AIMS Mathematics Volume 7, Issue 5, 8654-8684.
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in which M, is a positive constant and independent of x, ¢, f,, and the right-hand side of inequality
(3.18) has no relevance to x. Hence, BU is equicontinuous. Similarly, in the case of @ > 1, the
conclusion still holds. In accordance with the Arzela-Ascoli theorem [29], BU is precompact.
Therefore, B is complete. From the Schauder Fixed Point theorem [29], it can come to the conclusion
that B has at least a fixed point. Then the fixed point is the required solution of Eq (3.4). Thereby, the
theorem is proved. O

Theorem 3. Suppose that the hypothesis [H] is satisfied. The function f : [a, c0)xXQ — R is continuous
and fulfills the Lipschitz condition with respect to the second variable, i.e.,

lf (#, x2) = f(#, x)I < Lixa — xil, (3.19)

where the constant L > 0 is uncorrelated with t, x;, and x,. Then, there exists a unique solution
x(t) € Cla, a + h] for the initial value problem with the generalized fractional derivative Eq (3.4).

Proof. Inspired by [23], we first complete the proof that B has a unique fixed point. For x;, x, € U,

one has

I'(ma + 1)

where m € N, a+t € [a, a+ h]. This can be seen by induction. When m = 0, the result is true. Assume
that Eq (3.20) holds for m — 1. Then, it can be arrived at

||Bm(x2) - Bm(xl)”C[a a+t]
= IBIB™ " (x2)] = BIB™ " (x)llcta.as

- fW(w G' a/—lTov] |Bm_1x2(T) _ Bm_l.x1(T)| dTO'

Il B" (x2) = B"(x)llcia,a+r) < 12 = x1llcra, a+e1s (3.20)

su
= T(@) acoreioss

<L @iy f [(a+ 1" =77 D' sup |B" ' xy(w) — B" ' x(w)| dr”
F(Q) a ASWST
L"|x2 = x1llcta, a+n
INao)l'ma+1) J,
3 Lm[(a + t)()' _ au’]ma

A+t

[(Cl + t)a' _ Ta']a—l(Ta' _ aO')moz dr°

[lxcy — x4 ||C[a,a+t]-

I'(ma+1)
Since . .
©0 L H[(Cl + h)o' _ ao’]( +1a
=E,(L[(a+h)? —a’]"),
;{ T((k + Da + 1) (Lia+ &) ~a"])
in accordance with the Banach Fixed Point Theorem [29], the proof is accomplished. O

Remark 2. Theorems 1-3 only deal with the one-dimensional generalized fractional differential
equation, one could extend such results to the n-dimensional case (n > 1), which can be verified
similarly.

4. Stability analysis

By applying Lyapunov’s stability criterion and linearization theory, the present section provides the
stability analysis of the generalized fractional differential systems.

AIMS Mathematics Volume 7, Issue 5, 8654-8684.
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4.1. The linear fractional differential system
4.1.1. One-dimensional case

Consider the one-dimensional generalized fractional differential system as follows

{EKDZZ.O_UX(I):/DC([), O<a<l,t>a>20,1€eR,0>0,n7€eR,
4.1

-1
[l(mEKDZ, Loy x(t)]

= X,4.
t=a a

In order to obtain its solution, we give the lemma below.

Lemma 5. [4] The initial value problem of the one-dimensional fractional differential system with
Riemann-Liouville derivative

D% %(17) = A%(r7), O<a<1,1>a” 20, A€R,

4.2)
a-1 ~ % _ =~
Dt s ()] =%
is equivalent to
%(17) = Zr (1 = @) Eqp (At — a7)") . (4.3)
Theorem 4. The solution of system (4.1) is
x(1) = x, 777 = A7) Eq o (A7 = a”)"). (4.4)
Proof. Introduce operator 7' in Lemma 5. The following system can be derived
1 1
EKZ)ZU,I;]’U;C(;;) - /m(ﬁ), O<a<l,t>a">0,0>0,neR,
4.5)
a-1 af, L N
[ITIEKDa",t; Ly x(t<r)] g
From Theorem 1, the solution of system (4.5) is expressed as
X(t) = X 7t = a%) " Eq 0 (At = a”)%). (4.6)

With the help of Eq (3.2), we obtain the solution of system (4.1). Therefore, the proof is completed. O

Theorem 5. Suppose that0 < a < 1,t > a > 0 and o > 0. The following statements hold:

(1) Let A < 0. Under the condition of n > —a — 1, the zero solution of system (4.1) is asymptotically
stable, and the decay rate is O (t“f”(t‘f —q”)! ) Under the condition of n = —a — 1, the zero solution
of system (4.1) is stable but not asymptotically stable. In residual conditions, the zero solution of system
(4.1) is unstable.

(2) Let A = 0. Under the condition of n > a — 1, the zero solution of system (4.1) is asymptotically
stable, and the decay rate is O (t“T"(t‘T — a“)“‘l). Under the condition of n = a — 1, the zero solution of
system (4.1) is stable but not asymptotically stable. In residual conditions, the zero solution of system
(4.1) is unstable.

(3) If 1 > 0, then the zero solution of system (4.1) is unstable.
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Proof. (1) If 1 <0, one has

o Ny _ . 1 o oNa1— o o\ -1-p
Eoo (At = a%) )_—;mu(r —ay T+ 0((ae = an) )
_ _/lzl“z—a/) " a2 + 0 ((a(f’ - a")“)_3).

It is clear that

xX(t) = —ﬂzr)z“_ 5 - a4 0,0 (A —ay ).
Hence,
0, n>-a-1,
. X,
Aim |x(@)] = Pl—a)y 17797 1,
00, n<-a-1,

according to Definition 2, the expected results are obtained.
(2) When A = 0, there holds

0, n>a-1,
X Xa
: — T a_ —ono _ o\a—1 — , :Cl—l,
Jm (@Ol = Iim =5 =) @)
00, n<a-1.

Thus, when > @ — 1, the zero solution of system (4.1) is asymptotically stable, and the decay rate is
0 (t“’"(t" - a")"‘l). When = a — 1, the zero solution is stable but not asymptotically stable. When
n < a — 1, the zero solution is unstable.

(3) For A > 0, we can show that

1 1-a 1
Ea.a (07 = a")") = —25 (7 = a)'™ exp [ 457 = a)]
(01

o e —ant

o oyay—1-
24 T@—-ah +O((A@” = a”)") ™)

1 —
= -7 (" —a”) " exp| e (1 - a”)
04

(l_rr _ aa')—er + O((/l(ldr _ arr)a)—iv‘).

2T (—a)

Then,

X, t—o-r](lO' _ a(r)(l_lEa, N (/l(t(r _ a(r)a) = o0

’

lim [x(¢)| = lim
t—+00 t—+00

which yields that the zero solution of system (4.1) is unstable.
Thus, the proof is completed. O
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4.1.2. Two-dimensional case

Consider the following two-dimensional generalized fractional differential system

a,t,o,n

kD x(t) =Ax(f), 0<a<1,t>a>0,AcR> o>0,n€eR,
o a-1 (47)
[t 'IEKEQ’,;U’nx(I)] |[:a = X,

where x(7) = (x1(¢), (1)) and x, = (Xa1, X2) .

Case 1: If the matrix A is diagonalizable, then there exists an invertible matrix 7 satisfying

T7'AT = (/11 1 ), in which A;(i = 1, 2) are the eigenvalues of matrix A. Because nonsingular
2

transformation does not change stability, then we can directly write A = (/11 1 ) Following
2

Theorem 4, we get the solution of system (4.7)

(4.8)

xX1(1) = X 77 = a7 Eg o (L7 = a”)),
X(0) = X 7717 = ") Eg o (217 = a”)).

Next, we give the stability theorems of the zero solution to system (4.7).

Theorem 6. LetO<a<1,t>a>0, 0 >0and A;, 1, € R. Then

(DIfA; <0(j =1, 2), then, in the case of 1 > —a—1, the zero solution of system (4.7) is asymptotically
stable, and the decay rate is O (t‘””(t” - a‘r)_“‘l). In the case of n = —a — 1, the zero solution is stable
but not asymptotically stable. Otherwise, the zero solution is unstable.

(2) If at least one of A;(j = 1, 2) is equal to 0, and the rest is less than 0, then, in the case of 1 > a — 1,
the zero solution of system (4.7) is asymptotically stable, and the decay rate is O (t“’”(tf’ - a‘r)“‘l). In
the case of n = a — 1, the zero solution is stable but not asymptotically stable. Otherwise, the zero
solution is unstable.

(3) If at least one of A;(j = 1, 2) is greater than O, then the zero solution of system (4.7) is unstable.

Theorem 7. LetO<a<1,t>a>0,0>0and A, = A, € C. Then one gets

(1) If larg 41| > ZF, then, under the circumstance of n > —a — 1, the zero solution is asymptotically
stable, and the decay rate is O (t“f”(t” - a(’)‘“‘l). Under the circumstance of n = —a — 1, the zero
solution is stable but not asymptotically stable. In other circumstances, the zero solution is unstable.
(2) If |arg 41| = %, then, under the circumstance of n > 0, the zero solution is asymptotically stable,
and the decay rate is O (t™°"). Under the circumstance of n = 0, the zero solution is stable but not
asymptotically stable. In other circumstances, the zero solution is unstable.

(3) If |arg 41| < ZF, then the zero solution is unstable.

Proof. (1) For |arg 4;| > 7, the proof of the result can be given in the same way as the result (1) of
Theorem 5.
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(2) When |arg 4| = %, assume that 4; = rexp (+z—) (r > 0). One has
(t7 = a”)* " Eq,q (A7 = a”)")
| [l -« 1
=1 exp|*i| ——n+ re(t” —a%)

(0

i r—k(ta' _ ao—)a(l—k)—l o +'ak7r
— _l_
T(a—ak o

+0 (r_l_p(z“r - a‘r)_l_“”) .

Consequently,

X1 t—(rr](t(r _ aa')a—lEa,a (/l(lﬂ' _ a(r)a)

lim |x(¢)] = lim
t—+00 t—+00

0, n >0,
1 -

= _rlTxab 77 = 07
07

00, n <0,

which shows that, for > 0, the zero solution is asymptotically stable, and the decay rate is O (¢~77).
For n = 0, the zero solution is stable but not asymptotically stable. While the zero solution is not stable
forn < 0.

(3) For |arg 4;| < ZF, let 4; = rexp(if) (r > 0, 0] < £). One has

i(l — YL — ) sin(g))l

exp(—ikf) + O (r~'7(t" — a”)'=).

(ta- - ao-)a_lEa,a (/ll(to- - aa')a)

1 1-a 1 )
= —r« exp [rn (t” —a”)cos (—) exp
a a

p k(t(r _aa')a(l k-1

-

Then,
Xt 777 = a7) T Eq o (A7 — a”)")| = 00

lim |x(¢)| = lim
f—+00 t—+o0
in accordance with Definition 2, the zero solution is unstable.

Consequently, this theorem 1is finished. O

A

e . . 1
Case 2: Suppose the matrix A is similar to a Jordan canonical form, i.e. T-!AT = /1), where A

and T are a real number and an invertible matrix, respectively. Without affecting the stability, we can

also consider A = (/1 /11) Correspondingly, the solution of the system (4.7) has the following form

X,
xl(t) = X, t—(rn(t(r _ aO')rx—le,a (/l(t(r _ ao')a) + f t—(rn(t(r _ aa')Za—l

X [Eq.20-1 A" = a”)®) = (@ = 1)Eq 20 (A" = a”))], (4.9)
X2(1) = X 7717 = a7) T Eq o (Ato — a”)").
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Theorem 8. LetO<a<1,t>a>0,0>0and 1 €R. Then

(1) If A < 0O, then, when n > —a — 1, the zero solution is asymptotically stable, and the decay rate is
0 (t“m(t(r - a‘f)‘“‘l). When n = —a — 1, the zero solution is stable but not asymptotically stable. When
n < —a — 1, the zero solution is unstable.

(2) If A = 0, then, when n > 2a — 1, the zero solution is asymptotically stable, and the decay rate is
(0] (t“”’(t‘r - a")z"‘l). When n = 2a — 1, the zero solution is stable but not asymptotically stable. When
n < —a — 1, the zero solution is unstable.

(3) If A > 0, then the zero solution is unstable.

Proof. (1) If A1 <0, it can be deduced that
1
p (17 = a7 [Eq,20-1 (407 = a7)") = (@ = 1)Eq 20 (407 — a”)")]

= m(ﬂr — aO')—Ot—l +0 (l/ll—4(to' _ acJ—)—Za—l) .

Combining the result (1) of Theorem 5, we have

0, n>-a-1,
lim ()] = 4 —2 4 2 a2 , n=-a-1,
oo 2I(-a)  PT(-a)

00, n<-a-1.

By Definition 2, a direct calculation can be seen that, as far as > —a — 1, the zero solution is

asymptotically stable, and the decay rate is O(I‘””(t“ - a”)‘“‘l). As far as n = —a — 1, the zero

solution is stable but not asymptotically stable. However, the zero solution is not stable forn < —a —1.
(2) When A = 0, the solution of system (4.7) can be rewritten as

Xal o oya—1 Xa2 rey 2a-1
)= — 7917 — + —— 171t —a”) ",
x1(7) @) (1" —a ) (7 —a”)
X2 _op, o oya—1
H=—=—1711" - ’
X(1) @) (7 —a”)

which means that, if > 2a — 1 meets, then the zero solution is asymptotically stable, and the decay
rate is O (x“”’(t" - a")z"‘l). If n = 2a — 1 meets, then the zero solution is stable but not asymptotically
stable. If n < 2a — 1 meets, the zero solution is not stable.
(3) For A > 0, from Eq (4.9) and the result (3) of Theorem 35, it yields that the solution is unstable.
The proof of the theorem is now fulfilled. O

4.1.3. n-dimensional case (n > 3)

In accordance with the stability analyses of one-dimensional and two-dimensional cases, we extend
the content to the n-dimensional case (n > 3). Here, we focus on the linear fractional differential

system with the generalized fractional derivative

a,to,n

ex DY x(H)=Ax(1), O<a<1,t>a>0,AeR™,0c>0,7€R,
” o (4.10)
I:t UEKDa’t;(r’n x(t)]

= X
t=a @

AIMS Mathematics Volume 7, Issue 5, 8654-8684.



8670

where )C(l) = (Xl(t)’ XZ(I)’ ) xn(t))T and Xa = (xala Xa2s " s -xzm)T~
Case 1: If the matrix A is diagonalizable, then we can find an invertible matrix P fulfilling P~'AP =
J, where
A
A
J = ) . 4.11)
Ay

Without affecting the stability, we consider the matrix A = J in order to simplify the calculation.
Theorem 4 implies that the solution of system (4.10) in the case is

xX1(1) = X 77 = a7 Eg o (L7 = a”)),

x0(1) = X2 7717 = a7 T Eq o (7 = a”)),
(4.12)

xn(t) = Xan t_(n](to- - ao-)a_lEa,a (/ln(to- - aO')a) .

Theorem 9. Let 0 < a < 1,t>a > 0and o > 0. Suppose that 1; € R, j = 1,2,...,n. Then there
hold

(M IfA4;, <0G = 1,2,...,n), then, under the condition of n. > —a — 1, the zero solution is
asymptotically stable, and the decay rate is O (t“T”(t‘T - a“)‘““). Under the condition of n = —a — 1,
the zero solution is stable but not asymptotically stable. In residual condition, the zero solution is
unstable.

(2) If at least one of A;(j = 1,2,...,n) is equal to 0, and the rest are less than 0, then, under the
condition of n > a — 1, the zero solution is asymptotically stable, and the decay rate is
O(t“”’(t"—a”)“‘l). Under the condition of n. > « — 1, the zero solution is stable but not
asymptotically stable. In residual condition, the zero solution is unstable.

(3) If at least one of A;(j = 1, 2,...,n) is greater than 0, then the zero solution is unstable.

When the eigenvalues /l;s are complex numbers, we assume that 4, € C,/ = 1,2, ..., 2k and
An €R, m=2k+1, ..., n, where k is from 1 to [%] atmostand A, = A,, ..., A1 = 22,(.
Theorem 10. LetO < a < 1,t>a > 0and o > 0. If/l] € C, An € Rand/h :712, covy Ao = /_7.2/(,
then
(D Iflargqyl > (A =1,2,...,2k)and A, <O0(m =2k + 1, ..., n), then, in the case of n > —a — 1,
the zero solution is asymptotically stable, and the decay rate is O (t“’”(t" - a(’)“"l). In the case of

n = —a — 1, the zero solution is stable but not asymptotically stable. Otherwise, the zero solution is
unstable.

(2) If at least one of larg 4| (I = 1, 2, ..., 2k) is equivalent to % and others are smaller than %, and
the rest eigenvalues satisfy A,, < 0(m =2k + 1, ..., n), then, in the case of n > 0, the zero solution is

asymptotically stable, and the decay rate is O (t™°"). In the case of n = 0, the zero solution is stable
but not asymptotically stable. Otherwise, the zero solution is unstable.

(3) If at least one of A,,(m = 2k + 1, ..., n) is equivalent to 0 and others are smaller than 0, and the
rest eigenvalues satisfy |arg 4| > ZF (I =1, 2, ..., 2k), then, in the case of 1 > a — 1, the zero solution

is asymptotically stable, and the decay rate is O (t‘o‘”(t‘f - a”)“‘l). In the case of n = a — 1, the zero
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solution is stable but not asymptotically stable. Otherwise, the zero solution is unstable.
4) If at least one of 4, < 0(m = 2k+1,...,n)or|argq| < T =1, 2, ..., 2k), then the zero
solution is unstable.

Case 2: Let the matrix A be similar to a Jordan canonical form, i.e., there exists an invertible matrix
T such that

T™'AT = J = diag(J, J», ..., J,), (4.13)

here J; (i = 1, 2, ..., v) have the following form

J, = LA eC =2, (4.14)

n;Xn;

and )}, n; = n.
The following theorem considers the stability of the n-dimensional linear system (4.10).

Theorem 11. LetO <a<1,t>a>0,0>0and 4, € C@i=1,2,...,v). Then

(1) If larg )| > ZF (i = 1,2, ..., V), then, under the circumstance of n > —a — 1, the zero solution
is asymptotically stable, and the decay rate is O(t“’”(t” - a")_“‘l). Under the circumstance of n =
—a — 1, the zero solution is stable but not asymptotically stable. In the remaining circumstance, the
zero solution is unstable.

(2) If at least one of |arg ;| (i = 1, 2, ..., v) is equivalent to =} and others are smaller than <, then,
under the circumstance of n > n; — 1, the zero solution is asymptotically stable, and the decay rate
is O(t“’”(t" - a”)”"‘l). Under the circumstance of n = n; — 1, the zero solution is stable but not
asymptotically stable. In the remaining circumstance, the zero solution is unstable.

(3) If there are some A; = 0, and all other eigenvalues have |arg ;| > ZF (i = 1,2, ..., j— 1, j+
1, ..., V), then, under the circumstance of n > n;ja — 1, the zero solution is asymptotically stable, and
the decay rate is O(t“T”(t‘T - a“)”f“‘l). under the circumstance of 1 = nja — 1, the zero solution is
stable but not asymptotically stable. In the remaining circumstance, the zero solution is unstable.

(4) If at least one of |arg ;| (i = 1, 2, ..., v) is less than =}, then the zero solution is unstable.

Proof. Without loss of generality, we suppose that A = J,. Then the solution has the following
representation

x1(1) = X1 17707 = a7) T Eg o (417 = a7)%)

d
+ X 1717 = a”)* T =By o (0117 = a%)?)

04,
Xa3 —01 (40 oya—1 62 o o\
+ — 177 - —EQ a A(t7 — + -
X (7 —a”) oz (4@ =a”)")
+ Xan; l_—o'rl(ta' 0')(1/—1 -l E (/1 (Z_LT 0‘)&)
—da a, @ —-a ’
(n = 1! IR

1
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X(1) = X 7717 = a7 Eg o (117 = a”))

0
+xa 77 - ag)d_lﬁEa,a (L@ —a”)*) + -
I

-2
+ Xan, t—o-n(to' _ arr)a—l 9"
(m = 2)! oA~

- -1
xnl—l(t) = -xa(m—l)t O—U(to— - ao-)(Z Ea,a (/ll(to— - atr)a)

0
+ xanl t_(m(to- - aa')a—l a_/llEa/,oz (/ll(ta- - aO')a) )

Xn (t) = Xan, t_o—n(to— - aa—)a_lE(r,oz (/ll(to— - aO')a) .

(1) Suppose that |arg 4;| > ZF and m =0, 1,...,n; — 1. We have

— (7 = g Eaa//l 7 — %)

m!( a’) g e (4" —a”)")
_ (_1)m+1(m + 1) o o\—a—1 -3-my o0 o\—2a—1
= +O (I - a) ),

which leads to

1 o
: _— goneo _ oya—1 o _ o\
t1—1>£rc£o m!t (t a ) a/l,lnEa,a(/ll(t a ) )
0, n>-a-1,
(=D)™im+1)
2+m > N=-a- 1’
2T (—a)
00, n<-a-1l.

Ea,a (/11 (to- - atr)a) ’

(4.15)

Thus, when n > —a — 1, the zero solution is asymptotically stable, and the decay rate is
O(I_"”(t" - a")‘“‘l). When n = —a — 1, the zero solution is stable but not asymptotically stable.

When n < —a — 1, the zero solution is not stable.
(2) For | arg(/ll)| = 7, it can be deduced as

1 0"
o oya—1 o o\
r - - Ey ot —
(7 —a”) ! 9 o (7 —a”)")
1 Lo o[- =2a) - (1 —ma)  eehe
:;!exp(/ll(t —a)){ T A 4.
Cﬁ—l(l — @) mlnthe ~ 1 (m+D(1-0)
* +c1lm+l /11 ’ (t(r - a(r)m 1 + am*! /11 ¢ (ta- - a(r)m}

_Z”: (1G4 m =D
£ m(k = 1)!T(a - ak)"

+O (Il e = a1 )

(l(T _ ao')—a k
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1 L. A= =-2a)---(1 —ma) e
:;!exp(/ll(t —a)){ T A, 4o
Cﬁ—l(l — @) memtha . i 1 mi-a) om
+ém+l 1 ’ (t( - a‘T) 1 + am+1/11 } (t( —a ) } (416)
(=)™t (m + 1)

BT (—a) @ —ay "+ O (P - a7,

where m =0, 1,...,n; — 1. Substitute 4; = rexp (ii%) (r > 0) into Eq (4.16), then there exists

g

1 0
lim | — (" —a”) ' —E, , (r exp (ii%) " - a")“)

—+00 m‘ a/lrln
0, n>n —1,
1 (n)(1-a)
Nemomt 1t
oo, 77 < ny — 1’

which means that, for > n; — 1, the zero solution is asymptotically stable, and the decay rate is
O(t“’"(t" - a")”“l). For n = n; — 1, the zero solution is stable but not asymptotically stable. For
n < ny — 1, the zero solution is unstable.

B3 Ifa, =0,form=0,1,...,n —1, we find that

mn

1
Ea,a (/ll(to- - ao)a) = —(ta- - Clo-)amﬂz—l,

1
—a” a-1_" —
( @) I'a + am)

m! o

The solution of the system (4.10) takes the form

Xal - -1 xanl _ _1
1) = ta”lttT_ o\ +._.+—l,0'77t0'_ o\ang ,
x1(2) T(a) ( a’) T(any) ( a’)
Xa2  —oq, o oya—1 Xan, oo o —1)-1
1) = o7 — oo — T N0 1 ,
x(2) ) " —a”) et —1) @ -a%)
Xan e o\a—
xn'(t):Tafl)t (17 — a”)* !,

It indicates that, if n > nja@ — 1, then the zero solution is asymptotically stable, and the decay rate
is O(x“’”(t" — a")’”‘"]). if n = ma — 1, the zero solution is stable but not asymptotically stable.
Otherwise, the zero solution is unstable.

(4) Using Egs (4.15) and (4.16), the desired result can be achieved.

Thus, the proof of this theorem is completed. O

From the above discussion, we can get the general theorem.

Theorem 12. Let O < @ < 1 andt > a > 0. Then
(1) If all the eigenvalues A(A) of A meet |arg A(A)| > =}, then, in the case of n > —a — 1, the zero
solution is asymptotically stable, and the decay rate is O(t“”’(t" — a“)‘“‘l). In the case of

n = —a — 1, the zero solution is stable but not asymptotically stable. Otherwise, the zero solution is
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unstable.
(2) If the zero eigenvalues of A have the same algebraic and geometric multiplicities, and the rest
eigenvalues meet |arg A(A)| > T, then, in the case of n > a — 1, the zero solution is asymptotically

stable, and the decay rate is O (t‘””(t‘f - a(’)“‘l). In the case of n = a — 1, the zero solution is stable
but not asymptotically stable. Otherwise, the zero solution is unstable.

(3) If at least one of the eigenvalues of A meeting |arg A(A)| = =} has the same algebraic and
geometric multiplicities, and the rest eigenvalues are less than 0, then, in the case of n > 0, the zero
solution is asymptotically stable, and the decay rate is O (t™°"). In the case of n = 0, the zero solution
is stable but not asymptotically stable. Otherwise, the zero solution is unstable.

(4) If the eigenvalues of A subject to |arg A(A)l = %} have the different algebraic and geometric
multiplicities, and others are greater than %, then, in the case of n > n; — 1, the zero solution is
asymptotically stable, and the decay rate is O (t“”’(t" - a(’)”k‘l). In the case of n = ny — 1, the zero
solution is stable but not asymptotically stable. Otherwise, the zero solution is unstable, where
ni (2 <ny <n, n€ZZ")is the algebraic multiplicities.

(5) If the zero eigenvalues of A have the different algebraic and geometric multiplicities, and other
eigenvalues have |arg A;| > 7, then, in the case of n > ma — 1, the zero solution is asymptotically
stable, and the decay rate is O(X‘U”(t” - a“)"k“‘l). In the case of n = ma — 1, the zero solution is
stable but not asymptotically stable. Otherwise, the zero solution is unstable for n < mya — 1, where
ng € Z* (2 < mg <n, n€Z)is the algebraic multiplicities of the zero eigenvalues.

(6) If at least one of the eigenvalues of A is less than =}, then the zero solution is unstable.

4.2. The autonomous nonlinear fractional differential system

We restrict our attention to the following n-dimensional nonlinear generalized fractional differential
system

a,no,n

[ZUUEKDZ;;] o x(t)]

where x(f) € R" and f(x) € R” satisfies the Lipschitz condition. Next, we will discuss the stability of
the zero solution to system (4.17) with f(0) = 0.

rx DY xt)=f(x), 0<a<l,t>a>0,0>0,n€eR,
4.17)

= X,
t=a a

Lemma 6. The function f(x) is continuous and the solution x(t) is also continuous in system (4.17).
Then ¢, has the following properties
t—trn(tzr_a(r><t—l

(1) p, = a0,
2) s =¢@i06, 00, t>a>0,s>a >0, there exists a linear map 0, satisfying

l.—o-r](ta' _ a(r)a—l (l.(r + 57 — aa’)—n
Xq +
I'(a) I'(a)

x f (4 87— = f ) A

0, o ‘;Ds(xa) =
(4.18)

£on (ta' —a )afl N (t07a0 )a/fl
)=

T(@) T(@)
(3) (t, x,) = ¢, (x,) is a continuous map from [a, +o0) X R onto R.

and when s = a, 9,(
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Proof. From Theorem 1, we know that system (4.17) has a solution

x(1) = e _ao)a_lxa f (7 =777 f (x(7)) d7”. (4.19)
I'(e) I'(e)
Suppose that the operator ¢, has the following expression
o = I L [ - e f Gt g (4.20)
Obviously, properties (1) and (3) hold.
Next, we consider the property (2). Assume that y = 6, 0 ¢,(x,) = ’_(m(’;(; ‘;(r)” X, (’(r“r(_f(r) - f (7 +

57— 17 —a”)* ' (17 + 57 — a”) f (¢.(x,)))dr?. Then it leads to

@1 0 6 0 py(xq)
t—(rn(to- _ ao‘)a—l Fon

X t
[(a) I'(a)

+ (17 + 57 —a”)™ f 7 + 57 =17 —a")*" "7 f (e(x))) dT7
F(a) a

B t—(rn(to- _ aa’)a 1
I'(a) ta

o L o\T7
H L [ s @y N

g a\l/o

74 s7 — q%) (17 +57~a")

+ ( o )" f (ta- +s7 — 77 — acr)a—lTa'n
@ a

X f (@ sso—aryie O sso—aryic(@5(x0)))) 7.

f (17 = 7)1 £ (@r(0(ps(x0)))) dT7

Let
V(X)) = @r(Xy), TS,
(Xa) = pr(xa) @21)
VT(x(l) = ¢(T"+s"—a”)l/‘7(9(1"+s‘7—a”)'/"(‘ps(-xa))), T>S.
Since v,(x,) is continuous with respect to 7, then,
—o-r](t(r _ aa’)af—l
Vt+s(-xa) = ‘pt o 9[ o ‘ps(-xa) = -xa
['(a)
_ (7 +§(r_arr)l/rr (4.22)
(ta'+s0'_a0') 7 ‘ o o o oya—1_o o
+ @+ 5" =17 =a%)" 1" f (vi(x,)))dT.
(@) a
From Theorem 3, we know that the solution is unique, then
‘pt+s(xa) = Vt+s(-xa) = ‘pt o gt © Sos(xa)- (423)
All these yield the Lemma. O

Inspired by [37,39], we establish the following linearization theorem of the nonlinear generalized
fractional differential system.
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Theorem 13. Ifthe origin is a hyperbolic equilibrium of system (4.17), then vector field f(x) is locally
topologically equivalent with its linearization vector field Ax = f'(0)x in the neighborhood 6(0) of the
origin.

Proof. Let A;(i =1, 2,...,n) be the eigenvalues of the linearization matrix f’(0) and satisfy | arg(4;)| >
TG@=12,...,n)and |arg()| < 5@ =n +1,n +2,..., n). To linearize system (4.17), we
introduce a nonsingular linear transformatlon operator 7T : R“ — R™ X R™ to system (4.17), and
Ty : x(t) = y(t) = (1(1), y2(0) (v1(t) € R™, y, € R™, ny = n—ny). Then system (4.17) can be changed
into

{EKCDZ, ron Y1) = AV1(0) + F11(0), y2(0), (4.24)

EKDG 1o Y2(1) = Bya(1) + F2(y1(0), y2(1)),

in which A has the eigenvalues A,, A, ... 4,,, B has the eigenvalues A,,,+1, Ay+2 - .. Ay, Fi = o(|[y1 (D[] +
Iy2()) as y;(#) — 0( = 1, 2). Excited by Theorems (1) and (4), the solution ¢,(y) = (y1(t), y»(#)) of
the system (4.24) takes the form below

Yi(t) = Y 77117 = a7)  Eg o [AQT - a7)]
o
o f (" =17 TE, o [AW” - a”)"] Fy (31(1), y2(7)) dr°7
(@)
= Ya 77 = a”) " Ey o [AGT = a”)] + Pi(t, Yai, Ya2)s

and
Y2(8) = Y 7717 — a”)* " Eq o [B(T — a”)"]
on
f( — 1) TE, o [B(t7 = a”)*] F> (01(1), y2(7)) dr”

F( )
= yaZt (m(t - 0')(1' lEa,a [A(t - 0—)0/] + PZ(I’ Yal, ya2)’

where y,; = yia) = gk D27, vi(®)|,_, and P; = olyaill + eall) as yi(#) = 0 = 1, 2). Thus we can find
a constant ¢ > 0 such that ||Pil| < c(llyall + llyelD) (i = 1, 2) when (ya1, ya2) € 6(0). If (yar, ya2) € 6(0),
there are P; = 0 due to Fi(ya1, Yo2) =0(i =1, 2).

Consider the homogeneous linear system of the system (4.24)

(4.25)

Ek Dy 1.y (D) = Auy (1),

where u(t) = (u1(t), ux(t)), u1(r) € R™ and u,(r) € R™. From Theorem (4), the solution L,(u) =
(u1(1), uy(t)) of the system (4.25) can be expressed as

ul(t) = Ugl t_m](ta- - aa-)a_lEa,a (A(ta- - aa)a) )
ur(t) = g 7717 = %) Eg o (B(1t7 = a”)"),

in which u,; = ui(a) = gx D%}y, | _, (=1, 2).
By Definition 5, we need to find a homeomorphism 4 : R" — R” satisfying h o ¢, = L, o h. In order

to achieve it, the proof shall be divided into three steps.
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Step 1: Let t = (a” + 1)"/7. There is a continuous map 4, : R” — R” such that
O 0 Ligosiyie © hy = hy 0 0,0 Quorpyie, s € (a, (@ + 1)), (4.26)

And h, can be represented by the following coordinate transformations

Uyl = U als Ya2)s
1 Vats Ya2) 427)
Ug = V(yab yaZ)-
According to Eqs (4.26) and (4.27), there are
es(ao— + 1)_nEa,a(A)U(yala yaZ)
= U(es((ao— + 1)_nEa,a(A) Yal + Pl((ao— + 1)1/07 Yal, yaZ))’
0,((@” + )"Eq o(B)ya + P2((a” + D7, yar, ya2))), 4.28)
es(aa- + 1)_nEa,a(B)V(yala yaZ) .
= V(Hs((ao— + 1)_nEa,a(A) Yal + Pl((ao— + 1)1/0" Yal» yaZ)),
Hs((aa— + 1)_nE<z,a(B) Ya2 + PZ((a(r + 1)1/0-’ Yat, yaZ)))
From Egs (4.28), it is clear that
V(yal, yaZ)
= (Ea,a(B))_le;] V(es(Ea,a(A) Yal + (a(r + 1)UP1((aO_ + 1)1/0" Yat, }’az)), (429)

Hs(Ew,a(B)yaZ + (acr + l)ﬁpz((af" + 1)1/0-’ Yal, ya2)))

The solution of Eq (4.29) can be got by using successive approximations. Assume that the following
result holds

VoVals Ya2) = Ya2s
Vk(yala ya2) = (Ea,a(B))_IH;I Vk—l(es(Ea,a(A)yal + (a(T + l)nPl ((ao— + 1)1/0’ Yal, )’az)), (430)
gs(Ea,a/(B)yaZ + (aa' + 1)7IP2((a0' + 1)1/0-, Yats yaZ)))’

where k =1, 2, .... Then
Viats Ya2) = Ya2 + (Eq,o(B) ™' (@” + 1)"Po((@” + D', ya1, ya). 4.31)

Presume that ||E, ,(A)|| = ¢ and |Eq.o(B)||™! = . First, we consider the case of k < % For small enough
p(p > 0), we can get

r = bll6,II” 2 max{cll6,ll, 2c(a” + 1)"16ll, &1} < 1.
Since P, = o(||yaill + 1ya2ll) as v — 0( = 1, 2), then for a constant M > 0, one has
IViats Ya2) = VoOats Ya)ll < Mr(l[yaill + [[yazllY’-
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If ||Vk(yal7 ya2) - Vk—l(yala ya2)” < M”k(||J’a1|| + ||ya2||)p, then

WVie1Yats Ya2) = Vi(Yats Ya2 )l

<NEq o BN M I0,(Eq, o(A) yar + (@ + D'P1((@ + DV, yar, ya))ll
+ 105(Eq,o(B) yar + (@™ + 1"Po((a” + D', yar, Y)Y’

< MxrH10 117 118N Wlyarll + &7 yalD) + @ + D (yatll + lyal))?

< Mxr|6,1I7" (2 max{el|6, ]I, 2c(a” + D76, & 101 Alyarll + a2l

< MA (yall + llyall)?

where « < [|0,]] < % Thus, the sequence Vi(y.1, y.2) uniformly converges to a continuous function

V(,Yal s ya2) and

VYats Ya2) = VoQats Ya1) + Z[Vk(yal’ Va2) = Vic1Oats Ya2)l

=1
= Ya2 + o(lyatll + llyalD-

In the same way, the following result can be achieved at

U(yal’ ya2) = Ya1 T O(HyalH + ||ya2||)

1

Similar to k < ., the case k > % can get the identical conclusion. In accordance with the above

discussion, we find the continuous map h, which satisfies ,(0, 0) = (0, 0) and 1,(ya1, Ya2) = Vat» Ya2)
when (y,1, Ya2) € 0(0). Moreover, the uniqueness is obvious.

Step 2: We prove that 4, is a homeomorphism. From Step 1, we can find a continuous map £,
satisfying

h:; ] 95 o L(ao+])l/(r = 93‘ O Qo +1)l/o © I’lZ, S € (a, (a‘T + 1)1/0-)

Therefore, it can be deduced as
hq o hy, 0650 Lo,y = hg 0050 Qe © by =650 Ligoiqye 0 hg o by, s € (a, (a7 + DY),
and
05 0 Ligoriyie © Wy o hy = Iy 0 05 0 Quoiiyic © hy = hy 0 hy 0 05 0 Quoiryie, s € (a, (@7 + HY).
Because &, and £, are unique, one has
hooh, =1d,h,oh, = 1d,
which signifies that &' = h?, and &' is continuous. Thus, &, is a homeomorphism.
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a+(a” /o
Step 3: Leth = f Hah

a

Ly o hy o ¢;'ds. Then

+a”+ 1)+t
Ltogtoh:f LtogtoLs—tohao‘P;_ltdS
a+

t

a+(a”+1)!"
:f Lyoh,o¢,'dso g, 06,
a

+1

a+1
-1 |
+ f L;0050 Loy oh,o Par syl © 0, o, dsoyp, 00,
a

+Ha”+ D)
:f Lyoh, 0@, dso g, 06,
a

=hog, 06,
By Step 2, it can be got that /4 is a homeomorphism. Now, we consider
L, 06, 0h(x,) =hogo6,(x,).
Since 6,(x,) = x4, 6, o h(x,) = h(x,), one gets
L, o h(x,) = h o ¢,(x,).

Hence, the proof is completed. O

With the help of Theorems 12 and 13, we get the following stability theorem about hyperbolic
equilibrium represented by zero solution of the nonlinear generalized fractional differential system.

Theorem 14. Let O <a < 1,t>a > 0and o > 0. Then

(1) If all the eigenvalues A(f(0)) of the Jacobian matrix f(0) satisfy | arg(A(f'(0)))| > ZF, then, when
n > —a — 1, the zero solution of system (4.17) is locally asymptotically stable, and the decay rate is
(0] (t“T”(t‘T - a")‘““). When n = —a — 1, the zero solution of system (4.17) is stable but not
asymptotically stable. When n < —a — 1, the zero solution of system (4.17) is unstable.

(2) If at least one of the eigenvalues A(f(0)) of the Jacobian matrix f’(0) satisfy |arg(A(f"(0))| < %,
then the zero solution of system (4.17) is unstable.

Remark 3. If the Jacobian matrix f'(0) has critical values, i.e., A(f'(0)) = 0 and / or | arg(A(f"(0)))| =
%, which indicates that the origin is non-hyperbolic. Then the stability of the zero solution of system
(4.17) cannot be judged by Theorem 14.

5. Stability of the generalized fractional Chen system

In the section, we deal with the stability of the generalized fractional Chen system, which is
described by the following autonomous fractional differential system

EK Dy 15y X1(1) = A(x2(1) = x1(2)),

EK DG, 1y X2(1) = (€ — @)x1 (1) + Cxo(1) — x1(D)x3(0),
EK DG 0y X3(0) = X1 (Dx2(8) = bx3(1),

[T(@) (7 - a”) x|, = xar i =1, 2, 3,

t=a

5.1

where0<a<1,t>a>0,0>0,p€Randa, b, ¢ are positive real numbers.
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Theorem 15. System (5.1) can be written in the form

Ek D) oy X() =AX()+ BX(1),0<a<1,t>a>0,0>0,n€R, 5
o _ _ 2
[F(OZ) 177 - GU)I_QX(I)] = Xa> 62
in which
x1(1) Xa1 -a a 0 00 O
X0 =|x0]|, X,=|xp|, A=|c-a ¢ 0 |and B=|0 0 -1
x3(1) Xa3 0 0 -b 01 O
Then it possesses the unique solution.
Proof. Let Q := {X(r) eR:|X-X,|< K} and f (X()) = AX() + BX(z). Then
| f(xm)- f(f/(t))‘ < LX) - Y(0)| (5.3)
where L = ||A|| + ||B|| (2 X.| + K) It implies that f ()_((t)) satisfies Lipschitz condition. In accordance
with Theorem 3, this proof is realized. O

Theorem 16. System (5.1) with the equilibrium Xy = (Xeq,» Xeq,» Xeq,) can be linearized into

EKDZ,I;O’,U g =a (82 - 81),
EKDg op €2 = (C— @ — Xog,)E1 + CEL — Xy, 3, 5.4)
EKDZ,z; o €3 = (Xeq, €2 + Xeg,€1) — bes, '
[F@ 177 = )™ (xeg, + ]|, = %air 1= 1,2, 3.
Proof. Let xi(t) = Xeq, + £i(1) (i = 1, 2, 3). One has
EKDZ,[;U’,n (xeql + ‘91) =a (xeq2 — Xeg, +& — 81),
EKDZ,[; o,n (xeqz + 82) = (E - a)(xeql + 81) + E‘(xeqz + 82) - (xeql + 81)(xeq3 + 83)’
EKDZ,;; o, (xeq3 + 83) = (xeql + 81)(xeq2 + 82) - b(xeq3 + 83),
[F@ 177 = )™ (g, + ]|, = %air 1= 1,2, 3.
Furthermore,
EKDy 1y p €1 = A (82 — &1),
(04 - - -
EK D, . €2 = (C— G — Xeg,)E1 + CE) — Xeog, €3,
‘ ! 1 (5.5)

EKD; 1. €3 = (Xeg €2 + Xeg,€1) — b3,
[F@ 17 = ™)™ (xeg, + ]|, = %air 1= 1,2, 3.
From Theorem 13, system (5.5) is the linearized system of system (5.1), which completes the proof. O

Theorem 17. (1) If a > 2¢ and n > —a — 1, all the eigenvalues A; satisfy |arg(4)| > 5 (i = 1, 2, 3),
then, the equilibrium (0, 0, 0) of system (5.1) is locally asymptotically stable.
(2) If a < 2¢, the equilibrium (0, 0, 0) of system (5.1) is unstable.
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To illustrate the theoretical analysis, we give the phase diagrams applying the fractional
Adams-Bashforth-Moulton method. The details of fractional Adams-Bashforth-Moulton method can
be found in [9]. Some system parameters are chosen as (a, b,a, o, n,a,a) = (35,3,0.87,2,0.2,2,0.5)
and ¢+ € [a,?25]. From Theorem 14, we take ¢ = 16 and the initial value
(Xa1, Xa2, Xa3) = (17.1428,8.5714,1.7143), the phase diagram is shown in Figure 1. Obviously, the
equilibrium (0, 0, 0) of system (5.1) is asymptotically stable. For ¢ = 20 and the initial value
(Xa1, Xa2, Xa3) = (0.0171,0.0171,0.0171), Figure 2 signifies the equilibrium (0, 0, 0) of system (5.1) is
unstable. In Figure 3, increase the value of ¢ to 27, there is a chaotic phenomenon with
(Xa1, X2, Xa3) = (1.716,3.4286, 5.1428).

10

-10

T2
z

o B N W A O O N ®
T3

o B N W A O O N ®

-15

-10 0 10 20 -10 0 10 20 -6 -4 -2 0
xy kst Z2

Figure 1. The phase diagrams for ¢ = 16.

8 8 8
7 7 7
6 6 6
5 5 5
34 24 za
3 3 3
2 2 2
1 1 1
0 0 0
0 2 4 6 8 0 2 4 6 8 0 2 4 6 8
T Ty T2

Figure 2. The phase diagrams for ¢ = 20.

P 3 3
0
=t || 25
220 z20
15 15

10 10

5 5
-20 0 20 -20 0 20 -20 0 20

Ty Ty x

Figure 3. The phase diagrams for ¢ = 27.
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6. Conclusions

The paper discusses the existence, uniqueness, and stability of solutions for generalized fractional
differential equations. Using the transformation method, the solution to the generalized fractional
differential equation is obtained, which shows that the initial value problem of the generalized
fractional differential equation is equivalent to the nonlinear Volterra integral equation. Furthermore,
we explain the solution is existing and unique by the fixed point theorems. In addition, via stability
analysis, it can be concluded that the stability condition of generalized fractional differential systems
is determined by the argument of eigenvalues and . Finally, the generalized fractional Chen system is
taken as an example to illustrate the theoretical results.
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