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1. Introduction

In the reliability and life testing experiments, censored samples are common way to save time and reduce the number of failed experimental items. Type-I and Type-II censoring schemes are the most common censoring schemes used in the life-testing and reliability studies. The mixture of these two schemes is called the hybrid censoring scheme. For more details about the hybrid censoring schemes, see Balakrishnan and Kundu [1]. The main disadvantage of the conventional Type-I and Type-II and the hybrid censoring schemes is that they do not allow the experimenter to remove the experimental items at any time point other than the terminal point. For this reason, one may use a general censoring
scheme which called progressive Type-II censoring. In this censoring scheme $n$ items are placed on a test and the number of items to be failed, denoted by $m$, and the number of items that are removed at each failure time, denoted $R_i$, are determined in advance. At the time of the first failure $x_{1:m:n}$, $R_1$ items are randomly removed from the remaining $n-1$ surviving items. Similarly, at the time of the second failure $x_{2:m:n}$, $R_2$ items of the remaining $n-2-R_1$ items are randomly removed and so on. At the time $x_{m:m:n}$, all the remaining $n-m-R_1-R_2-\cdots-R_{m-1}$ items are removed. For more information see Balakrishnan and Aggarwala [2] and Balakrishnan [3].

Kundu and Joarder [4] introduced the Type-I progressive hybrid censoring scheme by combining the concepts of progressive and hybrid censoring schemes. In this scheme, $n$ items are placed on a test with the progressive censoring scheme $R_1, R_2, \cdots, R_m$ and the experiment is terminated at $T^* = \min(x_{m:m:n}, T)$, where $T$ is a predetermined time. The drawback of this scheme is that the statistical inference methods will have low efficiency or may not be applicable. Since the number of failures is random and it can be zero or a very small number. To overcome this disadvantage and increase the efficiency of the statistical inference, Ng et al. [5] proposed an adaptive Type-II progressive hybrid censoring scheme (A-II PHCS). In the A-II PHCS, the number of failures $m$ and the progressive censoring scheme $R_1, R_2, \cdots, R_m$ are predetermined and the experimental time is allowed to run over the predetermined time $T$ with the flexibility of changing some values of $R_i$ during the experiment. When $x_{m:m:n} < T$, then the experiment stops at this time and we will have the conventional progressive Type-II censoring scheme. On the other hand, if $x_{j:m:n} < T < x_{j+1:m:n}$, where $x_{j:m:n}$ is the $j^{th}$ failure time occur before the predetermined time $T$ and $j + 1 < m$, then we adjust the progressive censoring scheme by resetting $R_{j+1}, R_{j+2}, \cdots, R_{m-1} = 0$ and $R_m = n - m - \sum_{i=1}^{j} R_i$. This adaption assures us to terminate the experiment when $m$ is occurred, and guarantee that the total test time will not be too long away from the time $T$.

Recently, many authors have studied different distributions based on A-II PHCS. For example, Lin et al. [6], discussed the estimation problem of Weibull distribution. Hemmati et al. [7], discussed the maximum likelihood and approximate maximum likelihood estimation for the log-normal distribution. Mahmoud et al. [8], studied the Bayes estimation of Pareto distribution. Ismail [9], investigated the estimation of Weibull distribution and the acceleration factor under step-stress partially accelerated life test model. AL Sobhi and Soliman [10], studied the estimation of parameters, reliability and hazard functions of the exponentiated Weibull distribution. Nassar and Abu-Kasem [11] and Nassar et al. [12] investigated the estimation problems of inverse Weibull and Weibull distributions, respectively.

Burr [13] introduced the Burr type-XII distribution as a member of a 12 types of cumulative distribution functions. The Burr type-XII distribution has many applications in various fields including probability theory, reliability, failure time modeling and household income. A random variable $X$ is said to have two-parameters Burr type-XII distribution, denoted by $\text{Burr}(a, b)$, if its probability density and reliability functions are given, respectively, by

$$f(x) = abx^{a-1}(1+x^a)^{-(b+1)}, \quad x > 0, \quad a, b > 0, \quad (1.1)$$

and

$$R(x) = (1+x^a)^{-b}, \quad x > 0, \quad (1.2)$$

where $a$ and $b$ are shape parameters. The Lomax distribution can be obtained as a special case from $\text{Burr}(a, b)$ distribution by setting $a = 1$. Also, when $b = 1$, the $\text{Burr}(a, b)$ distribution reduces to the

\begin{align*}
\text{Burr} & = \text{Lomax} \quad (a = 1) \\
\text{Burr} & = \text{Weibull} \quad (b = 1)
\end{align*}

To the best of our knowledge, the E-Bayesian estimation of the Burr\((a, b)\) distribution under A-II PHCS has not yet been studied. The main aim of this paper is to investigate the E-Bayesian estimation of the parameter \(b\) and the reliability function of the Burr\((a, b)\) distribution under A-II PHCS with the assumption that the parameter \(a\) is known. The maximum likelihood method, Bayesian and E-Bayesian estimations are considered using three different prior distributions. The Bayesian and E-Bayesian estimations are discussed based on squared error (SE) and LINEX loss functions. The E-Bayesian properties are studied and the E-Posterior risk is also obtained. A simulation study is conducted to compare the performance of the different estimators of the parameter \(b\) and the reliability function. Application to a real data shows that the E-Bayesian estimators perform better than the maximum likelihood and Bayesian estimators.

The rest of this paper is organized as follows: In Section (2), we obtain the maximum likelihood and Bayesian estimations of the parameter \(b\) and the reliability function of Burr\((a, b)\). The E-Bayesian estimation is considered in Section (3). In Section (4), we study the properties of the E-Bayesian estimation. The E-posterior risk of the E-Bayesian estimation is obtained in Section (5). A simulation study is performed in Section (6). A real data is analyzed in Section (7). Finally, the paper is concluded in Section (8).

2. Bayesian estimation

Based on adaptive Type-II progressive hybrid censoring sample of size \(m\) obtained from a life test experiment of \(n\) items from the Burr\((a, b)\) distribution, we can write the likelihood function as follows

\[
L(a, b | x) \propto a^m b^m \psi(a; x) e^{-bP},
\]

where

\[
x = (x_1, x_2, \ldots, x_m), \quad \psi(a; x) = \prod_{i=1}^{m} \left( \frac{x_i^{a-1}}{1 + x_i^a} \right),
\]

\[
P \equiv P(a; x) = \sum_{i=1}^{m} \ln(1 + x_i^a) + \sum_{i=1}^{J} R_i \ln(1 + x_i^a) + R^* \ln(1 + x_m^a),
\]

where \(R^* = n - m - \sum_{i=1}^{J} R_i\), and \(x_i = x_{ij:n}\) for simplicity of notation. Assuming that the parameter \(a\) is known, then the maximum likelihood estimate (MLE) of the parameter \(b\) is obtained as follows

\[
\hat{b}_{ML} = \frac{m}{P}.
\]
From (2.2) and the invariance property of the maximum likelihood, we can obtain the MLE of the reliability function \( R(x) \) by replacing \( b \) by its MLE in (1.2).

In the Bayesian estimation, we assume that the parameter \( a \) is known and the parameter \( b \) follows the gamma conjugate prior distribution as proposed by Papadopoulos [15] in the following form

\[
g(b) = \frac{\theta^\alpha b^{\alpha-1} e^{-b\theta}}{\Gamma(\alpha)}, \quad b > 0, \tag{2.3}
\]

where \( \alpha > 0 \) and \( \theta > 0 \). From (2.1) and (2.3), the posterior density of \( b \) given \( \bar{x} \) can be written as

\[
q(b \mid \bar{x}) = Ab^{m+\alpha-1} e^{-(\theta+P)b}, \quad b > 0, \tag{2.4}
\]

where

\[
A = \frac{(\theta + P)^{m+\alpha}}{\Gamma(m+\alpha)}. \tag{2.5}
\]

To obtain the Bayes estimate of \( b \), we consider two types of loss functions. The first loss function is the SE loss function and the Bayes estimate in this case is the posterior mean. The second one is the LINEX loss function with the Bayes estimate obtained as

\[
\hat{b}_{BL} = \frac{-1}{z} \ln E \left( e^{-\theta b} \right), \quad z \neq 0. \tag{2.6}
\]

Based on the SE loss function, we can obtain the Bayes estimate of \( b \) as follows

\[
\hat{b}_{BS}(\alpha, \theta) = \frac{m + \alpha}{\theta + P}, \tag{2.7}
\]

while the Bayes estimate of \( b \) using the LINEX loss function can be obtained from (2.4) and (2.6) by

\[
\hat{b}_{BL}(\alpha, \theta) = \frac{m + \alpha}{z} \ln \left( 1 + \frac{z}{\theta + P} \right). \tag{2.8}
\]

Under the SE loss function, the Bayes estimate of the reliability function can be obtained from (1.2) and (2.4) as

\[
\hat{R}_{BS}(x) = \left( \frac{\theta + P}{\theta + P + P^*} \right)^{m+\alpha}, \tag{2.9}
\]

where

\[
P^* = \ln(1 + x^\alpha).
\]

Similarly, from (1.2), (2.4) and (2.6), the Bayes estimate of the reliability function under LINEX loss function can be obtained as follows

\[
\hat{R}_{BL}(x) = \frac{-1}{z} \ln E \left( e^{-\theta R(t)} \right) = \frac{-1}{z} \ln \left( \frac{(\theta + P)^{m+\alpha}}{\Gamma(m+\alpha)} \int_0^\infty e^{-ze^{-\theta b}} b^{m+\alpha-1} e^{-(\theta+P)b} db \right) = \frac{-1}{z} \ln \left( \sum_{i=0}^{\infty} \left( -z \right)^i \frac{(\theta + P)^{i(m+\alpha)}}{\Gamma(i) (\theta + P + iP^*)^i} \right). \tag{2.10}
\]
3. E-Bayesian estimation

Han [22] introduced the E-Bayesian (Expected Bayesian) estimation to obtain the estimate of the scale parameter of the exponential distribution based on SE loss function. He also derived the properties of the E-Bayesian estimation. For more relevant research about the E-Bayesian estimation, see Han [22, 23], Okasha and Wang [24], Azimi et al. [25], Okasha [26–28], and Abdallah and Junping [29]. Han [22] stated that the prior distribution of $\alpha$ and $\theta$ should be determined to ensure that the prior distribution $g(b)$ is a decreasing function in $b$. To make sure this condition is satisfied, we obtain the first derivative of $g(b)$ with respect to $b$ as

$$
\frac{dg(b)}{db} = \frac{\theta^\alpha}{\Gamma(\alpha)} b^{\alpha-2} e^{-b\theta}[((\alpha - 1) - b\theta)],
$$

where $\alpha, \theta, b > 0$. It is noted that when $0 < \alpha < 1$ and $\theta > 0$ the function $\frac{dg(b)}{db} < 0$, and therefore $g(b)$ is a decreasing function of $b$. Suppose that $\alpha$ and $\theta$ are independent and have the bivariate density function

$$
\pi(\alpha, \theta) = \pi_1(\alpha)\pi_2(\theta),
$$

then, according to Han [30] the E-Bayesian estimate of the parameter $b$ (expectation of the Bayesian estimate of $b$) can be obtained as follows

$$
\hat{b}_{EB} = \int \int_D \hat{b}_{BS}(\alpha, \theta)\pi(\alpha, \theta)\,d\alpha d\theta,
$$

(3.1)

where $\hat{b}_{EB}(\alpha, \theta)$ is the Bayes estimate of $b$ under any loss function. For more details about E-Bayesian estimation, see Han [22], Jaheen and Okasha [17] and Okasha [26–28].

3.1. E-Bayesian estimation under SE loss function

Here, we obtain the E-Bayesian estimates of the parameter $b$ by considering three different prior distributions of the hyper-parameters $\alpha$ and $\theta$. These prior distributions are selected to show the effect of the different prior distributions on the E-Bayesian estimation of the parameter $b$. The selected priors distributions are given by

$$
\begin{align*}
\pi_1(\alpha, \theta) &= \frac{1}{c B(u, v)} \alpha^{\alpha-1}(1 - \alpha)^{v-1}, & 0 < \alpha < 1, & 0 < \theta < c \\
\pi_2(\alpha, \theta) &= \frac{2}{c B(u, v)} (c - \theta)\alpha^{u-1}(1 - \alpha)^{v-1}, & 0 < \alpha < 1, & 0 < \theta < c \\
\pi_3(\alpha, \theta) &= \frac{2\theta}{c B(u, v)} \alpha^{u-1}(1 - \alpha)^{v-1}, & 0 < \alpha < 1, & 0 < \theta < c
\end{align*}
$$

(3.2)

where $B(u, v)$ is the beta function. These prior distributions are used by Zeinhum and Okasha [17] to guarantee that $g(b)$ is a decreasing function in $b$. Now, the E-Bayesian estimates of the parameter $b$ under SE loss function can be obtained from (2.7), (3.1) and (3.2). Using the prior distribution $\pi_1(\alpha, \theta)$, the E-Bayesian estimate of $b$ under SE loss function is given by

$$
\hat{b}_{EBS} = \int \int_D \hat{b}_{BS}(\alpha, \theta)\pi_1(\alpha, \theta)\,d\theta d\alpha
$$

$$
= \frac{1}{c B(u, v)} \int_0^\infty \int_0^\infty \left( \frac{m + \alpha}{\theta + P} \right) \alpha^{\alpha-1}(1 - \alpha)^{v-1} \,d\theta d\alpha
$$
\[ \hat{b}_{EBS} = \frac{2}{c} \left( m + \frac{u}{u+v} \right) \left[ \ln \left( 1 + \frac{c}{P} \right) - 1 \right], \quad (3.4) \]

and

\[ \hat{b}_{EBS3} = \frac{2}{c} \left( m + \frac{u}{u+v} \right) \left[ 1 - \frac{P}{c} \ln \left( 1 + \frac{c}{P} \right) \right]. \quad (3.5) \]

3.2. E-Bayesian estimation under LINEX loss function

The E-Bayesian estimation of \( b \) under LINEX loss function can be obtained by using the different prior distributions of the hyperparameters given in (3.2). For the prior distribution \( \pi_1(\alpha, \theta) \) and based on (2.8) and (3.1), the E-Bayesian estimate of \( b \) is obtained as

\[ \hat{b}_{EBS1} = \int \int_D \hat{b}_{BL}(\alpha, \theta) \pi_1(\alpha, \theta) d\theta d\alpha \]

\[ = \frac{1}{czB(u, v)} \int_0^1 \int_0^c (m + \alpha) \alpha^{\alpha-1} \left( 1 - \alpha \right)^{\alpha-1} \ln \left( 1 + \frac{z}{\theta + P} \right) d\theta d\alpha \]

\[ = \frac{1}{cz} \left[ \frac{1}{z} \ln \left( 1 + \frac{z}{c + P} \right) + (P + z) \ln \left( 1 + \frac{c}{P + z} \right) - P \ln \left( 1 + \frac{c}{P} \right) \right]. \quad (3.6) \]

Similarly, the E-Bayesian estimates of \( b \) using \( \pi_2(\alpha, \theta) \) and \( \pi_3(\alpha, \theta) \) are given, respectively, by

\[ \hat{b}_{EBS2} = \left( m + \frac{u}{u+v} \right) \left[ \frac{1}{z} \ln \left( 1 + \frac{z}{c + P} \right) - \frac{(P + c)^2}{c^2z} \ln \left( 1 + \frac{c}{P} \right) + \frac{(P + z + c)^2}{c^2z} \right] \]

\[ \times \ln \left( 1 + \frac{c}{P + z} \right) - \frac{1}{c} \] \quad (3.7)

and

\[ \hat{b}_{EBS3} = \left( m + \frac{u}{u+v} \right) \left[ \frac{1}{z} \ln \left( 1 + \frac{z}{c + P} \right) + \frac{P^2}{c^2z} \ln \left( 1 + \frac{c}{P} \right) - \frac{(P + z)^2}{c^2z} \ln \left( 1 + \frac{c}{P + z} \right) + \frac{1}{c} \right]. \quad (3.8) \]

3.3. E-Bayesian estimation of the reliability function under SE and LINEX loss functions

Based on the SE loss function, the E-Bayesian estimates of the reliability function can be derived by using the three different prior distributions of the hyper-parameters given by (3.2). For the first prior distribution \( \pi_1(\alpha, \theta) \), the E-Bayesian estimate of the reliability function is obtained from (2.9) and (3.1) as

\[ \hat{R}_{EBS1} = \int \int_D \hat{R}_{BS}(t) \pi_1(\alpha, \theta) d\theta d\alpha \]

\[ = \frac{1}{cB(u, v)} \int_0^1 \int_0^c \left( \frac{\theta}{\theta + P + z} \right)^{m+\alpha} (1 - \alpha)^{\alpha-1} d\theta d\alpha. \]
Let $y$ following theorems:

\[ \pi(b) = \frac{1}{c B(u, v)} \int_0^c \left(1 + \frac{P^*}{\theta + P}ight)^{-m} F_{1:1}(u, u + v; \ln\left(\frac{\theta + P}{\theta + P + P^*}\right)) d\theta. \]

\[ \hat{R}_{EBS_i} = \frac{1}{c^2} \int_0^c (c - \theta) \left(1 + \frac{P^*}{\theta + P}\right)^{-m} F_{1:1}(u, u + v; \ln\left(\frac{\theta + P}{\theta + P + P^*}\right)) d\theta, \]

where $F_{1:1}(., ., .)$ is the generalized hypergeometric function. See for more details Gradshteyn and Ryzhik [31]. Similarly, the E-Bayesian estimates of the reliability function based on the prior distributions 2 and 3 are given, respectively, by

\[ \hat{R}_{EBS_2} = \frac{2}{c^2} \int_0^c (c - \theta) \left(1 + \frac{P^*}{\theta + P}\right)^{-m} F_{1:1}(u, u + v; \ln\left(\frac{\theta + P}{\theta + P + P^*}\right)) d\theta, \]

\[ \hat{R}_{EBS_3} = \frac{2}{c^2} \int_0^c \theta \left(1 + \frac{P^*}{\theta + P}\right)^{-m} F_{1:1}(u, u + v; \ln\left(\frac{\theta + P}{\theta + P + P^*}\right)) d\theta, \]

The integrals in (3.9), (3.10) and (3.11) can not be computed in a simple closed forms. Therefore, a numerical techniques should be used to obtain the E-Bayesian estimates of the reliability functions based on the SE loss function using the different prior distributions.

Under LINEX loss function, the E-Bayesian estimates of the reliability function using the prior distribution $\pi_i(\alpha, \theta)$, $i = 1, 2, 3$, can be obtained from (2.10) and (3.1) as

\[ \hat{R}_{EBLi} = \int_D \hat{R}_{BLi}(t) \pi_i(\alpha, \theta) d\theta d\alpha. \]

The integrals in (3.12) are very complicated to obtain, so a numerical computations are used to obtain the E-Bayesian estimates of the reliability function under LINEX loss function.

## 4. Properties of Bayesian estimation

In this section, we investigate the relations among the different E-Bayesian estimates of the parameter $b$ and the reliability function based on the SE loss function in terms of biases $Bi(b_{EBS_i})$ and $Bi(R_{EBS_i})$, $i = 1, 2, 3$. Moreover, we discuss the relations between the different E-Bayesian estimates of $b$ and the reliability function under the LINEX loss function through the relations between biases, $Bi(b_{EBS_i})$ and $Bi(R_{EBS_i})$.

The relations between $Bi(b_{EBS_1})$, $Bi(b_{EBS_2})$, $Bi(R_{EBS_1})$ and $Bi(R_{EBS_2})$, $i = 1, 2, 3$ are described in the following theorems:

**Theorem 1.** Let $y = \frac{c}{n}$, $c > 0$, $0 < \frac{c}{n} < 1$, and $b_{EBS_i}$ are given by (3.3), (3.4) and (3.5). Then we have the following conclusions:

(i) $Bi(b_{EBS_2}) < Bi(b_{EBS_1}) < Bi(b_{EBS_3})$.

(ii) $\lim_{y \to 0} Bi(b_{EBS_1}) = \lim_{y \to 0} Bi(b_{EBS_2}) = \lim_{y \to 0} Bi(b_{EBS_3})$.

**Proof.** (i) From (3.3), (3.4) and (3.5), we have

\[ Bi(b_{EBS_1}) - Bi(b_{EBS_2}) = Bi(b_{EBS_3}) - Bi(b_{EBS_1}) \]
For $-1 < x < 1$, we have: $\ln(1 + x) = x - \frac{x^2}{2} + \frac{x^3}{3} - \frac{x^4}{4} + \ldots = \sum_{k=1}^{\infty} (-1)^{k-1} \frac{x^k}{k}$. Let $y = \frac{c_i}{P}$, when $c > 0$, $0 < \frac{c_i}{P} < 1$, we have:

\[
\lim_{y \to 0} (1 + y)^{1+y} (1+y)^{1+y} = (1 + y)^{1+y} (1+y)^{1+y} = (1 + y^{1+y})(1+y)^{1+y} = (1 + y^{1+y})(1+y)^{1+y} = (1 + y^{1+y})(1+y)^{1+y} = (1 + y^{1+y})(1+y)^{1+y}\]

From (4.1) and (4.2), we have

(4.3)

\[
\text{Bi}(b_{EBS1}) - \text{Bi}(b_{EBS2}) = \text{Bi}(b_{EBS3}) - \text{Bi}(b_{EBS1}) > 0,
\]

that is

\[\text{Bi}(b_{EBS2}) < \text{Bi}(b_{EBS1}) < \text{Bi}(b_{EBS3}).\]

(ii) From (4.1) and (4.2), we get

\[
\lim_{y \to 0} (\text{Bi}(b_{EBS1}) - \text{Bi}(b_{EBS2})) = \lim_{y \to 0} (\text{Bi}(b_{EBS3}) - \text{Bi}(b_{EBS1}))
\]

\[
= \frac{1}{c} \left( m + \frac{u}{u + v} \right) \lim_{y \to 0} \left\{ \frac{y^2}{6} (1-y) + \frac{y^4}{60} (9-8y) + \ldots \right\}
\]

\[
= 0.
\]

That is, $\lim_{y \to 0} \text{Bi}(b_{EBS1}) = \lim_{y \to 0} \text{Bi}(b_{EBS2}) = \lim_{y \to 0} \text{Bi}(b_{EBS3})$.

\[\Box\]

**Theorem 2.** Let $c > 0$, $0 < \frac{c_i}{P} < 1$, and $b_{EBS1}$ are given by (3.6), (3.7) and (3.8). Then we have the following conclusions:

(i) $\text{Bi}(b_{EBS2}) < \text{Bi}(b_{EBS1}) < \text{Bi}(b_{EBS3})$,

(ii) $\lim_{P \to \infty} \text{Bi}(b_{EBS1}) = \lim_{P \to \infty} \text{Bi}(b_{EBS2}) = \lim_{P \to \infty} \text{Bi}(b_{EBS3})$.

**Proof.** (i) From (3.6), (3.7) and (3.8), we have

\[
\text{Bi}(b_{EBS1}) - \text{Bi}(b_{EBS2}) = \text{Bi}(b_{EBS3}) - \text{Bi}(b_{EBS1})
\]

\[
= \frac{1}{c^2 z} \left( m + \frac{u}{u + v} \right) \left[ (P + z)(P + z + c) \ln \left( 1 + \frac{c}{P + z} \right) - P(P + c) \ln \left( 1 + \frac{c}{P} \right) - cz \right].
\]

(4.3)

Since,

\[
\left( (P + z)(P + z + c) \ln \left( 1 + \frac{c}{P + z} \right) - P(P + c) \ln \left( 1 + \frac{c}{P} \right) - cz \right)
\]

\[\Box\]
\[ z + \left( P + \frac{c}{2} - \frac{c^2}{6P} + \frac{c^3}{12P^2} - \frac{c^4}{20P^3} + \cdots \right) \]

\[ - \left[ P + z + \frac{c}{2} - \frac{c^2}{(P + z)} \left( \frac{1}{2} - (1 + \frac{c}{P + z}) \left( \frac{1}{3} - \frac{c}{4(P + z)} + \frac{c^2}{5(P + z)} - \cdots \right) \right) \right] \]

\[ = \frac{c^2}{P + z} \left( \frac{1}{2} - (1 + \frac{c}{P + z}) \left( \frac{1}{3} - \frac{c}{4(P + z)} + \frac{c^2}{5(P + z)} - \cdots \right) \right) \]

\[ - \left( \frac{c^2}{6P} - \frac{c^3}{12P^2} + \frac{c^4}{20P^3} - \cdots \right). \]  

(4.4)

From (4.3) and (4.4), when \( c > 0, 0 < \frac{c}{P} < 1 \), we have:

\[ Bi(b_{EBL1}) - Bi(b_{EBL2}) = Bi(b_{EBL3}) - Bi(b_{EBL1}) > 0, \]

that is

\[ Bi(b_{EBL2}) < Bi(b_{EBL1}) < Bi(b_{EBL3}). \]

(ii) From (4.3) and (4.4) we get

\[ \lim_{P \to \infty} (Bi(b_{EBL1}) - Bi(b_{EBL2})) = \lim_{P \to \infty} (Bi(b_{EBL3}) - Bi(b_{EBL1})) \]

\[ = \frac{1}{cz} \left( m + \frac{u}{u + v} \right) \lim_{P \to \infty} \left( \frac{c^2}{P + s} \left( \frac{1}{2} - (1 + \frac{c}{P + z}) \left( \frac{1}{3} - \frac{c}{4(P + z)} + \frac{c^2}{5(P + z)} - \cdots \right) \right) \right) \]

\[ - \frac{1}{cz} \left( m + \frac{u}{u + v} \right) \lim_{P \to \infty} \left( \frac{c^2}{6P} - \frac{c^3}{12P^2} + \frac{c^4}{20P^3} - \cdots \right). \]

\[ = 0. \]  

(4.5)

That is, \( \lim_{P \to \infty} Bi(b_{EBL1}) = \lim_{P \to \infty} Bi(b_{EBL2}) = \lim_{P \to \infty} Bi(b_{EBL3}). \)

\[ \square \]

**Theorem 3.** Let \( c > 0, 0 < \frac{c}{P} < 1 \), and \( R_{EBSi} \) are given by (3.9), (3.10) and (3.11). Then we have the following conclusions:

(i) \( Bi(R_{EBS2}) < Bi(R_{EBS1}) < Bi(R_{EBS3}). \)

(ii) \( \lim_{P \to \infty} Bi(R_{EBS1}) = \lim_{P \to \infty} Bi(R_{EBS2}) = \lim_{P \to \infty} Bi(R_{EBS3}) \)

**Proof.** (i) From (3.9), (3.10) and (3.11), we have
\[ g(c) = Bi(R_{EBS1}) - Bi(R_{EBS2}) = Bi(R_{EBS3}) - Bi(R_{EBS1}) \]
\[ = \int_{0}^{c} \int_{0}^{1} (2\theta - c) \left( \frac{\theta + P}{\theta + P + P^*} \right)^{m+\alpha} \frac{\alpha^{\mu-1}(1-\alpha)^{\nu-1}}{c^2 B(u, v)} d\theta d\alpha \]  
(4.6)

For \( \alpha \in (0, 1), \theta \in (0, c), (2\theta-c) \left( \frac{\theta + P}{\theta + P + P^*} \right)^{m+\alpha} \) and \( \alpha^{\mu-1}(1-\alpha)^{\nu-1} \) are continuous functions and \( \frac{\alpha^{\mu-1}(1-\alpha)^{\nu-1}}{c^2 B(u, v)} > 0 \), by the generalized mean value theorem for definite integrals, there is at least one number \( \alpha_0 \in (0, 1) \) and \( \theta_0 \in (0, c) \) such that

\[ g(c) = \frac{2\theta_0 - c}{c} \left( \frac{\theta_0 + P}{\theta_0 + P + P^*} \right)^{m+\alpha_0} \]  
(4.7)

Therefore, we obtain that

\[ Bi(R_{EBS1}) - Bi(R_{EBS2}) = Bi(R_{EBS3}) - Bi(R_{EBS1}) > 0, \]

that is

\[ Bi(R_{EBS2}) < Bi(R_{EBS1}) < Bi(R_{EBS3}). \]

(ii) From (4.6) we get

\[ \lim_{P \to \infty} (Bi(R_{EBS1}) - Bi(R_{EBS2})) = \lim_{P \to \infty} (Bi(R_{EBS3}) - Bi(R_{EBS1})) \]
\[ = \frac{1}{c^2 B(u, v)} \lim_{P \to \infty} \int_{0}^{c} \int_{0}^{1} (2\theta - c) \left( \frac{\theta + P}{\theta + P + P^*} \right)^{m+\alpha} \frac{\alpha^{\mu-1}(1-\alpha)^{\nu-1}}{c^2 B(u, v)} d\theta d\alpha \]
\[ = \frac{1}{c^2 B(u, v)} \int_{0}^{c} \int_{0}^{1} (2\theta - c) \left( \lim_{P \to \infty} \left( \frac{\theta + P}{\theta + P + P^*} \right)^{m+\alpha} \right) \frac{\alpha^{\mu-1}(1-\alpha)^{\nu-1}}{c^2 B(u, v)} d\theta d\alpha \]
\[ = 0. \]  
(4.8)

That is, \( \lim_{P \to \infty} Bi(R_{EBS1}) = \lim_{P \to \infty} Bi(R_{EBS2}) = \lim_{P \to \infty} Bi(R_{EBS3}). \)

\[ \square \]

**Theorem 4.** Let \( c > 0, \ 0 < \frac{c}{P} < 1, \) and \( R_{EBS} \) are given by (3.12). Then we have the following conclusions:

(i) \( Bi(R_{EBS1}) < Bi(R_{EBS2}) < Bi(R_{EBS3}) \).

(ii) \( \lim_{P \to \infty} Bi(R_{EBS1}) = \lim_{P \to \infty} Bi(R_{EBS2}) = \lim_{P \to \infty} Bi(R_{EBS3}) \)

**Proof.** (i) From (3.2) and (3.12), we have

\[ f(c) = Bi(R_{EBL2}) - Bi(R_{EBL3}) = Bi(R_{EBL1}) - Bi(R_{EBL2}) \]
\[ = \int_{0}^{1} \int_{0}^{c} Bi(R_{BL}(t)) (\pi_1(\alpha, \theta) - \pi_2(\alpha, \theta)) d\theta d\alpha \]
Therefore, we obtain that
\[ EBL_1(\alpha) = EBL_2(\alpha) \]
\[ EBL_3(\alpha) = EBL_2(\alpha) \]
\[ EBL_3(\alpha) = EBL_2(\alpha) \]
\[ EBL_3(\alpha) = EBL_2(\alpha) \]

For \( \alpha \in (0, 1) \), \( \theta \in (0, c) \), \( (2\theta - c) \ln \left( \sum_{i=0}^{\infty} \frac{(-\delta)^i}{\Gamma(i)} \left( \frac{\theta + P + iP^*}{i+1} \right)^{m+\alpha} \right) \) and \( \frac{\alpha^{-(1-\alpha)}(1-\alpha)^{1-\alpha}}{c^2 B(u, v)} \) are continuous functions and \( \frac{\alpha^{-(1-\alpha)}(1-\alpha)^{1-\alpha}}{c^2 B(u, v)} > 0 \), by the generalized mean value theorem for definite integrals, there is at least one number \( \alpha_1 \in (0, 1) \) and \( \theta_1 \in (0, c) \) such that
\[ f(c) = (2\theta_1 - c) \ln \left( \sum_{i=0}^{\infty} \frac{(-\delta)^i}{\Gamma(i)} \left( \frac{\theta_1 + P + iP^*}{i+1} \right)^{m+\alpha} \right) \int_0^1 \int_0^c \frac{\alpha^{-(1-\alpha)}(1-\alpha)^{1-\alpha}}{c^2 B(u, v)} d\theta d\alpha > 0. \]

Therefore, we obtain that
\[ Bi(REBL_2) - Bi(REBL_3) = Bi(REBL_2) - Bi(REBL_2) > 0, \]
that is
\[ Bi(REBL_3) < Bi(REBL_2) < Bi(REBL_3). \]

(ii) From (4.9) we get
\[ \lim_{P \to \infty} (Bi(REBL_2) - Bi(REBL_3)) = \lim_{P \to \infty} (Bi(REBL_1) - Bi(REBL_2)) \]
\[ = 0. \]

That is, \( \lim_{P \to \infty} Bi(REBL_1) = \lim_{P \to \infty} Bi(REBL_2) = \lim_{P \to \infty} Bi(REBL_3). \)

5. E-posterior risk

In this section, we derive the E-posterior risk of the E-Bayesian estimations of the parameter \( b \) using the three different prior distributions in (3.2) under SE and LINEX loss functions.
5.1. E-posterior risk under SE loss function

Let $\ell(\hat{\mu}, \mu)$ be any loss function where $\hat{\mu}$ is the Bayes estimator of $\mu$, and $q(\mu|x)$ is the posterior distribution of $\mu$, then the posterior risk (PR) for the Bayesian estimation is

$$PR = \int \ell(\hat{\mu}, \mu)q(\mu|x)d\mu. \quad (5.1)$$

Under SE loss function the PR of the Bayes estimation is the posterior variance. From the posterior distribution in (2.4) we can obtain the PR of Bayesian estimation of $b$ as follows

$$PR_{BS} = A \int_{0}^{\infty} b^{m+\alpha+1}e^{-(\theta+P)b}db - \left(\frac{m+\alpha}{\theta+P}\right)^2. \quad (5.2)$$

According to Han [23] the E-posterior risk of the E-Bayesian estimation can be obtained as

$$PR_{EBS} = \int \int_{D} PR_{BS} \pi(\alpha, \theta)d\theta d\alpha, \quad (5.3)$$

where $PR_{BS}$ is the posterior risk defined in (5.2) and $\pi(\alpha, \theta)$ is the prior distribution. Now, from (3.2), (5.2) and (5.3) we can obtain the E-posterior risk of the E-Bayesian estimation under SE loss function as follow

(i) The E-posterior risk of the E-Bayesian estimation of $\hat{b}_{EBS1}$ is

$$PR_{EBS1} = \frac{1}{cB(u, v)} \int_{0}^{1} \int_{0}^{c} \frac{m+\alpha}{(\theta+P)^2}\theta^{-\alpha-1}(1-\alpha)^{-1}d\theta d\alpha$$

$$= \frac{1}{c^2} \left( m + \frac{u}{u+v} \right) \left( \frac{c}{P} - \frac{c}{P+c} \right).$$

(ii) The E-posterior risk of the E-Bayesian estimation of $\hat{b}_{EBS2}$ is

$$PR_{EBS2} = \frac{2}{c^2B(u, v)} \int_{0}^{1} \int_{0}^{c} \frac{m+\alpha}{(\theta+P)^2} \theta \alpha^{n-1}(1-\alpha)^{-1}d\theta d\alpha$$

$$= \frac{2}{c^2} \left( m + \frac{u}{u+v} \right) \left( 1 + \ln(P) + \frac{c}{P} - \frac{c}{P+c} - \frac{P}{P+c} - \ln(T+c) \right).$$

(iii) The E-posterior risk of the E-Bayesian estimation of $\hat{b}_{EBS3}$ is

$$PR_{EBS3} = \frac{2}{c^2B(u, v)} \int_{0}^{1} \int_{0}^{c} \frac{m+\alpha}{(\theta+P)^2} \theta \alpha^{n-1}(1-\alpha)^{-1}d\theta d\alpha$$

$$= \frac{2}{c^2} \left( m + \frac{u}{u+v} \right) \left( \ln(P+c) + \frac{P}{P+c} - \ln(P) - 1 \right).$$
5.2. E-posterior risk under LINEX loss function

Using the same approach in the previous subsection we can obtain the posterior risk of the Bayes estimate of \( b \) under LINEX loss function as follows

\[
PR_{BL} = \int_0^{\infty} \left( e^{z(b_{BL} - b)} - z(b_{BL} - b) - 1 \right) b^{m+\alpha-1} e^{-(\theta+T)b} \, db
\]

\[
= \left( e^{b_{BL}} E(e^{zb}) - zb_{BL} + z \right)
\]

\[
= \left( e^{b_{BL}} e^{-zb_{BL}} - zb_{BL} + zb_{BS} - 1 \right)
\]

\[
= z \left( \frac{m+\alpha}{\theta + P} - \frac{m+\alpha}{z} \ln \left( 1 + \frac{z}{\theta + P} \right) \right)
\]  

(5.4)

From (3.2), (5.3) and (5.4), the E-posterior risk of the E-Bayesian estimation of \( b \) under LINEX loss function can be obtained as follow

(i) The E-posterior risk of the E-Bayesian estimation of \( \hat{b}_{EBL1} \) is

\[
PR_{EBL1} = \frac{z}{cB(u,v)} \int_0^1 \int_0^\infty \left( \frac{m+\alpha}{\theta + T} - \frac{m+\alpha}{z} \ln \left( 1 + \frac{z}{\theta + T} \right) \right) \alpha^{\alpha-1} (1 - \alpha)^{\alpha-1} \, d\theta \, d\alpha
\]

\[
= \left( m + \frac{u}{u+v} \right) \left[ \frac{P + z}{c} \left( \ln \left( 1 + \frac{c}{P} \right) - \ln \left( 1 + \frac{c}{P + z} \right) \right) - \ln \left( 1 + \frac{z}{c + P} \right) \right].
\]

(ii) The E-posterior risk of the E-Bayesian estimation of \( \hat{b}_{EBL2} \) is

\[
PR_{EBL2} = \frac{2z}{c^2 B(u,v)} \int_0^1 \int_0^\infty \left( \frac{m+\alpha}{\theta + T} - \frac{m+\alpha}{z} \ln \left( 1 + \frac{z}{\theta + T} \right) \right) \theta \alpha^{\alpha-1} (1 - \alpha)^{\alpha-1} \, d\theta \, d\alpha
\]

\[
= \left( m + \frac{u}{u+v} \right) \left[ \frac{(c + P)^2 + 2z(c + P)}{c^2} \ln \left( 1 + \frac{c}{P} \right) - \ln \left( 1 + \frac{z}{P} \right) \right]
\]

\[
- \frac{(c + z + P)^2}{c^2} \ln \left( 1 + \frac{c}{z + P} \right) - \frac{z}{c} \right].
\]

(iii) The E-posterior risk of the E-Bayesian estimation of \( \hat{b}_{EBL3} \) is

\[
PR_{EBL3} = \frac{2z}{c^2 B(u,v)} \int_0^1 \int_0^\infty \left( \frac{m+\alpha}{\theta + T} - \frac{m+\alpha}{z} \ln \left( 1 + \frac{z}{\theta + T} \right) \right) \theta \alpha^{\alpha-1} (1 - \alpha)^{\alpha-1} \, d\theta \, d\alpha
\]

\[
= \frac{1}{c^2} \left( m + \frac{u}{u+v} \right) \left[ (P + z)^2 \ln \left( 1 + \frac{c}{P + z} \right) - c^2 \ln \left( 1 + \frac{z}{c + P} \right) \right]
\]

\[
- (P^2 + 2zP) \ln \left( 1 + \frac{c}{P} \right) + zs \right].
\]
6. Simulation study

In this section we compare the different estimators of the parameter $a$ and the reliability function by conducting a simulation study. We compare the performance of the different estimators in terms of their biases and mean square errors (MSE). We consider different values of $n, m, T$ and the following three censoring schemes (Sch)

- Sch 1: $R_1 = \cdots = R_{m-1} = 0$ and $R_m = n - m$.
- Sch 2: $R_1 = \cdots = R_{m-1} = 1$ and $R_m = n - 2m + 1$.
- Sch 3: $R_1 = \cdots = R_m = \frac{n - m}{m}$.

In all the setting we choose the parameter $a$ to be one and consider $b = (0.5, 1.5)$. The simulation is conducted according to the following steps:

(i) Determine $n, m, R', s, T$ and the value of the parameter $b$.

(ii) Generate the conventional progressive Type-II censored sample from Burr type-XII model according to the method proposed by Balakrishnan and Sandhu [32], by using $X = [(1 - U)^{-1/b} - 1]^{1/a}$, where $U$ is uniform $(0, 1)$.

(iii) Determine the value of $J$, and withdraw all the observations greater than the $J$-th observation.

(iv) Generate $(m - J - 1)$ Type-II censored sample from $f(x)/[1 - F(x_{J+1})]$ and stop the experiment at $x_m$. Therefore, $X = \left\{\left(\frac{1-U}{(1+x_{J+1})^{b}}\right)^{1/a} - 1\right\}^{1/a}$.

(v) Obtain the different estimates of the parameter $b$ and the reliability function at time $x = 0.75$.

(vi) Repeat steps 2–5, 1000 times.

(vii) Obtain the average values of biases and MSEs (for the reliability function we obtain the MSE only).

To obtain the Bayesian and E-Bayesian estimates of the parameter $b$, we choose the hyperparameters values to be $\alpha = 0.5$ and $\theta = 1$ for $b = 0.5$ and $\alpha = 0.75$ and $\theta = 0.5$ for $b = 1.5$. These values are selected to make the prior means are same as the original means. The Bayesian and and E-Bayesian estimates using the LINEX loss function are obtained by setting $z = -3$ in all the cases. The values of average biases and average MSEs for the parameter $b = 0.5$ are shown in Table 1 and in Table 3 for $b = 1.5$. The average values of MSEs for the different estimates of the reliability function are displayed in Table 2 for $b = 0.5$ and in Table 4 for $b = 1.5$.

From Tables 1–4 we have the following observations:

(i) The average biases decrease as $m$ increases in all the cases, which indicates that the different estimators used to estimate the parameter $b$ are asymptotically unbiased.

(ii) The average MSEs decrease and tend to zero as $m$ increases in all the cases. Thus the different estimators used to estimate the parameter $b$ and the reliability function are consistent.

(iii) The Bayesian and E-Bayesian estimates of the parameter $b$ perform better than MLE in all the cases in terms of minimum average biases and MSEs.
(iv) Under SE loss function, the E-Bayesian estimates of the parameter $b$ have less average biases and MSEs than the Bayes estimate.

(v) Under LINEX loss function, the E-Bayesian estimates of the parameter $b$ have less average biases and MSEs than the Bayes estimate.

(vi) The performance order of E-Bayesian estimates under SE and LINEX loss functions in terms of minimum average biases and MSEs are the estimates using prior distribution 2, then the estimates using prior distribution 1 and then the estimates using prior distribution 3.

(vii) The E-Bayesian estimate of the parameter $b$ under LINEX loss function using prior distribution 2 has the smallest average biases and MSEs among all other different estimates in all the cases.

(viii) The E-Bayesian estimate of reliability function under LINEX loss function using prior distribution 3 perform better than the other estimates in terms of minimum average biases and MSEs.

(ix) Comparing the three censoring schemes, we observed that Sch 3 has the smallest average biases and MSEs in all the cases followed by Sch 2 and then 1.

(x) The E-Bayesian estimate of the parameter $b$ under LINEX loss function using prior distribution 2 has the minimum average biases and MSEs among all the other estimates.

It is observed that the E-Bayesian estimates under the two loss functions using prior distribution 2 perform better than other estimates. It is known that the density of the prior distribution 2 is a decreasing function in the hyper-parameter $\theta$ and the density of the prior 3 is an increasing function. From this comparison, we can conclude that when the prior distribution of the hyper-parameter $\theta$ is decreasing the E-Bayesian estimates perform better than other estimates based on the other priors. Moreover, we obtain E-posterior risk of the parameter $b$ under SE and LINEX loss functions. Here, we only display the case of $b = 0.5$, $n = 60$, $m = (10, 20)$ and $T = 0.3$ using the three censoring schemes in Figure 1. From Figure 1, it is observed that the E-Bayesian risk decreases as the number of failure $m$ increases in all the cases. Also, it is to be noted that under SE loss function the E-Bayesian risk using prior distribution 3 perform better than other prior distributions. Similarly, under LINEX loss function the E-Bayesian risk using prior distribution 3 have the smallest E-posterior risk among all other prior distributions. Finally, the ordering of performance of E-Bayesian risks under SE and LINEX loss functions are the E-Bayesian risk using prior distribution 3, then prior distribution 1, then prior distribution 2.
Table 1. Average values of bias (first row) and MSE (second row) of the different estimates for $b = 0.5$ under different censoring schemes.

<table>
<thead>
<tr>
<th>$(n,m)$</th>
<th>Sch</th>
<th>$\hat{b}_{ML}$</th>
<th>$b_{RS}$</th>
<th>$\hat{b}_{EBS1}$</th>
<th>$b_{EBS2}$</th>
<th>$\hat{b}_{EBS3}$</th>
<th>$b_{ML}$</th>
<th>$\hat{b}_{EL1}$</th>
<th>$b_{EL2}$</th>
<th>$\hat{b}_{EBS}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(30,5)$</td>
<td>1</td>
<td>0.2367</td>
<td>0.2254</td>
<td>0.2142</td>
<td>0.2130</td>
<td>0.2155</td>
<td>0.2014</td>
<td>0.1880</td>
<td>0.1865</td>
<td>0.1896</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.2286</td>
<td>0.2173</td>
<td>0.2055</td>
<td>0.2042</td>
<td>0.2069</td>
<td>0.1920</td>
<td>0.1783</td>
<td>0.1762</td>
<td>0.1795</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.1930</td>
<td>0.1821</td>
<td>0.1674</td>
<td>0.1657</td>
<td>0.1691</td>
<td>0.1503</td>
<td>0.1324</td>
<td>0.1303</td>
<td>0.1345</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0387</td>
<td>0.0346</td>
<td>0.0297</td>
<td>0.0292</td>
<td>0.0303</td>
<td>0.0246</td>
<td>0.0200</td>
<td>0.0195</td>
<td>0.0205</td>
</tr>
<tr>
<td>$(30,10)$</td>
<td>1</td>
<td>0.1375</td>
<td>0.1332</td>
<td>0.1229</td>
<td>0.1218</td>
<td>0.1241</td>
<td>0.1116</td>
<td>0.0999</td>
<td>0.0986</td>
<td>0.1012</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.1090</td>
<td>0.1054</td>
<td>0.0943</td>
<td>0.0927</td>
<td>0.0959</td>
<td>0.0803</td>
<td>0.0678</td>
<td>0.0659</td>
<td>0.0696</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0777</td>
<td>0.0750</td>
<td>0.0622</td>
<td>0.0603</td>
<td>0.0641</td>
<td>0.0460</td>
<td>0.0314</td>
<td>0.0292</td>
<td>0.0335</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0108</td>
<td>0.0100</td>
<td>0.0089</td>
<td>0.0087</td>
<td>0.0090</td>
<td>0.0079</td>
<td>0.0076</td>
<td>0.0076</td>
<td>0.0076</td>
</tr>
<tr>
<td>$(60,5)$</td>
<td>1</td>
<td>0.3224</td>
<td>0.3115</td>
<td>0.3068</td>
<td>0.3061</td>
<td>0.3075</td>
<td>0.3009</td>
<td>0.2956</td>
<td>0.2948</td>
<td>0.2964</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.3187</td>
<td>0.3077</td>
<td>0.3027</td>
<td>0.3020</td>
<td>0.3035</td>
<td>0.2966</td>
<td>0.2911</td>
<td>0.2903</td>
<td>0.2919</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.2801</td>
<td>0.2684</td>
<td>0.2613</td>
<td>0.2603</td>
<td>0.2624</td>
<td>0.2523</td>
<td>0.2441</td>
<td>0.2429</td>
<td>0.2453</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0788</td>
<td>0.0724</td>
<td>0.0687</td>
<td>0.0682</td>
<td>0.0692</td>
<td>0.0641</td>
<td>0.0602</td>
<td>0.0596</td>
<td>0.0607</td>
</tr>
<tr>
<td>$(60,20)$</td>
<td>1</td>
<td>0.1346</td>
<td>0.1323</td>
<td>0.1272</td>
<td>0.1266</td>
<td>0.1277</td>
<td>0.1218</td>
<td>0.1164</td>
<td>0.1157</td>
<td>0.1170</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.1004</td>
<td>0.0985</td>
<td>0.0924</td>
<td>0.0917</td>
<td>0.0931</td>
<td>0.0860</td>
<td>0.0795</td>
<td>0.0788</td>
<td>0.0803</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0628</td>
<td>0.0616</td>
<td>0.0544</td>
<td>0.0536</td>
<td>0.0552</td>
<td>0.0467</td>
<td>0.0390</td>
<td>0.0381</td>
<td>0.0398</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0065</td>
<td>0.0062</td>
<td>0.0056</td>
<td>0.0055</td>
<td>0.0056</td>
<td>0.0050</td>
<td>0.0045</td>
<td>0.0045</td>
<td>0.0046</td>
</tr>
<tr>
<td>$T = 0.6$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(30,5)$</td>
<td>1</td>
<td>0.3043</td>
<td>0.2930</td>
<td>0.2868</td>
<td>0.2861</td>
<td>0.2875</td>
<td>0.2800</td>
<td>0.2730</td>
<td>0.2722</td>
<td>0.2738</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.2927</td>
<td>0.2812</td>
<td>0.2743</td>
<td>0.2735</td>
<td>0.2751</td>
<td>0.2667</td>
<td>0.2588</td>
<td>0.2579</td>
<td>0.2597</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.2491</td>
<td>0.2298</td>
<td>0.2194</td>
<td>0.2182</td>
<td>0.2206</td>
<td>0.2075</td>
<td>0.1952</td>
<td>0.1938</td>
<td>0.1951</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0588</td>
<td>0.0532</td>
<td>0.0486</td>
<td>0.0481</td>
<td>0.0491</td>
<td>0.0436</td>
<td>0.0388</td>
<td>0.0382</td>
<td>0.0393</td>
</tr>
<tr>
<td>$(30,10)$</td>
<td>1</td>
<td>0.1993</td>
<td>0.1937</td>
<td>0.1867</td>
<td>0.1859</td>
<td>0.1875</td>
<td>0.1791</td>
<td>0.1713</td>
<td>0.1705</td>
<td>0.1722</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.1592</td>
<td>0.1542</td>
<td>0.1453</td>
<td>0.1443</td>
<td>0.1463</td>
<td>0.1356</td>
<td>0.1256</td>
<td>0.1245</td>
<td>0.1268</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0977</td>
<td>0.0925</td>
<td>0.0835</td>
<td>0.0827</td>
<td>0.0846</td>
<td>0.0774</td>
<td>0.0682</td>
<td>0.0670</td>
<td>0.0674</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0143</td>
<td>0.0133</td>
<td>0.0111</td>
<td>0.0110</td>
<td>0.0113</td>
<td>0.0090</td>
<td>0.0072</td>
<td>0.0070</td>
<td>0.0074</td>
</tr>
<tr>
<td>$(60,5)$</td>
<td>1</td>
<td>0.3693</td>
<td>0.3600</td>
<td>0.3572</td>
<td>0.3569</td>
<td>0.3575</td>
<td>0.3541</td>
<td>0.3510</td>
<td>0.3507</td>
<td>0.3514</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.3675</td>
<td>0.3581</td>
<td>0.3552</td>
<td>0.3549</td>
<td>0.3556</td>
<td>0.3521</td>
<td>0.3502</td>
<td>0.3486</td>
<td>0.3493</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.3203</td>
<td>0.3092</td>
<td>0.3041</td>
<td>0.3035</td>
<td>0.3047</td>
<td>0.2985</td>
<td>0.2927</td>
<td>0.2921</td>
<td>0.2934</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.1028</td>
<td>0.0958</td>
<td>0.0927</td>
<td>0.0923</td>
<td>0.0930</td>
<td>0.0893</td>
<td>0.0860</td>
<td>0.0856</td>
<td>0.0864</td>
</tr>
<tr>
<td>$(60,20)$</td>
<td>1</td>
<td>0.1935</td>
<td>0.1907</td>
<td>0.1871</td>
<td>0.1867</td>
<td>0.1875</td>
<td>0.1833</td>
<td>0.1796</td>
<td>0.1792</td>
<td>0.1800</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.1484</td>
<td>0.1459</td>
<td>0.1412</td>
<td>0.1406</td>
<td>0.1417</td>
<td>0.1363</td>
<td>0.1313</td>
<td>0.1307</td>
<td>0.1319</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0962</td>
<td>0.0943</td>
<td>0.0882</td>
<td>0.0875</td>
<td>0.0889</td>
<td>0.0817</td>
<td>0.0752</td>
<td>0.0745</td>
<td>0.0759</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0101</td>
<td>0.0097</td>
<td>0.0086</td>
<td>0.0085</td>
<td>0.0088</td>
<td>0.0076</td>
<td>0.0066</td>
<td>0.0065</td>
<td>0.0067</td>
</tr>
</tbody>
</table>
Table 2. Average values of MSE of the different estimates of the reliability function for $b = 0.5$ under different censoring schemes.

<table>
<thead>
<tr>
<th>$(n, m)$</th>
<th>Sch</th>
<th>$\hat{R}_{ML}$</th>
<th>$\hat{R}_{BS}$</th>
<th>$\hat{R}_{ERS1}$</th>
<th>$\hat{R}_{ERS2}$</th>
<th>$\hat{R}_{ERS3}$</th>
<th>$\hat{R}_{BL}$</th>
<th>$\hat{R}_{EBL1}$</th>
<th>$\hat{R}_{EBL2}$</th>
<th>$\hat{R}_{EBL3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(30, 5)$</td>
<td>1</td>
<td>0.0123</td>
<td>0.0115</td>
<td>0.0105</td>
<td>0.0104</td>
<td>0.0106</td>
<td>0.0123</td>
<td>0.0114</td>
<td>0.0113</td>
<td>0.0101</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0114</td>
<td>0.0106</td>
<td>0.0097</td>
<td>0.0095</td>
<td>0.0098</td>
<td>0.0115</td>
<td>0.0105</td>
<td>0.0104</td>
<td>0.0091</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0078</td>
<td>0.0073</td>
<td>0.0063</td>
<td>0.0062</td>
<td>0.0064</td>
<td>0.0082</td>
<td>0.0072</td>
<td>0.0071</td>
<td>0.0060</td>
</tr>
<tr>
<td>$(30, 10)$</td>
<td>1</td>
<td>0.0049</td>
<td>0.0048</td>
<td>0.0044</td>
<td>0.0043</td>
<td>0.0044</td>
<td>0.0052</td>
<td>0.0048</td>
<td>0.0047</td>
<td>0.0043</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0034</td>
<td>0.0033</td>
<td>0.0030</td>
<td>0.0029</td>
<td>0.0030</td>
<td>0.0037</td>
<td>0.0033</td>
<td>0.0032</td>
<td>0.0028</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0021</td>
<td>0.0020</td>
<td>0.0018</td>
<td>0.0017</td>
<td>0.0018</td>
<td>0.0023</td>
<td>0.0020</td>
<td>0.0020</td>
<td>0.0015</td>
</tr>
<tr>
<td>$(60, 5)$</td>
<td>1</td>
<td>0.0225</td>
<td>0.0212</td>
<td>0.0205</td>
<td>0.0204</td>
<td>0.0206</td>
<td>0.0218</td>
<td>0.0212</td>
<td>0.0211</td>
<td>0.0200</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0220</td>
<td>0.0206</td>
<td>0.0199</td>
<td>0.0198</td>
<td>0.0200</td>
<td>0.0213</td>
<td>0.0206</td>
<td>0.0205</td>
<td>0.0195</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0166</td>
<td>0.0154</td>
<td>0.0146</td>
<td>0.0145</td>
<td>0.0147</td>
<td>0.0163</td>
<td>0.0155</td>
<td>0.0153</td>
<td>0.0143</td>
</tr>
<tr>
<td>$(60, 20)$</td>
<td>1</td>
<td>0.0041</td>
<td>0.0041</td>
<td>0.0038</td>
<td>0.0038</td>
<td>0.0039</td>
<td>0.0043</td>
<td>0.0041</td>
<td>0.0040</td>
<td>0.0034</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0025</td>
<td>0.0025</td>
<td>0.0023</td>
<td>0.0023</td>
<td>0.0023</td>
<td>0.0027</td>
<td>0.0025</td>
<td>0.0024</td>
<td>0.0022</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0012</td>
<td>0.0012</td>
<td>0.0011</td>
<td>0.0011</td>
<td>0.0011</td>
<td>0.0014</td>
<td>0.0012</td>
<td>0.0012</td>
<td>0.0010</td>
</tr>
<tr>
<td>$(30, 5)$</td>
<td>1</td>
<td>0.0200</td>
<td>0.0187</td>
<td>0.0179</td>
<td>0.0179</td>
<td>0.0180</td>
<td>0.0194</td>
<td>0.0187</td>
<td>0.0186</td>
<td>0.0160</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0184</td>
<td>0.0172</td>
<td>0.0163</td>
<td>0.0163</td>
<td>0.0164</td>
<td>0.0179</td>
<td>0.0171</td>
<td>0.0170</td>
<td>0.0155</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0121</td>
<td>0.0112</td>
<td>0.0102</td>
<td>0.0101</td>
<td>0.0104</td>
<td>0.0121</td>
<td>0.0112</td>
<td>0.0111</td>
<td>0.0100</td>
</tr>
<tr>
<td>$(30, 10)$</td>
<td>1</td>
<td>0.0085</td>
<td>0.0082</td>
<td>0.0077</td>
<td>0.0077</td>
<td>0.0076</td>
<td>0.0087</td>
<td>0.0082</td>
<td>0.0081</td>
<td>0.0074</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0054</td>
<td>0.0052</td>
<td>0.0047</td>
<td>0.0047</td>
<td>0.0048</td>
<td>0.0057</td>
<td>0.0052</td>
<td>0.0051</td>
<td>0.0044</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0028</td>
<td>0.0027</td>
<td>0.0023</td>
<td>0.0022</td>
<td>0.0023</td>
<td>0.0031</td>
<td>0.0027</td>
<td>0.0026</td>
<td>0.0020</td>
</tr>
<tr>
<td>$(60, 5)$</td>
<td>1</td>
<td>0.0303</td>
<td>0.0289</td>
<td>0.0284</td>
<td>0.0284</td>
<td>0.0285</td>
<td>0.0293</td>
<td>0.0289</td>
<td>0.0288</td>
<td>0.0282</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0300</td>
<td>0.0285</td>
<td>0.0280</td>
<td>0.0280</td>
<td>0.0281</td>
<td>0.0290</td>
<td>0.0285</td>
<td>0.0285</td>
<td>0.0278</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0221</td>
<td>0.0207</td>
<td>0.0200</td>
<td>0.0199</td>
<td>0.0201</td>
<td>0.0214</td>
<td>0.0207</td>
<td>0.0206</td>
<td>0.0198</td>
</tr>
<tr>
<td>$(60, 20)$</td>
<td>1</td>
<td>0.0078</td>
<td>0.0077</td>
<td>0.0074</td>
<td>0.0074</td>
<td>0.0074</td>
<td>0.0079</td>
<td>0.0076</td>
<td>0.0076</td>
<td>0.0070</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0045</td>
<td>0.0045</td>
<td>0.0042</td>
<td>0.0042</td>
<td>0.0042</td>
<td>0.0047</td>
<td>0.0044</td>
<td>0.0044</td>
<td>0.0040</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0019</td>
<td>0.0019</td>
<td>0.0017</td>
<td>0.0017</td>
<td>0.0017</td>
<td>0.0021</td>
<td>0.0019</td>
<td>0.0019</td>
<td>0.0015</td>
</tr>
</tbody>
</table>
Table 3. Average values of bias (first row) and MSE (second row) of the different estimates for $b = 1.5$ under different censoring schemes.

<table>
<thead>
<tr>
<th>$(n,m)$</th>
<th>Sch</th>
<th>$b_{HL}$</th>
<th>$b_{RS}$</th>
<th>$b_{EBS1}$</th>
<th>$b_{EBS2}$</th>
<th>$b_{EBS3}$</th>
<th>$b_{BL}$</th>
<th>$b_{EBL1}$</th>
<th>$b_{EBL2}$</th>
<th>$b_{EBL3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$T = 0.2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(30,5)</td>
<td>1</td>
<td>0.9555</td>
<td>0.9071</td>
<td>0.8972</td>
<td>0.8896</td>
<td>0.9048</td>
<td>0.7845</td>
<td>0.7694</td>
<td>0.7578</td>
<td>0.7809</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.9227</td>
<td>0.8329</td>
<td>0.8159</td>
<td>0.8029</td>
<td>0.8289</td>
<td>0.6405</td>
<td>0.6199</td>
<td>0.6045</td>
<td>0.6356</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.9253</td>
<td>0.8758</td>
<td>0.8649</td>
<td>0.8565</td>
<td>0.8732</td>
<td>0.7401</td>
<td>0.7233</td>
<td>0.7104</td>
<td>0.7361</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(30,10)</td>
<td>1</td>
<td>0.8635</td>
<td>0.7745</td>
<td>0.7561</td>
<td>0.7422</td>
<td>0.7702</td>
<td>0.5660</td>
<td>0.5435</td>
<td>0.5267</td>
<td>0.5607</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.7540</td>
<td>0.7020</td>
<td>0.6843</td>
<td>0.6707</td>
<td>0.6979</td>
<td>0.4654</td>
<td>0.4339</td>
<td>0.4100</td>
<td>0.4578</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.5721</td>
<td>0.4963</td>
<td>0.4720</td>
<td>0.4539</td>
<td>0.4905</td>
<td>0.2267</td>
<td>0.1997</td>
<td>0.1806</td>
<td>0.2200</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T = 0.5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(30,5)</td>
<td>1</td>
<td>0.6448</td>
<td>0.6192</td>
<td>0.6077</td>
<td>0.5989</td>
<td>0.6166</td>
<td>0.4849</td>
<td>0.4693</td>
<td>0.4573</td>
<td>0.4813</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.4334</td>
<td>0.4006</td>
<td>0.3874</td>
<td>0.3775</td>
<td>0.3975</td>
<td>0.2659</td>
<td>0.2530</td>
<td>0.2434</td>
<td>0.2628</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.5182</td>
<td>0.4946</td>
<td>0.4797</td>
<td>0.4682</td>
<td>0.4911</td>
<td>0.3163</td>
<td>0.2951</td>
<td>0.2789</td>
<td>0.3113</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(30,10)</td>
<td>1</td>
<td>1.0495</td>
<td>1.0048</td>
<td>0.9980</td>
<td>0.9927</td>
<td>1.0032</td>
<td>0.9240</td>
<td>0.9145</td>
<td>0.9072</td>
<td>0.9218</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.8927</td>
<td>0.8582</td>
<td>0.8445</td>
<td>0.8242</td>
<td>0.8549</td>
<td>0.6156</td>
<td>0.6079</td>
<td>0.6079</td>
<td>0.6329</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.3710</td>
<td>0.3517</td>
<td>0.3323</td>
<td>0.3174</td>
<td>0.3472</td>
<td>0.1128</td>
<td>0.0837</td>
<td>0.0614</td>
<td>0.1060</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(60,5)</td>
<td>1</td>
<td>1.0874</td>
<td>1.0453</td>
<td>1.0394</td>
<td>1.0349</td>
<td>1.0440</td>
<td>0.9240</td>
<td>0.9145</td>
<td>0.9072</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.1027</td>
<td>1.0624</td>
<td>1.0502</td>
<td>1.0449</td>
<td>1.0504</td>
<td>0.9240</td>
<td>0.9145</td>
<td>0.9072</td>
<td>0.9218</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.9780</td>
<td>0.9297</td>
<td>0.9082</td>
<td>0.8935</td>
<td>0.9276</td>
<td>0.8220</td>
<td>0.8091</td>
<td>0.7992</td>
<td>0.8190</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(60,20)</td>
<td>1</td>
<td>0.6286</td>
<td>0.6154</td>
<td>0.6096</td>
<td>0.6051</td>
<td>0.6141</td>
<td>0.5526</td>
<td>0.5459</td>
<td>0.5407</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.4871</td>
<td>0.4752</td>
<td>0.4674</td>
<td>0.4614</td>
<td>0.4735</td>
<td>0.3901</td>
<td>0.3809</td>
<td>0.3738</td>
<td>0.3880</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.2449</td>
<td>0.2333</td>
<td>0.2262</td>
<td>0.2208</td>
<td>0.2317</td>
<td>0.1585</td>
<td>0.1507</td>
<td>0.1507</td>
<td>0.1610</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(60,5)</td>
<td>1</td>
<td>0.8827</td>
<td>0.8550</td>
<td>0.8488</td>
<td>0.8440</td>
<td>0.8536</td>
<td>0.7853</td>
<td>0.7775</td>
<td>0.7715</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.7915</td>
<td>0.7467</td>
<td>0.7369</td>
<td>0.7294</td>
<td>0.7444</td>
<td>0.6436</td>
<td>0.6331</td>
<td>0.6230</td>
<td>0.6412</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.5701</td>
<td>0.5301</td>
<td>0.5178</td>
<td>0.5083</td>
<td>0.5273</td>
<td>0.3983</td>
<td>0.3847</td>
<td>0.3744</td>
<td>0.3952</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(60,20)</td>
<td>1</td>
<td>0.1077</td>
<td>0.1017</td>
<td>0.0955</td>
<td>0.0908</td>
<td>0.1003</td>
<td>0.0453</td>
<td>0.0408</td>
<td>0.0376</td>
</tr>
</tbody>
</table>

Table 4. Average values of MSE of the different estimates of the reliability function for \( b = 1.5 \) under different censoring schemes.

<table>
<thead>
<tr>
<th>((n,m))</th>
<th>Sch</th>
<th>(\hat{R}_{ML})</th>
<th>(\hat{R}_{BS})</th>
<th>(\hat{R}_{EBS1})</th>
<th>(\hat{R}_{EBS2})</th>
<th>(\hat{R}_{EBS3})</th>
<th>(\hat{R}_{BL})</th>
<th>(\hat{R}_{EBL1})</th>
<th>(\hat{R}_{EBL2})</th>
<th>(\hat{R}_{EBL3})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(30,5)</td>
<td>1</td>
<td>0.0955</td>
<td>0.0875</td>
<td>0.0855</td>
<td>0.0839</td>
<td>0.0871</td>
<td>0.0951</td>
<td>0.0931</td>
<td>0.0916</td>
<td>0.0825</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0875</td>
<td>0.0802</td>
<td>0.0780</td>
<td>0.0764</td>
<td>0.0797</td>
<td>0.0880</td>
<td>0.0859</td>
<td>0.0843</td>
<td>0.0773</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0521</td>
<td>0.0483</td>
<td>0.0458</td>
<td>0.0439</td>
<td>0.0477</td>
<td>0.0567</td>
<td>0.0542</td>
<td>0.0523</td>
<td>0.0437</td>
</tr>
<tr>
<td>(30,10)</td>
<td>1</td>
<td>0.0380</td>
<td>0.0369</td>
<td>0.0356</td>
<td>0.0347</td>
<td>0.0366</td>
<td>0.0413</td>
<td>0.0400</td>
<td>0.0390</td>
<td>0.0336</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0230</td>
<td>0.0229</td>
<td>0.0217</td>
<td>0.0207</td>
<td>0.0226</td>
<td>0.0269</td>
<td>0.0256</td>
<td>0.0246</td>
<td>0.0206</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0110</td>
<td>0.0116</td>
<td>0.0106</td>
<td>0.0098</td>
<td>0.0114</td>
<td>0.0149</td>
<td>0.0137</td>
<td>0.0129</td>
<td>0.0104</td>
</tr>
<tr>
<td>(60,5)</td>
<td>1</td>
<td>0.1338</td>
<td>0.1238</td>
<td>0.1222</td>
<td>0.1210</td>
<td>0.1234</td>
<td>0.1300</td>
<td>0.1285</td>
<td>0.1273</td>
<td>0.1204</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.1352</td>
<td>0.1250</td>
<td>0.1235</td>
<td>0.1223</td>
<td>0.1247</td>
<td>0.1312</td>
<td>0.1297</td>
<td>0.1286</td>
<td>0.1200</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0995</td>
<td>0.0911</td>
<td>0.0891</td>
<td>0.0875</td>
<td>0.0906</td>
<td>0.0987</td>
<td>0.0967</td>
<td>0.0952</td>
<td>0.0866</td>
</tr>
<tr>
<td>(60,20)</td>
<td>1</td>
<td>0.0346</td>
<td>0.0342</td>
<td>0.0335</td>
<td>0.0330</td>
<td>0.0340</td>
<td>0.0365</td>
<td>0.0358</td>
<td>0.0352</td>
<td>0.0320</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0193</td>
<td>0.0194</td>
<td>0.0188</td>
<td>0.0183</td>
<td>0.0192</td>
<td>0.0214</td>
<td>0.0207</td>
<td>0.0202</td>
<td>0.0182</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0077</td>
<td>0.0081</td>
<td>0.0076</td>
<td>0.0073</td>
<td>0.0080</td>
<td>0.0096</td>
<td>0.0091</td>
<td>0.0087</td>
<td>0.0071</td>
</tr>
</tbody>
</table>

\( T = 0.2 \)

\( T = 0.5 \)
Figure 1. Posterior and E-posterior risk under SE and LINEX loss functions for \( b = 0.5 \) and \( n = 60 \).

7. Real data analysis

In this section we analyze a real data set given by Lawless [33]. These data represent the time to breakdown of an insulating fluid between electrodes at a voltage of 34 k.v. Zimmer et al. [34], showed that the Burr type-XII distribution is suitable to fit these data. The original data set consists of 19 observations. We used the maximum likelihood method to obtain the estimates of the parameters \( a \) and \( b \) from the complete data set. The MLEs of \( a \) and \( b \) are 1.7379 and 0.2936, respectively. Mahmoud et al. [8], used these data to generate two adaptive progressively censored samples by considering \( m = 10, T = 6, 9 \) and \( R = \{3, 0, 0, 3, 0, 0, 0\} \). The generated samples are

<table>
<thead>
<tr>
<th>Sample 1 (( T = 6 ))</th>
<th>0.19</th>
<th>0.78</th>
<th>0.96</th>
<th>1.31</th>
<th>2.87</th>
<th>4.15</th>
<th>4.85</th>
<th>6.5</th>
<th>36.71</th>
<th>72.89</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample 2 (( T = 9 ))</td>
<td>0.19</td>
<td>0.78</td>
<td>0.96</td>
<td>1.31</td>
<td>2.87</td>
<td>3.16</td>
<td>4.85</td>
<td>8.27</td>
<td>12.06</td>
<td>72.89</td>
</tr>
</tbody>
</table>

These data are also analyzed by Nassar et al. [12]. Here, we assume that the parameter \( a \) is known and equal to 1.7379 and use the two adaptive progressively hybrid censored samples to estimate the unknown parameter \( b \). To compute the Bayesian and E-Bayesian estimates, we consider the case of noninformative priors by choosing the hyperparameters to be \( b \sim \text{gamma}(0.01, 0.01) \).

The MLE, Bayesian and E-Bayesian estimates of the parameter \( b \) are obtained and displayed in Table 5. The Bayesian and E-Bayesian risk are also obtained and presented in Table 5. From the
observation matrix we obtain the variance of the MLE of \( b \). From Table 5, it is observed that the \( \hat{b}_{EBS2} \) under SE and \( \hat{b}_{EBL2} \) under LINEX loss function are closer to the true value of \( b \) more than the other estimates. Also, the E-Bayesian risk using the prior distribution 3 under SE and LINEX loss functions has the minimum risk among all the other priors. These results coincide with the results discussed before in the simulation section. Table 6 shows the different estimates of the reliability function by considering different values of \( x \). Comparing the different estimates of the reliability function given in Table 6, we can conclude that the estimates based on prior distribution 2 under SE and LINEX loss function are closer to the true value of the reliability function that is based on the parameter values obtained from the complete sample.

**Table 5.** MLE, Bayesian and E-Bayesian estimates of \( b \) (first row) and variance, posterior risk and E-posterior risk (second row) for the real data.

<table>
<thead>
<tr>
<th>Sample</th>
<th>( \hat{b}_{ML} )</th>
<th>( \hat{b}_{BS} )</th>
<th>( \hat{b}_{EBS1} )</th>
<th>( \hat{b}_{EBS2} )</th>
<th>( \hat{b}_{EBS3} )</th>
<th>( \hat{b}_{BL} )</th>
<th>( \hat{b}_{EBL1} )</th>
<th>( \hat{b}_{EBL2} )</th>
<th>( \hat{b}_{EBL3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample 1 ( (T = 6) )</td>
<td>0.18258</td>
<td>0.18273</td>
<td>0.18667</td>
<td>0.19066</td>
<td>0.18268</td>
<td>0.18357</td>
<td>0.18748</td>
<td>0.19150</td>
<td>0.18345</td>
</tr>
<tr>
<td></td>
<td>0.00333</td>
<td>0.00334</td>
<td>0.00320</td>
<td>0.00334</td>
<td>0.00306</td>
<td>0.00042</td>
<td>0.00040</td>
<td>0.00042</td>
<td>0.00038</td>
</tr>
<tr>
<td>Sample 2 ( (T = 9) )</td>
<td>0.18931</td>
<td>0.18946</td>
<td>0.19070</td>
<td>0.19569</td>
<td>0.18570</td>
<td>0.19036</td>
<td>0.19154</td>
<td>0.19658</td>
<td>0.18649</td>
</tr>
<tr>
<td></td>
<td>0.00333</td>
<td>0.00359</td>
<td>0.00334</td>
<td>0.00352</td>
<td>0.00317</td>
<td>0.00045</td>
<td>0.00042</td>
<td>0.00044</td>
<td>0.00040</td>
</tr>
</tbody>
</table>

**Table 6.** MLE, Bayesian and E-Bayesian estimates of reliability function for the real data.

<table>
<thead>
<tr>
<th>Sample</th>
<th>( x )</th>
<th>( \hat{R}_{ML} )</th>
<th>( \hat{R}_{BS} )</th>
<th>( \hat{R}_{EBS1} )</th>
<th>( \hat{R}_{EBS2} )</th>
<th>( \hat{R}_{EBS3} )</th>
<th>( \hat{R}_{BL} )</th>
<th>( \hat{R}_{EBL1} )</th>
<th>( \hat{R}_{EBL2} )</th>
<th>( \hat{R}_{EBL3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample 1 ( (T = 6) )</td>
<td>1</td>
<td>0.8811</td>
<td>0.8817</td>
<td>0.8793</td>
<td>0.8769</td>
<td>0.8817</td>
<td>0.8820</td>
<td>0.8796</td>
<td>0.8772</td>
<td>0.8820</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.4800</td>
<td>0.4922</td>
<td>0.4842</td>
<td>0.4769</td>
<td>0.4914</td>
<td>0.4951</td>
<td>0.4869</td>
<td>0.4797</td>
<td>0.4941</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.2889</td>
<td>0.3100</td>
<td>0.3013</td>
<td>0.2940</td>
<td>0.3086</td>
<td>0.3131</td>
<td>0.3042</td>
<td>0.2968</td>
<td>0.3115</td>
</tr>
<tr>
<td>Sample 2 ( (T = 9) )</td>
<td>1</td>
<td>0.8770</td>
<td>0.8777</td>
<td>0.8769</td>
<td>0.8739</td>
<td>0.8799</td>
<td>0.8780</td>
<td>0.8770</td>
<td>0.8739</td>
<td>0.8802</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.4672</td>
<td>0.4800</td>
<td>0.4770</td>
<td>0.4681</td>
<td>0.4859</td>
<td>0.4830</td>
<td>0.4797</td>
<td>0.4708</td>
<td>0.4886</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.2760</td>
<td>0.2976</td>
<td>0.2941</td>
<td>0.2852</td>
<td>0.3031</td>
<td>0.3008</td>
<td>0.2970</td>
<td>0.2881</td>
<td>0.3059</td>
</tr>
</tbody>
</table>

8. Conclusions

In this paper we have investigated the E-Bayesian estimation of the parameter and the reliability function of the Burr type-XII distribution based on A-II PHCS. The E-Bayesian estimation is considered by using three different prior distributions under two loss functions, namely the SE and LINEX loss functions. The properties of the E-Bayesian estimation as well as the E-posterior risk are also derived. We compared the performance of the E-Bayesian estimation with the maximum likelihood and Bayesian estimators via an extensive simulation study. The simulation results revealed that the E-Bayesian estimation perform better than the maximum likelihood and Bayesian estimators in terms of minimum biases and MSEs. Moreover, we analyzed one real data set for illustration purpose and the results are coincide with those in the simulation section. As a future work, the E-Bayesian estimation for the Burr type-XII distribution under A-II PHCS is still an open problem when the two parameters are unknown. Another future work is to obtain the E-Bayesian estimates for the parameters of the Burr type-XII distribution under A-II PHCS using different prior distributions for the hyper-parameters.
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