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Abstract: This work provides rigorous verification of the super-smoothing effect of higher-order
fractional Laplacian dissipation. Shang and Zhao (2017) have proved the global regularity of classical
solutions of the 2D incompressible magneto-micropolar equations with linear velocity damping u,
microrotational dissipation (—A)w, and magnetic diffusion (—~A)’b,8 > 1. This paper is devoted to
further investigating the large-time behavior of global smooth solutions of the system with 1 < g < %
We apply the negative Sobolev space to overcome the difficulty caused by fractional-order dissipation
and establish fot IVb(7)||;2dT < C. Furthermore, by fully exploiting the special structure of the system
and combining the properties of a heat operator with the generalized Fourier splitting methods, we

obtain the decay rates of the solutions and their first-order derivatives for 1 < p < %

Keywords: magneto-micropolar equations; decay rates; fractional magnetic dissipation; linear
velocity damping; Hardy-Littlewood-Sobolev inequality

1. Introduction

The magneto-micropolar equations illustrates the motion of electrically conductive micropolar
fluids in the presence of a magnetic field. The 3D magneto-micropolar equations with fractional
dissipation can be represented as

ou+ (u-Vyu+ (u +)()A2“u =-Vn+ b -V)b+ 2V X w,

Ow+ - Vw—AVV - w + 4yw + kA”w = 2V X u,
Ob+w-V)b+vA*Pb=(b-Vu, (1.1)
V-u=0, V-b=0,

(u, , b)(x, 0) = (uo(x), wo(x), bo(x),
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where x € R and ¢ > 0. The vectors u(x, 1), b(x,t), and w(x, t) denote the velocity of the fluid, the
magnetic field, and the micro-rotational velocity, respectively. The scalars n(x,7) denote the
hydrostatic pressure. The positive parameters u, y, and % are, respectively, the kinematic viscosity,
vortex viscosity, and magnetic Reynolds number. «, « and A are angular viscosities. Here, A = (—A)%,
for o > 0, the fractional Laplacian operator A” is defined by the Fourier transform

ATg(&) = |7 8(9).

Standard Laplacian dissipation A> = (—=A) describes a local, classical diffusion process. Higher-order
fractional dissipation A” = (=A)Z,o > 2 describes a non-local, long-range anomalous diffusion
process [1]. The fractional Laplacian operator serves as a powerful mathematical model to describe or
approximate certain complex physical processes, such as simulating plasmas with long-range
interactions, flow in porous media, and representing hyperviscosity in turbulence modeling [2, 3]. In
partial, if o = 0, we define A“(g) = g. Whena = y = g8 = 1, (1.1) becomes the classical
magneto-micropolar equation with standard Laplacian operator dissipation.

Due to their rich phenomena, significant physical relevance, and mathematical complexity,
magneto-micropolar equation (1.1) have attracted considerable attention from physicists and
mathematicians. In 1974, Ahmadi and Shahinpoor [4] proposed the magneto-micropolar equations.
In physics, the motion of aggregates of small, solid, ferromagnetic particles in viscous magnetic fluids
can be described by the magneto-micropolar equations [5, 6]. In bioengineering, magneto-micropolar
fluids can be employed to model the application of magnetic tracers in blood flow [7,8]. On the one
hand, for the blow-up criteria of smooth solutions to the Cauchy problem of the Eq (1.1), we refer
to [9-11], and for regularity criteria of weak solutions of (1.1), we refer to [12, 13]; on the other hand,
for large-time behavior of solutions to the Cauchy problem of (1.1), we refer to [14—16]. Recently,
Zhai et al. [17] proved the stability for the 3D compressible magneto-micropolar equations with only
velocity dissipation (i.e.u, y >, @ = 1,k = v = 0) near a background magnetic field on T°.

When we set u = (uy,uy,0), b = (b,b,0), w = (0,0,w), (1.1) becomes the 2D
magneto-micropolar equations

O+ (u-Vyu+ W+ A u=-Vo+b-V)b+ 2V X w,

Ow + (- V)w + dyw + kAP w = 2V X u,

b+ (w-V)b+vA*b=(b-V)u, (1.2)
V.u=0, V-b=0,

(u, w, b)(x, 0) = (up(x), wo(x), bo(x).

If the magnetic field b = 0, then (1.2) reduces to the micropolar fluid system. Dong and Zhang [18]
and Dong et al. [19] established the global existence and uniqueness of classical solutions to the 2D
micropolar equation (1.2) with only velocity dissipation and with only angular velocity dissipation,
respectively. Let w, y = 0; then (1.2) reduces to the incompressible magnetohydrodynamic (MHD)
equations. Cao et al. [20] and Jiu and Zhao [21] independently presented the global regularity of
classical solutions to the 2D MHD equation (1.2) with only magnetic diffusion u, ¥ = 0,v > 0,8 > 1.
Dong et al. [22] proved that the 2D MHD equations with (-A)*u,a > 0,0.:,b1,011b, have a unique
global smooth solution and obtained optimal large-time decay rates when the initial data is sufficiently
smooth. Liu and Zhang [23] established the linear stability of the 2D MHD equation (1.2) with u, y =
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0,v > 0,8 = 1 when the magnetic field is close to the equilibrium state e, = (0, 1) in the periodic
domain T?. From the papers [20-23], we find that it is difficult to obtain the global smooth solution
and the nonlinear stability of the 2D MHD equation (1.2) with only magnetic diffusion u, y = 0,v >
0,8 = 1. Because of the similar structure of the 2D MHD equations and the 2D magneto-micropolar
equations, it is difficult to prove the global regularity and the large-time behavior of solutions for (1.2)
with , ¥y = 0,4, v> 0,y =8=1.

This paper considers the well-posedness to the Cauchy problem of 2D magneto-micropolar equation
(1.2). For the full dissipation case u, x, k, v > 0 of the 2D magneto-micropolar equation (1.2), the
literature [24,25] proved the global existence and uniqueness of classical solutions. Later, the system
(1.2) with partial dissipation and fractional dissipation has also made many important advancements
(see, e.g., [26-28]). Especially, Shang and Wu [29] established the global smooth solutions for three
types of 2D magneto-micropolar fluid equations with y, y > 0,k =v =0, = 2, and w, y,k,v > 0, @ >
0,6=1,y=1,andp, x,v>0,k=0,1 <a<2,0<B<1,a+p > 2, respectively. Shang-Zhao [26]
established a regularity criterion for the 2D system without velocity dissipation for u = y = 0,«,v >
0, =0,8=1,y =1 and the global regularity fory = y = 0,x,v >0, =0,> 1,y = 1.

For the large-time behavior of the 2D magneto-micropolar equation (1.2), there has been some
research such as [30-32]. For the 2D and 3D magneto-micropolar equations with u, y > 0, @ = 1, and
k = v = 0, Wu and Zhang [33] proved that L?>-norms of the fluid velocity and micro-rotational velocity
decay to zero, and L?>-norms of the magnetic field converge to a non-negative constant as t — oo by
applying the Fourier splitting method. Recently, Shang and Gu [34] established the decay estimates of
small solutions to 2D magneto-micropolar equation (1.2) with u, y,k,v > 0, = 0,y = 1,8 = 1. They
also obtained the global existence of classical solution for 2D magneto-micropolar equation (1.2) with
wx,v>0,a =1,«=0,0,b,0,b, for small initial data. Shang and Gu [35] improved the the decay
rates of solutions to 2D magneto-micropolar equation (1.2) with u, y,k,v > 0, =0,y = 1,8 =1 and
derived the optimal decay estimate for ||b||;~. Subsequently, Ye et al. [36] further improved the optimal
time rates of weak solutions for the system in [35].

Motivated by [20, 21, 23,26, 34-36], when higher-order fractional magnetic dissipation that takes
the place of the standard Laplacian operator is introduced into the magneto-micropolar fluid model
and the MHD equations, it describes a physical system in which magnetic field perturbations can be
rapidly smoothed and dissipated in a non-local, long-range jumping manner. Moreover, it has a “super-
smoothing” effect that enhances the overall stability of the system. This paper intends to present a
rigorous mathematic theory to verify the physical smoothness effect of higher-order fractional magnetic
dissipation in terms of the 2D magneto-micropolar equations. Shang and Zhao [26] have proved the
global regularity of the magneto-micropolar equation (1.2) in the case u, y, k,v > 0, =0,y = 1,5 > 1;
moreover, our goal is to further investigate the large time behavior of the magneto-micropolar equations

ou+Wwu+xy)u+w-Vu+Vo=0b-V)b+2xV X w,

0w — kKAw + 4yw + (u - Viw = 2¢V X u,

8b +v(=AYb+ (u-V)b = (b-Vu, (1.3)
V-u=0, V-b=0,

u(x,0) = up(x), w(x,0)=wy(x), blx,0)=byx).
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2. Preliminaries

To prove the essential auxiliary estimates, we firstly recall the Hardy-Littlewood-Sobolev inequality
for fractional integration (see [37]), where A = (—A)% denotes the Zygmund operator.

Lemma 2.1. Let0<k<dand1<p<q<oowith§+é:%. Then

—k
AT fllrway < CllfllLaqray-

Next, we recall the following classic L”-L? estimate for the heat operator.

Lemma 2.2. (Schonbek [38]) Leta >0, 1 < p < g < 0o, and m > 0. For any t > 0, we have

3. Main result

The precise result is stated in the following theorem.

Theorem 3.1. Let 1 < B < 2, and suppose (ug, wy) € H'(R?) and by € L'(R*) N H'(R?) for 1 < p < %
such thatV -uy =V - by = 0. Let (u, w, b) be a global solution to the system (1.3), and
4 2
K> X
p+x
Then for any t > 0, we have the following decay upper bounds of decay rates:
3
lullzgee) + lollzee < CCL+ HE0, 0<e< 2 (3.1)
IBll 22y < C(1 + 17572, 3.2)
IVull 2@ + IVoollzge < C(1 + 1)y 30 (3.3)
VBl 22y < C(1+ 1), (3.4)

Remark 3.1. When we replace 1 < p < % with 1 < p < 2, the results of Theorem 3.1 also hold to the
system (1.3) with B = 1. And it is worth noting that it contains the results in [34, 35].

Remark 3.2. We require by € LP(R>) N H'(R?) for 1 < p < % Mathematically, this implies that the
system possesses finite total magnetic energy at the initial time, improves integrability properties, and
provides the foundation for energy estimates. Physically, this formulation eliminates extreme situations
where the initial magnetic field exhibits highly concentrated energy at singular points, prohibiting
exceedingly singular “hot spots” or “current sheets” in the initial magnetic field. When combined
with higher-order fractional dissipation —(AYb,B > 1 in the magnetic field, we observe that a milder
initial state coupled with a stronger dissipation mechanism together ensures the system’s stability.

Remark 3.3. Because the velocity equations of the compressible magneto-micropolar fluid system
are non-strictly hyperbolic in the absence of dissipation, their eigenvalues may coincide, leading to
potential resonance of linear waves that can strengthen nonlinear effects. Furthermore, the pressure
term is linked to the density through an equation of state, which increases the nonlinearity of the system.
Mathematically, these factors make stability analysis considerably more challenging. This represents
a worthwhile research problem, and we will continue to explore it in the future.
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4. The proof of Theorem 3.1

We remark that the decay rates on the system (1.3) are not trivial. Because of the momentum
equation without kinematic viscosity dissipation and the magnetic field equation with fractional
dissipation, the classic Schonbek’s Fourier splitting methods [39], which rely on dissipation and
Kato’s methods [40], which are based on the L7 — L estimates of a heat semigroup that cannot apply
directly. In order to overcome the main difficulty, we first need to obtain the auxiliary decay rates of
|(Vu, Vb, Vw)||;2. However, due to the index § > 1, the term fot |[VH(1)||;2dT cannot be obtained by
energy estimates. Fortunately, applying the negative Sobolev space, we can deduce that

t
IA b7, + Vf IAb(T)|I7.dT < C, (4.1)
0

but it is necessary to restrict 1 < 8 < % in order to make the above result hold. With the aid of the
above estimates, we first derive

1
|(Vu, Vb, Vo)|l;2 < C(1 +1)"2.
Furthermore, we also obtain auxiliary estimates
_2
lull 22y + llwll 2@y < C(1 +1)73

and the sharp estimate

_1le1_ 1
1Bl 2@2) < C(1 + )56

with the aid of the properties of a heat operator.
By the generalized Fourier splitting methods, we derive the improved decay rates

IVull 22y + IVl 22y + IVBll2g2y) < C(1 + 1) B0
and the optimal upper bounds

9 0<e<

NS RVS)

_ L
lull2®2) + llwll 22y < C(1+ 1)
Ultimately, we apply the implicit decay estimate
! 2
f(l + )" (I, + IVolZ, + 1A% jli7)dr < C(1 + 1" 7
0
and obtain the decay rates

_ 1 _28-pB+2
IVull 2@y + IVl 2gey < C(1 + 1) 5720500,
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4.1. The priori estimates

We now show the L’-estimate for the solutions to the system (2.1). The result is stated in the
following proposition.

Proposition 4.1. Let (1, wo, by) € L>(R?). Then, any t > 0, (u, w, b) of the system (1.3) satisfies
! !
lull2, + llwll?, + 116117, + 20f0 \lull.dt + 8)(f0 lwll?,dT
4 t 2 t Bri2
+2(k - ——) IVoll,.dt +v | |IADll;,dr < C. 4.2)
H+x—o Jo 0

Proof: Taking the L?-inner products of Eq (1.3) with u, w and b, respectively, then adding the resulting
equations together, we obtain
1d
2dt
+axllwl7, + dIVoIl7, + VIAPDII,

= 2)([ V X w - udxdy + 2)(f V X uwdxdy. 4.3)
R? R?

2 2 2 2
(eell > + llewll72 + NDII72) + (e + Ol el 2

Applying Young’s inequality, we have

VX w - udxdy + 2)([ V X uwdxdy
2

2 R

2x

V X w - udxdy

2

:4)(

5

4/\/2

2 2
(W +x —o)llully, + mllelle-

IA

Inserting the above estimate into (4.3) yields

d 2 2 2 2 2
7 el + lleollz + 11P1[) + 20rffully, + Bxllewlly

4)(2

+2(k — —=——)|IVoll7, + VIIAPBI7, < 0. (4.4)
H+ XY —O

Integrating (4.4) over [0,7], we get the desired estimate (4.2), thus the proof of Proposition 4.1
is completed.

We now proceed to estimate the H'-norm of (u, w, b). Recalling the vorticity Q = Vxu = Oty =0y
and the current density j = V X b = 0,b, — d,b,, we obtain

0Q+u-VQ+u+xy)Q=>b-Vj-2yAw,
O0Vw+V(u-Vw) — kAVw + 4xyVw = 2¢VQ, 4.5
0 j+u-Vj+v(=APj=b-VQ+ Q(Vu, Vb),

where Q(VM, Vb) = 26xb1(8xu2 + 8yu1) - 26xu1(8xb2 + 8yb1).
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Proposition 4.2. Let (1, wy, by) € H' (R?). Then, any t > 0, (Q, Vw, j) obtains
f
QI + VoI, + O, + <Tf 1Q@II7.dT
0

4X2 t 5 t 5. 5
12k — ————— ) | lAw@IPdr+v | AP j@)IPdr
Htxy—-—o 0 0
. ! w@)|? Bb()|I? T
< (I0lP + IVwolP. + [Ljol2a)eC bVl -INewidr (4.6)

4/\/2
pty—o

where o > 0 is chosen sufficiently small such that k > + 0.

Proof: Taking the L?-inner product of the first, second, and third equations of (4.5) with Q, Vw, and j
respectively, and adding the resulting equations together, we have

1d : .
EE(IIQII@ + VoI, + 1117 + @ + ORI, + 4xIIVwll7, + dlAwl, + VI,

= —4)(f QAwdxdy — f Vu - Vo - Vwdxdy + QO(Vu,Vb) jdxdy. 4.7)
R2 R2 R2

Applying Young’s inequality yields

4)(2

_4Xf QAwdxdy < (u+x - o)IQl7, + 1Al
- Uty —o

By Holder’s inequality, the Gagliardo-Nirenberg inequality, Young’s inequality, and ||Vu||;2 = [|€||;2,
we obtain

A

- f Vu-Vo-Vodxdy < |[Vullz|Voll7,
R2

ClIQ 2Vl 2l Awl|z2
allAwl, + CIIVO7 Q.-

IA

IA

Applying the Gagliardo-Nirenberg inequality again yields

B-1

g1 2B 1
s < ClIBILS 1IABILE I 12,

L2’

this bound allows us to obtain
f OVu, Vb) jdxdy
RZ

= 2[ 0:b1(0xuy + Oyuy) jdxdy — 2f 0,u1(0:by + 0,by) jdxdy
R2 R2

< ClQleliz,
26-1) 2B .
< ClQUNBILT IABILE A% ll,2
4B-1)
<

y _ o =
EIIAﬁJIIiZ + EIIQIIiz + ClIbll ;7 IABIL Q..

Electronic Research Archive Volume 33, Issue 12, 7551-7569.



7558

Inserting the above estimates to (4.7) yields

d Q12 VolP 112 Q2. +2 4)(2 AwlP
d_t(” I + IVl + [1)ll72) + ollQll7, + 2(k — tr—o OllAwll;,
+8x1IVall?, + VIIAYjII7,
4(-1)
< C(IVoll;, + Ibll,>” IAZBIIQL,. (4.8)

Applying Gronwall’s inequality gives (4.6). This completes the proof of Proposition 4.2.

In order to obtain the uniform bound of fot ||Vb(T)||i2dT, we need to estimate the magnetic field b in
negative Sobolev space H'™; more concretely, we have the following result.

Proposition 4.3. Under the same conditions of Theorem 3.1, then for any t > 0, we have
!
IA"Pb@)I3, + v f IVb(T)|12,dT < C. (4.9)
0

Proof: Applying A'~? to both sides of the Eq (1.3); and taking the L?-inner product of the resulting
equation with A'# yields

1d

EEIIA“‘%H; +v[IVbII7

= - f AP - Vb) - A Pbdxdy + f AP - Vu) - A1 Pbdxdy. (4.10)
R2 R2

Applying Lemma 2.1, Holder’s inequality, the Gagliardo-Nirenberg inequality, and Young’s inequality,
we have

_f Al—ﬂ(u-vb)-Al‘ﬁbdxdy+f A"P(b - Vu) - A'Pbdxdy
RZ

R2

- f A" - Vb + b - Vu) - Abdxdy
R2

< (N2 b2 + IAT%(b @ )| 2)IIAbI|2
Cllu@bll » +lb@ull 2 NADI:

Cllpl v lull2 |AB 2

ClIBIEL VNABI S |lull 21| A 2

L L2

4 .
EIIAbIIiz + CAIbIG, + )Ml 7.

IANIA IAIA

IA

Inserting the above result into (4.10) and integrating time, we obtain

t
IIAI_Bb(t)IIiﬁVf IVb(OII;.dT
0
t
< [IA"bll7, +Cf(||b(7)lliz + 1O Nu(@)lI7dT
0
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IA

2(B=Dp 22-pp) t
Cliboll, ™" lIboll,2" +CSup(”b(T)”iz+||j(T)||iz)f llu(o)lI7,dT
0

0<r<t

< C

where 1 < p < % Thus the proof of Proposition 4.3 is completed.

4.2. The proof of Theorem 3.1

This section is devoted to the proof of the large-time behavior of the solutions and their first-order

derivatives to system (1.3).

4.2.1. Decay estimates for ||[(Vu, Vb, Vw)||;2 and ||(u, b, w)l|;2

With Propositions 4.1, 4.2, and 4.3 at our disposal, we investigate the auxiliary decay rate of

I(Vu, Vw, VD)2

Proposition 4.4. Assume the initial values (uy, wo, by) € H'(R?); then we have
IVu()ll2 + V@)l + IVb@)ll2 < C(1+1)72.

Proof: When ¢ > 1, by Proposition 4.1, 4.2, and 4.3, we have

f IV(@D)I7.d7 < Clluoll7, + llwoll7 + Iboll2),
0

fIIVu(T)IIisz=f IQ()I7.d7
0 0

2 2 2112y Cllluol?, +lwol 2, +llboll?)
< C(”QO”LZ + IIV(,()O||L2 + ”.]OHLZ)e uoll;, Hlwoll;, Hiboll7, ,

and
t
f IVb()I2,dT < C.
0
Combining (4.2) with (4.8), we obtain

IQOIE, + VoI + 1@
CAIQIE, + V()2 + [1i(s)]2,)eC LTIl ir

2 2 . 2 N\ Cluol?, +llwoll?, +l1bol?
CUIQS)N72 + IVl + ILj($)Il}2)e (o2, +lol +lbolZ,)

IA

IA

Integrating (4.15) in (3, ) with respect to s and applying (4.12)—(4.14), we derive

(IQOIZ, + Vo7, + I1iOI.)

2

!
< 2CeC Ml ol +lbolf) f UIQUS)IE, + IV(SIE, + ()P )ds
%

(4.11)

(4.12)

(4.13)

(4.14)

(4.15)

Electronic Research Archive Volume 33, Issue 12, 7551-7569.
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IA
9

It implies
11, + IVo@I7, + 1Ol < CA + 07"
For 0 < r < 1, applying Proposition 4.2, we obtain
IQIIZ: + V@I + 10l < C < C(1+n7"
In view of [|QI?, = [[Vull7,, and [|j2, = [IV5I[?,,we complete the proof of Proposition 4.4.
Now, we apply the properties of a heat operator to investigate the decay rate of ||(u, w, b)||;2.

Proposition 4.5. Assume the initial values (uy, wy, by) satisfy the assumptions stated in Theorem 3.1;
then we have

lu(@)llzz + lw@llz < CA + )75, (4.16)

bl < C(1+ 1) 557, 4.17)

Proof: Taking the L?-inner products to the first and second equations of (1.3) with # and w, then adding
the resulting equations together, we have

1d
EE(IIM(I)H%Z + lw@II72) + (u -+ )llull7 + dxllwll7, + KVl

= fb‘Vb-udxdy+4)(fV><w-udxdy
R2 R2

4 2
< Bl lIVBl Nl + (u + x — OllullZs + ——— [Vl
u+yxy—o
< CUBIL VBl 9l + e+ x — Ml + — Vol 4.18)
12 12 12 12 L Iu +X -0 L
then integrating (4.18) in time, we have
()1 + (IR
d 1 3 1 1
< e (ol + lwollZ) + C f @I IVE@I L@l IVl d, (4.19)
0

where o = min{20, 8y}.
By (4.2), (4.13), and (4.14), we easily obtain

L
1

2 1 3 1 1
[ e @I o Vo
0
_ot 3 3 3
< co f V@I IVude
0
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< cet fo “(IVB@IE, + IVu(@IE.)d
< Ce_%t.
Set 1
M@ = sup (1 + D) (V@) + Vb))
and

N(@) = sup{(1 + D3 (lu@ll2 + llwll2)}:

0<r<t

then applying Proposition 4.1 and Proposition 4.4 can yield

t 1 3 1 3
f X Nb@ILIVE@IN U@L IVulld

2

IA

CMAt) f (1 + )73 [(1 + )3 w2 ]2dr

t

[N]

A

!
< CM(ON(D) f e (1 + 1) 3dr.

Inserting (4.20) and (4.21) into (4.19), due to M(¢) < C, we have
N> <C1+03e % +CNIQ).
By Young’s inequality, we get
lu(@)llz2 + llw®)llz < C(L+ )75

Therefore, we obtain the first decay estimate of Proposition 4.5.
To obtain the decay estimate of b, we write the equation of (1.3); into integral form
b(x,y,t) = "M py + I) t Ve "M (h @ u — u® b)(t)dr.
For ¢t > 1, appying Lemma 2.2 gets

_101_ 1
le™ N bl < €A+ 1) 7572,

Using Lemma 2.2 and (4.22), we have for ¢ > 1,

!
I f Ve "0 (b @ u — u® b)(7)d7|l 2
0

t
1
< C f =) F|(b®u—u®b)(7)||.dr
0
% _1 ! _1
< Cf (¢ =) Plull 211Dl 2dT + C f (¢ = 1) #|lull 211Dl 2dT
0 :
Electronic Research Archive Volume 33, Issue 12,
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IA

L !
cfz(t—r)‘é(l+r)—§dr+cf(t—r)‘/§(1+r)—§dr
0 ;

C(L+075*3.

IA

Therefore, for 1 < 8 < %, we obtain

A
Q
—~~
[E—
+
N’
N
-
+
Q
[—
+
N
i
\IJT'—

16112
_Ld_1y
< CA+p)y a2,

Thus we complete the proof of Proposition 4.5.

4.2.2. Faster decay estimates for ||(Vu, Vb, Vw)||;2 and ||(i, w)l|;2

In this subsection, we are devoted to improving the decay rates of ||(Vu, Vb, Vw)||;2 and ||(u, w)l|;2.
Applying generalized Fourier splitting methods, we begin by obtaining the improved decay estimates
IVu()|l2 + IVOOl2 + Vw2 £ C( + t)_ﬁiv . Then, by refined calculations, we establish the optimal

decay rates [lu(@)ll;2 + llo@)ll2 < C(1 + 1) #79,

Proposition 4.6. Assume the initial values (uy, wy, by) satisfy the assumptions stated in Theorem 3.1;

then we have

IVu@llz2 + IVB@llz2 + IVeo(®)ll2 < C(1+ 1),

~Lo_e
lu@®ll2 + lw®ll2 < C(1+ 1) 5%,

where 0 < € < %

Proof: Let @ = min{o, 8y, v}; then we can obtain by (4.8) and Proposition 4.1 that

d ) )
Emm@+ww@+m@wmmm@+wm@+mﬁ@)
< C(IVollZ, + IAPBIE)IIQIR,.

Taking

_ 2|2 «
B(t) = {£ e R?||¢] < h

and dividing the domain R? into B(¢) and B(¢)‘, obey

I 117

wa@ﬁamwf
R2

n —
— j& nld
1 +t B(1)* J f é:

(4.24)

(4.25)

(4.26)
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n

412 n Yy 2
- ,DIFdE.
e - fB e opde

>

Then for ¢t > ty > n, we have

d ) wn .
E(IIQH@ +IIVoIlZ, + I1I12,) + I—H(IIQIIiz +IVoIlZ, + 111172

IA

wn —
— (& DIPdE + C(IVll7, + IAPBI I,
1+1¢ B()

wn —
< — f EPIBE, DIPdE + CIV W, + IABI)IQL,
1 + t B(t)

IA

C(1+ 0777 [Iblly, + CUIVoI, + IA°BIF)IQI

-2

< CA+07"7F + C(IVallp, + INDIL)IQIS..
Multiplying the above inequality by (1 + )" (wn > 5) can deduce
i[(l + D717 + IVl + [1l172)]
dt L L L
< C(L+n™ " + C(IVoli7, + INBIZIIA + D™ IQ17.].
By Gronwall’s inequality, we have
(1 +07"(IQII7 + IVl + 11jl7) < C(1 + N

this implies for ¢ > ¢,
. 2
I, + IVl + 11l < C(1+ )77

For 0 < 1 < 1y, (4.6) implies
IQIE, + VI, + 1l < C < C(1 + 1) 7.

Therefore, we have
. _1
Q2 + IVwllz + ljllz < C(A + 1) .

In addition, multiplying both sides of (4.26) by (1 + )" for n > 5 yields

d , n .
it "R, + IVl + 11701 + @ (1 + 0" (IQUZ, + IVoll7, + IA7]7.)

IA

(1 + 0" (IQUZ: + IVllZ, + 1717 + C(1 + 0" (IVwllZ, + IAZBIZ)IQI

12

< 01+ +C + 0w (VoI + [|APH|]? 4.27
< n(l+1) +C( + 0" #([[Vall7, + IA”D][},). (4.27)

Integrating (4.27) in time, we can obtain
t
f(l + )" (1QII7, + IVwll;, + 1A jlI7)dT < C(1 + 0" (4.28)
0
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Next, our goal is to improve the decay rates of ||u(?)||;2 and ||w(?)||;2. We re-estimate the terms on

the right-hand side of (4.18), for r > 2, which yields

——(Ilu(t)lle + lw@II72) + (e + )Nl + Axllwll7, + KlIVell7,

= fb-Vb-udxdy+4/\/fV><w-udxdy
R2

RZ
4y?
2 2
< PlAIVDIallull, 2 + (e +x = o)llullz + T IVwll;,
2
; -2, 1-3 ; 2 4x 2
< ClDILIVDIL, el , "IIVall, + (e + x — oo)llully> + po IVally».

Integrating (4.29) in time, we obtain

lu(@)II7, + lw®II7

L

2 2
— 2 2 —o(t— 2 2——
< e (lugll?, + llwollZ) + € f e OBl VB, el 1Vl
0

r PR -2 _2 2
+C f X NBI VBN, lull, I1Vull;,dr
2
For ¢ > 1, using Proposition 4.1 and Proposition 4.2, we get

t

_ 2-2 2
f Bl IVBIL el Va7 e
0

IA

_o 2 2-2 2
Ce™ | |IVBIL, " IVull},dr
0

ot % _1 % 1
Ce_z(fo IVBIi7.dr)' ’(fo IVull},dr)"

_ot
< Ce 2.

IA

Applying Proposition 4.4 and Proposition 4.5, we obtain

—olt-7 2-2
f I T e 2

IA

CQ" () f (] 1) e dr

IA

cQ' (),

Where 2r+2-p
Q1) = sup{(1 + ) ([|u(s)llr2 + llw($)l]z2)}-

0<s<t

Inserting the estimates (4.31) and (4.32) into (4.30) gets

QX 1) < C+CQ" (1),

(4.29)

(4.30)

(4.31)

(4.32)

Electronic Research Archive Volume 33, Issue 12, 7551-7569.



7565

which implies, for all ¢ > 0,
[[e(@®)|[2 + lw@®)|[2 < C(1 + t)_pi,,(Z—E)’

24p 2

—> < 5. Thus we complete the proof of Proposition 4.6.

where r is sufficiently large such that 0 < € =

4.2.3. Faster decay estimates for ||(Vu, Vw)||;2

In this subsection, we are devoted to investigating the decay estimate for ||(Vu, Vw)||;2. We are now
in the position to state one of the main results.

Proposition 4.7. Assume the initial values (uy, wy, by) satisfy the assumptions stated in Theorem 3.1.

Then we have
23-Bp+2

Va2 + IV @)ll2 < C(1+ 1) 7 100,

Proof: Taking the L>-inner products of the first and second equations of (4.5) with Q and Vw,
respectively, and adding the resulting equations together, we gain

1d
Ed—t(llﬂlliz +[IVoll7,) + (u + )N + 4xIIVoll7, + A,
= f (b -V )Qdxdy — 4)(f QAwdxdy — f Vw - Vu - Vwdxdy. (4.33)
R2 R2 R2
Applying Holder’s inequality and Young’s inequality yields

(b - V)HQdxdy
R2

< [l=lIVjll2 1€z
oAl 18 4 (A8 1P
T I THB ) - .
< ClBITIA LIS AP LN e
o ) 262 282D 2p+1-5%) s
2B+1 . 28+1 2B+1 .
< §||Q||L2+CIIbIIL’§ TP 0[PP | 8
ag _2B-Bp+2 X
< ZlQI7, + CA + 1 @0 A1,

2

4 2
—4xj‘QAwdm@S(ufx—amQﬁy+——1;—WAMW%
R2 /,[ +X -0
and
g
- f Vo Vu-Voddy < ZlAwl: + CIVOILIQE:
R
0- 2 _l 2
< 8wl + €A+ Q.

Inserting the above estimates into (4.33) and multiplying both sides of the resulting equation by (1 +7)",
we can obtain

d
Z (a9, +1V0l)
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< C+ (1 + 1y 0 [|APJIR, + (1 + 075 |QI%),

where we have assumed that there exists a ) > 1 suchthat 5 < n < w(l +¢) fort > t) and w =
min{o, 8y}.
Integrating in time (%, #) for the above inequality and (4.28), we can obtain

(1 + 0", + IVll7)

< C(1+10)"(IW)I12, + IVw(t)I2,)
! !
+C f (1 +7)" @ |AP|Pydr + C f (1 + 1) B QI dr
I
’ _2B-pB+2 2 K
< C+C +1)" e B,

It implies for t > £,
_ 1 _2p-pp+2
19012 + IVollz < C(1+ )77 2
For fixed fy, when 0 < ¢ < £, using Proposition 4.2 can deduce
23-pB+2

_ L _B-pbtl
IVully, + IVoll}, < C < C(1 + 1) 5~ @10,

Therefore, the Proposition 4.7 is obtained. To summarize, the proof of Theorem 3.1 is completed.
5. Conclusions

This paper establishes the large-time behavior of solutions to the 2D magneto-micropolar equations
with linear velocity damping and fractional magnetic diffusion. To overcome the difficulty caused
by fractional-order dissipation, we apply the negative Sobolev space and prove fol IVb(7)||2dT < C.
However, it is necessary to restrict 1 < 8 < % for this result to hold. Furthermore, for the initial values
(19, wo, by) € H'(R2), we establish that ||Vu(®)||.2 + [Vo®)ll2 + IVb@)|l2 < C( + )72 and [ju(d)]|2 +
lw®ll2 < C(1 + t)‘-%. In addition, under the additional assumption that by € LP(R?) (1 < p < %), we
apply the properties of a heat operator, generalized Fourier splitting methods, and iterative methods and
obtain the desired decay rates of the solutions and their first-order derivatives presented in Theorem 3.1.
It is worth noting that in order to improve the decay estimate from ||u(?)||;2 + |[w(®)|l;2 < C(1 + t)‘% to
lu(®)|l;2 + [lw®]l2 < C(1 + t)_/fiv(z_e), we require 0 < € < % In our approach, it is optimal to have the
positive number € as small as possible. Therefore this restriction is reasonable. This study not only
demonstrates the stabilizing effect of the magnetic field on the fluid flow, but also provides a framework
for investigating the decay properties of other fluid models with fractional dissipation.
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