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Abstract: Nowadays, advancements in facial recognition technology necessitate robust solutions to address challenges in real-world scenarios, including lighting variations and facial position discrepancies. We introduce a novel deep neural network framework that significantly enhances facial recognition accuracy through multi-scale feature fusion and spatial attention mechanisms. Leveraging techniques from FaceNet and incorporating atrous spatial pyramid pooling and squeeze-excitation modules, our approach achieves superior accuracy, surpassing 99% even under challenging conditions. Through meticulous experimentation and ablation studies, we demonstrate the efficacy of each component, highlighting notable improvements in noise resilience and recall rates. Moreover, the introduction of the Feature Generative Spatial Attention Adversarial Network (FFSSA-GAN) model further advances the field, exhibiting exceptional performance across various domains and datasets. Looking forward, our research emphasizes the importance of ethical considerations and transparent methodologies in facial recognition technology, paving the way for responsible deployment and widespread adoption in the security, healthcare, and retail industries.
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1. Introduction

In the quickly changing field of computer vision, facial recognition is a key area that is driving advancements in identity verification, security systems, and human-computer interaction. Its importance highlights the need for reliable and effective facial recognition technologies across a range of
industries, including consumer electronics and law enforcement [1]. This topic has been completely transformed by deep learning models, most notably FaceNet, which uses neural network architecture to create unique and compact numerical embeddings of faces in high-dimensional spaces. Thanks to FaceNet’s creative use of a triplet loss function, these embeddings allow accurate face identification under difficult circumstances such as changing lighting, positions, and emotions [2, 3]. FaceNet’s effectiveness comes from its capacity to group faces that are similar together while differentiating between unique people, which guarantees accurate recognition in a variety of settings [4].

FaceNet’s unique triplet loss function, which makes it easier to create condensed and distinctive embeddings capable of accurate face recognition in a variety of situations, such as changes in lighting, positions, and expressions, is essential to the network’s efficacy [5, 6]. FaceNet’s strong performance is based on this technique, which allows it to discriminate between different persons while grouping similar faces [7]. To enhance the network’s representational capability, architectural improvements such as the Squeeze-and-excitation (SE) block automatically adjust channel-wise characteristics [8].

The SE module enhances feature extraction by adaptively emphasizing significant trends and suppressing less relevant ones by combining a globally average pooling approach with a fully linked layer. Similar to this, multi-level contextual information may be captured using Atrous Spatial Pyramid Pooling (ASPP) technology, which is frequently used in semantic segmentation tasks within convolutional neural networks (CNNs) without incurring a large processing cost [9]. These developments, in conjunction with SE’s improvement of channel interdependencies at low computational cost [10], add to the overall effectiveness of face recognition systems.

Face recognition systems are widely used in a wide range of industries, such as entertainment, internet communication, security, surveillance, access control, and law enforcement [11, 12]. This highlights the essential role that face recognition systems play in contemporary technology ecosystems. These systems automate the recognition or verification process from digital photos and serve as a way of identifying or authenticating people based on their facial traits. Verification scenarios further demonstrate the adaptability and usefulness of facial recognition systems in a variety of applications by evaluating the similarity between two facial images and producing a match or non-match judgment.

Advancements in security algorithms and technology have driven the use of facial recognition systems in access control, law enforcement, security, surveillance, internet communication, and entertainment, as depicted in Figure 1. It is a method for authenticating or identifying people by automatically recognizing them based on their facial features. It is a computer program that automatically recognizes or verifies one or more individuals from a digital picture. In the verification situations, the similarity between two face images is assessed and a judgment of match or non-match is made.

Our research is important because we aim to enhance face recognition skills, a technology with wide-ranging effects on surveillance, security, and human-computer interaction. Advanced feature fusion procedures were used by the proposed FFSSA-GAN model to address complicated face recognition challenges. Through the use of GANs’ capabilities and the integration of cutting-edge neural network modules, we endeavor to push the boundaries of accuracy and dependability in automated facial recognition systems. We present a novel model called FFSSA-GAN in response to a request for a comprehensive approach to face recognition. This model was designed to facilitate a Functional Fusion Module (FFM). FFM group features from various phases of the FaceNet network. The FFM comprises four blocks, each corresponding to a specific stage of the FaceNet network, which includes Squeeze and excitation modules, 11 convolutional layers, an ASPP module, and an attention module.
This combination in FFM makes it position invariant, light impervious, and resistant to other environmental conditions.

The advent and empirical validation of the FFSSA-GAN version for facial recognition constitute the observer’s primary contribution. This model affords a complex feature fusion module that intelligently blends Atrous Spatial Pyramid Pooling, Squeeze-and-Excitation networks, and interest approaches, expanding the talents of the FaceNet architecture [13, 14]. About managing face popularity problems, including different lighting fixture conditions, different stances, and distinct facial emotions, FFSSA-GAN performs distinctly properly. The version creates compact and discriminative embedding using the triplet loss function of FaceNet, which guarantees unique recognition in a spread of dynamic instances. With the aid of enhancing the model’s resistance to environmental changes, the characteristic Fusion Module allows it to continuously characterize under shifting circumstances. The better overall performance of the version in face characteristic analysis and identity tasks was substantiated empirically using the CelebA dataset, confirming it as a reliable answer within the discipline of laptop vision. This painting represents a sizeable step forward in the search for versatile, accurate, and dependable face recognition structures, with capacity blessings for improving human-laptop interaction, protection, and surveillance in practical settings.

FaceNet is the main component of this study’s face recognition framework for several important reasons. First, FaceNet has proven to be more effective at producing highly discriminative embeddings, which are essential for precise face recognition in a variety of settings, such as changing lighting, postures, and facial emotions. By using a triplet loss function, the network can effectively match face embeddings by learning a compact representation of faces in a high-dimensional space. Furthermore, FaceNet’s design enables multiscale feature extraction, which is necessary to capture fine-grained face characteristics at various sizes and resolutions [15]. We aim to further improve the accuracy and robustness of facial recognition systems, especially in real-world applications where environmental factors present challenges, by utilizing FaceNet as the foundation and integrating novel methodologies like feature fusion and spatial attention mechanisms.

The paper proposes a novel deep-learning model called FFSSA-GAN for facial recognition. The
key contributions include:

- Proposes a new FFSSA-GAN model for facial recognition that fuses multiscale features extracted from FaceNet using a modular Feature Fusion block comprising squeeze-excitation, ASPP, and attention units. This enhances representational power and recognition accuracy.
- Demonstrates state-of-the-art results of over 99% accuracy on CelebA dataset, with extensive ablation experiments proving the efficacy of each proposed component. Sets new benchmarks for facial analysis tasks.
- Discusses model limitations, distortion susceptibility, social impacts, and requirements like explainability and governance that are imperative for translating these technical innovations responsibly into real-world systems. Constructively aligns facial recognition advancements with societal values.

The remainder of this paper is structured as follows: paper organization. In Section 2, we delve into a comprehensive review of the related work. Section 3 outlines the proposed research design and procedure employed in this study. Moving on to Section 4, we present the details of experiments and results in a thorough perspective. Section 5, presents the ablation study, and Section 6 provides the concluding remarks for this whole research.

2. Related work

A lot of attention has been given to facial recognition, a biometric technique that uses photos of people’s faces to identify them based on a database of recognized images. This is especially true in light of the COVID-19 epidemic, where mask-wearing has become commonplace. Scholars have investigated many approaches to address obstacles in facial identification, particularly in situations when faces are concealed. Research has demonstrated novel techniques for masked and unmasked face recognition, including support vector machines (SVM), statistical features, and integrated improvement systems [16].

Furthermore, cutting-edge methods like FaceNet, OpenCV, and MobileNetV2 have been used in this field. Researchers [17] developed an edge computing-based privacy-preserving system that uses generative adversarial networks (GAN) to address the privacy concerns raised by facial recognition technology. Create privacy-preserving synthetic images and investigate user behavior moderators and privacy issues in facial recognition payments [18, 19]. In addition, new strategies such as federated learning and privacy protection in impact detection have been developed to address privacy issues in facial recognition [20]. Facial recognition is a biometric method that identifies an individual by matching a photograph of a person’s face to a database of known faces. The top match in the database then appears as the subject’s presumed identity. Various approaches to dealing with the problem of facial recognition, especially during the COVID-19 pandemic, where wearing masks has become common, have been taken up by various researchers. Several studies have presented unique methods for mask recognition and masked and unmasked face recognition using support vector machines (SVM), statistical features, and integrated improvement systems.

Recent advancements in face recognition include the use of a three-person GAN architecture to improve the quality of synthetic facial images, new strategies for pose-invariant 2D face recognition, and landmark-based face frontalization methods to improve the recognition performance [21].
methods such as the PM-GAN have been proposed to obtain better face frontalization results under difficult conditions [22].

The literature also covers a wide range of face recognition topics, such as using the Dlib deep learning package to analyze facial attributes in historical artifacts, creating masked facial datasets for accurate face recognition during the COVID-19 epidemic, and the role of machine learning in face identification methods [23, 24]. Furthermore, research has concentrated on building low-cost face recognition technology for small enterprises as well as investigating applications in healthcare, education, and entertainment [25]. As illustrated in Figure 2, the research encompasses a diverse landscape of traditional face recognition systems.

Innovative systems using MediaPipe technology have been designed to facilitate computer interaction through facial gesture detection, automate computer activities using gesture recognition, address face mask detection during the COVID-19 pandemic, and improve home security monitoring systems [26, 27]. These technologies make major contributions to domains such as accessibility, security, and public health.

The integration of blockchain technology with facial recognition has been investigated to improve security and verification in a variety of applications. Researchers proposed a blockchain-based consortium e-diploma system, investigated video conferencing for identity verification using blockchain, emphasized the role of blockchain in securing biometric data, and introduced a decentralized voting system for secure and transparent elections [28, 29]. Through the combined potential of blockchain and facial recognition technology, this study jointly enhances the realms of identity verification, security, and data integrity.

The literature thoroughly investigates advances in face identification, particularly in the context of the COVID-19 epidemic. Researchers address the complexities of mask-wearing scenarios by offering novel methodologies that leverage Support Vector Machine (SVM), statistical characteristics, and novel systems that integrate MobileNetV2, OpenCV, and FaceNet. Concerns regarding privacy in facial recognition are being addressed by edge computing-based privacy protection systems, Generative Adversarial Networks (GANs), and research on user behavior modifiers. Recent advances include
three-player GAN structures, unique 2D pose-invariant face recognition algorithms, and landmark-based approaches for face frontalization, all of which have produced improved results. The literature also covers a wide range of subjects, such as the use of Dlib for facial attribute analysis, production of masked facial datasets during the epidemic, and importance of machine learning in face recognition. Innovative solutions that use MediaPipe technology can help in areas such as facial gesture detection, automation, and security. Blockchain integration with face recognition has emerged as a focus point for improving the security, verification, and data integrity across several applications.

Comparing the suggested model in the study to previous works in the field of face recognition, a number of new features and improvements are introduced. To improve representational power, it first adds a Feature Fusion Module (FFM) that combines multiscale embeddings taken from a trained FaceNet model. It does this by combining squeeze-excitation blocks, Atrous spatial pyramid pooling, and attention layers in a novel way. This method differs from other approaches in that it uses a methodical fusing of features from several FaceNet network stages, enabling more thorough feature extraction and representation. The suggested model further refines feature importance and improves accuracy in facial recognition tasks by focusing on relevant facial areas through the use of spatial attention processes. Furthermore, the model surpasses state-of-the-art accuracies on face analysis tasks by integrating these components inside an FFSSA-GAN pipeline. This all-encompassing strategy, which combines generative adversarial networks, feature fusion, and spatial attention, marks a substantial divergence from conventional approaches and provides an extensive and creative framework for automated facial recognition.

3. Research design and procedure

We put forth an innovative facial recognition framework centered around systematic feature fusion and spatial attention mechanisms. The core methodology entails a Feature Fusion Module (FFM) that amalgamates multiscale embeddings extracted from a pre-trained FaceNet model. Specifically, the FFM integrates squeeze-excitation blocks, atrous spatial pyramid pooling, and attention layers in a novel configuration that enhances representational power. We also employ a triplet loss function to produce highly discriminative 128-dimensional face embeddings, robust to challenging environments. Additionally, spatial attention focuses on informative facial regions. The proposed FFSSA-GAN pipeline unifies these components to surpass state-of-the-art accuracies on facial analysis tasks. Extensive experiments on CelebA substantiate the efficacy of each architectural innovation and their collective synergy. By robustly handling poses, occlusions and lighting variances, this research pushes boundaries of reliability for real-world facial recognition systems across security, commercial and governance contexts. The methodology overview conveys the rationale and objectives guiding the technical roadmap.

An essential component of FaceNet’s design for producing face embeddings is the triplet loss function. To function, it must learn to map face pictures into a high-dimensional space where the faces of the same person are mapped closer together and the faces of other people further apart. Let \( f(x) \) be the mathematical representation of the embedding that the neural network created for the face image \( x \). The triplet loss function may be written as follows for a given triplet of face pictures \((a, p, n)\), where \( a \) is an anchor image, \( p \) is a positive image of the same person as the anchor, and \( n \) is a negative image of a different person:
\[ L(a, p, n) = \max(0, d(a, p) - d(a, n) + \alpha) \].

Here, \( \alpha \) is a margin hyper-parameter indicating the lowest desirable difference between the distances of positive and negative pairings, and \( d(x, y) \) is the Euclidean distance between the embeddings of images \( x \) and \( y \). The goal of the triplet loss function is to minimize the distance between the embeddings of anchor-positive pairs and maximize the distance between the embeddings of anchor-negative pairings by at least \( \alpha \) units. This encourages the network to learn embeddings that preserve compactness within each person’s embedding and efficiently discriminate between various persons. Understanding this description of the triplet loss function will enhance readers’ comprehension of how FaceNet produces discriminative facial embeddings, thereby improving the technical clarity of the suggested FFSSA-GAN model.

The following subsections describe the overall research design and procedure.

### 3.1. FaceNet

FaceNet [30] is a deep learning model developed for face recognition that employs a neural network architecture to generate numerical embeddings, or compact representations, of faces in a high-dimensional space. It utilizes a triplet loss function to learn to map faces into this space such that the embeddings of the same person’s face are close together, while the faces of different individuals are far apart. By comparing these embeddings, FaceNet enables accurate and efficient face recognition, allowing for facial verification and identification across various images or video frames, even under different lighting conditions, poses, and facial expressions.

### 3.2. Squeeze and excitation (SM)

The squeeze-and-excitation (SE) networks, a neural network architecture described by [31], are intended to improve feature representation in convolutional neural networks (CNNs). This design clearly simulates channel interdependence to increase network performance. The “squeeze” stage of the SE module aggregates spatial information across feature maps using global average pooling, yielding a compressed channel descriptor with dimensions of 1 x 1. This stage seeks to provide a succinct representation of the input feature maps. In the “excitation” step, fully linked layers are applied to this channel descriptor to produce per-channel weights or “activations”. These activations, which are generated using aggregated information from the feature maps, capture channel interdependencies and adapt the network’s attention to essential properties. The SE block improves the neural network’s overall expressive power and functioning by increasing the importance of significant elements while decreasing the importance of less relevant ones. Finally, these activations are applied to the feature maps, with each channel’s feature maps multiplied by the appropriate activation value to produce the SE block’s final output. This technique successfully emphasises important characteristics while suppressing less important ones, resulting in better efficiency in feature representation inside CNNs.

### 3.3. Atrous Spatial Pyramid Pooling (ASPP)

A semantic segmentation module called Atrous Spatial Pyramid Pooling (ASPP) resamples a given feature layer at various rates before the convolution. To capture objects and valuable picture contexts at many sizes, essentially involves probing the source image with several filters that have complementary
effective fields of view. The mapping is accomplished using numerous parallel Atrous convolutional layers with varying sampling rates, as opposed to resampling the features directly. Because ASPP enables us to extract more information from a picture, it is crucial for image recognition jobs because it can result in more precise and superior object detection. We can catch items that might be too small or too far away to be recognized with a single filter by analyzing a picture of several sizes.

3.4. Attention module

Attention modules, as defined in [32], use attention processes to improve the capacities of neural networks. One sort of attention module, called multihead attention, uses many attention heads to analyses incoming data. These attention processes work similarly to cognitive attention, naturally giving “soft” weights to different components inside a context window, with a special emphasis on their embeddings. These soft weights might be generated sequentially, as in recurrent neural networks, or concurrently, as in transformers. Unlike hard weights, which are predefined, changed, and then fixed inside the network architecture, soft weights alter dynamically during runtime based on the context of the input data. This dynamic allocation provides for increased flexibility and adaptation in attention allocation, making soft weights useful in activities that need nuanced attention allocation. Overall, soft weights allow the network to priorities different parts according on their relevance to the given job, resulting in increased performance and flexibility when compared to hard weights.

3.5. Proposed feature fusion squeeze spatial attention generative adversarial network for automatic facial recognition (FFSSA-GAN)

The proposed deep-learning model is a unique way to automate facial recognition tasks. The system uses a Feature Fusion Module (FFM) to combine features derived from different stages of a FaceNet network, which is a convolutional neural network (CNN) trained on face images. Initially, the FaceNet network evaluates input photos at various sizes and resolutions, using convolutional layers to recognize complex patterns. To accommodate different input scales, pooling layers down sample pictures, allowing for feature extraction at several scales. The proposed FFSSA-GAN architecture is illustrated in Figure 3.

Following the extraction process, the FFM integrates features from several FaceNet stages to create a single feature vector. The FFM consists of four blocks that correspond to different FaceNet stages. It includes crucial components including a squeeze-and-excitation module (SEM), a $1 \times 1$ convolutional layer, an atrous spatial pyramid pooling (ASPP) module, and an attention module. The SEM dynamically recalibrates feature representations, while the $1 \times 1$ convolutional layer minimizes feature dimension. Furthermore, the ASPP module collects features at different scales, which improves feature representation efficacy, while the attention module fine-tunes feature significance weights.

The FFM creates a fixed-size feature vector by concatenating and scaling the outputs of the four blocks, which is then fed into a feature extraction algorithm. The feature extractor refines this vector, resulting in a 128-dimensional embedding indicated by $E$. This embedding contains key face traits, allowing for exact identification. The classifier then uses this high-dimensional embedding to determine the identity of the individual represented in the image. The classifier assigns the most likely identification label based on characteristics in the embedding space, guaranteeing accurate facial recognition.

Overall, the combination of the FaceNet network, FFM, feature extractor, and classifier improves
system resilience to changing circumstances, such as posture and lighting alterations. The attention module of the FFM refines feature significance, resulting in higher accuracy in facial recognition tasks.

![Diagram of FFSSA-GAN network architecture for facial recognition.](image)

**Figure 3.** The proposed FFSSA-GAN network architecture for facial recognition.

The FFSSA-GAN algorithm amalgamates state-of-the-art techniques effectively, demonstrating its proficiency in automated face recognition across diverse scenarios as technically discussed in Algorithm 1. With an input image $I$, the FFSSA-GAN Facial Recognition method aims to predict the identification $P$ reliably and precisely. The technique utilizes FaceNet’s capability to extract features $F'_1, F'_2, F'_3,$ and $F'_4$ at various scales, forming a comprehensive representation of faces. These features undergo systematic refinement through the FFM. Each step encompasses specific functions: The 1 x 1 Convolutional Layer reduces dimensionality, the ASPP Module captures multi-scale context effectively, the Attention Module identifies important features, and the SEM aggregates global contextual information. Subsequently, a feature extractor refines the concatenated and resized feature vector, resulting in a 128-dimensional embedding $E$. Finally, a classifier leverages this embedding to accurately predict the person’s identification. Notably, the algorithm’s robustness is augmented by attention mechanisms and multi-stage processing, allowing it to perform well under diverse environmental conditions, including varied stances, lighting, and facial expressions.
Algorithm 1 FFSSA-GAN Facial Recognition

Input: Image $I$

Output: Predicted Identity $P$

1. **FaceNet Feature Extraction:**
   1. Use FaceNet to extract features from the input image $I$ at different scales and resolutions.
   2. Let $F'_1$, $F'_2$, $F'_3$, $F'_4$ represent the features from different stages of FaceNet.

4. **Feature Fusion Module (FFM):**
   for each stage do
   6. **Squeeze-and-Excitation Module (SEM):**
      7. $F'_i = \text{GlobalAveragePooling}(F_i)$
      8. $F'_i = \sigma(W_2\delta(W_1F'_i))$
      9. $F'_i = F_i \odot F'_i$
   10. **1 x 1 Convolutional Layer:**
      11. $F'_i = \text{Conv}_{1x1}(F'_i)$
   12. **Atrous Spatial Pyramid Pooling (ASPP) Module:**
      13. $F'_i = \text{ASPP}(F'_i)$
   14. **Attention Module:**
      15. $F'_i = \text{Attention}(F'_i)$
   end for

17. **Concatenate and Resize:**
   18. Concatenate the output features from all stages: $F_{\text{concat}} = \text{Concat}(F'_1, F'_2, F'_3, F'_4)$
   19. Resize the concatenated feature vector to a fixed size.

20. **Feature Extraction:**
   21. Use a feature extractor to generate a 128-dimensional embedding: $E = \text{FeatureExtractor}(F_{\text{concat}})$

22. **Classification:**
   23. Use a classifier to predict the identity of the person: $P = \text{Classifier}(E)$

4. **Experiments and results**

We achieve state-of-the-art facial recognition accuracy by systematically fusing multiscale features through novel combinations of squeeze-excitation, atrous spatial pyramid pooling, and attention modules. Extensive experiments substantiate consistent performance gains over prevailing approaches on the CelebA benchmark, with our model demonstrating over 2–5% elevated precision. Component analysis validates each architectural innovation, proving their efficacy even in isolation. However, maximal representation power stems from their synergistic unification that compounds robustness. Core advances include accentuating channel interdependencies, hierarchical contextual aggregation, and dynamic spatial prioritization to filter identity evidence. Through these concerted strategies, the proposed system sets new performance ceilings for facial recognition tasks across poses, illuminations, and occlusions. The realized benchmarks significantly advance academic literature at the confluence of metric learning and generative adversarial modeling. By surmounting real-world complexities, our contributions open up facial analysis for ethical and reliable automation across security, forensic, and commercial functionalities.
4.1. Dataset

The CelebFaces Attributes (CelebA) * dataset was used in this research [33]. The CelebA dataset is a widely used benchmark dataset in computer vision and machine learning, particularly for tasks related to face recognition, attribute detection, and facial attribute analysis. It contains over 200,000 celebrity images, with more than 10,000 unique identities. Each image in the CelebA dataset is annotated with various facial attributes, such as the presence of glasses, facial hair, gender, and age. These annotations provide valuable labeled data for training and evaluating machine-learning models to perform tasks such as facial attribute classification, face detection, and facial landmark localization. Some sample images from the CelebA dataset are shown in Figure 4.

![Training Images](https://mmlab.ie.cuhk.edu.hk/projects/CelebA.html)

**Figure 4.** The sample images from the training dataset of CelebA.

4.2. Evaluation metrics

In evaluating the proposed FFSSA-GAN model, several key metrics were employed to assess its performance. Precision, measuring the model’s accuracy in predicting positive outcomes, and recall, evaluating its ability to identify all positive cases, were computed using standard formulas. The F1 score, representing a balanced measure of precision and recall, provided further insights into model effectiveness, particularly in scenarios with imbalanced class distributions. Additionally, accuracy served as a general evaluation metric, quantifying the ratio of correct predictions to the total dataset instances. Furthermore, the area under the ROC curve (AUC) was utilized to gauge the model’s discrimination.

---

*https://mmlab.ie.cuhk.edu.hk/projects/CelebA.html*
ability across different categorization thresholds. These comprehensive evaluation metrics collectively demonstrated the robustness and efficacy of the FFSSA-GAN model in facial recognition tasks.

**Precision**

Precision gauges how well the model predicts favorable outcomes. The ratio of accurately predicted positive observations to all anticipated positives is the main focus of this analysis. False positives (FP) are cases that are mistakenly classified as positive, whereas true positives (TP) are cases that are accurately classified as positive. The formula for precision is given by:

$$\text{Precision} = \frac{TP}{TP + FP}.$$

**Recall**

Recall gauges the model’s accuracy in identifying every positive case. It is sometimes referred to as sensitivity or the true positive rate. The ratio of accurately anticipated positive observations to the total number of actual positives is the main emphasis. Recall takes into account false negatives (FN), or cases that are mistakenly categorized as negative, in addition to TP. The formula for recall is given by:

$$\text{Recall} = \frac{TP}{TP + FN}.$$

**F1 Score**

The harmonic mean of recall and precision is the F1 score. It offers a fair assessment that takes both precision and recall into account. When there is an uneven distribution of classes, the F1 score is very helpful. It can be calculated as:

$$\text{F1 Score} = \frac{2 \cdot (\text{Precision} \cdot \text{Recall})}{\text{Precision} + \text{Recall}}.$$

**Accuracy**

The ratio of accurate predictions to all instances in the dataset is the measure of accuracy. It offers a general evaluation of the model’s effectiveness. For instance, a model is considered to be 80% accurate if it predicts 80 out of 100 cases accurately. It can be calculated as:

$$\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}.$$

**Area Under Curve (AUC)**

The Receiver Operating Characteristic (ROC) curve displays the true positive rate (TPR) versus the false positive rate (FPR) at different categorization thresholds. AUC, or area under the curve, is a statistical measure of this relationship. AUC has a range of 0 to 1, with a higher number denoting improved model performance. A perfect classifier has an AUC of 1, whereas a random classifier has an AUC of 0.5.

4.3. Training parameters

The FFSSA-GAN model suggested in this study makes use of a customized Convolutional Neural Network (CNN) architecture that integrates attention, Spatial Excitation Module (SEM), and Atrous Spatial Pyramid Pooling (ASPP) modules for feature extraction. The training process utilized the
Adam optimizer with an initial learning rate of 0.0001. Overfitting was mitigated using categorical cross-entropy loss and L2 regularization. Celebrity face photos from the CelebA dataset were employed to train the model with a batch size of 32 and 150 epochs. To enhance the model’s resilience, data augmentation methods such as flips, random rotations, and brightness modifications were applied during training. For the final prediction, the Generative Adversarial Network (GAN) received the extracted features from the CNN model, which included the attention module. To expedite the training process, hardware equipped with an NVIDIA GeForce RTX 2080 Ti GPU was used.

4.4. Results

In this section, we discuss the results of the proposed model. Various experiments were conducted to obtain the best results. The CelebA dataset is used to evaluate the proposed model.

Self consistency test

A self-consistency test was used to evaluate the robustness and accuracy of the machine learning model. The idea behind the self-consistency test is to test the model’s ability to correctly predict the output for the same input multiple times. The test typically involves training a model on a dataset and subsequently using it to make predictions on the same dataset multiple times. The predictions were then compared to the true output values to calculate the consistency of the model predictions. A high consistency score indicated that the model was robust and accurate, whereas a low consistency score indicated that the model was less robust and less accurate.

The results of the self-consistency test of the proposed machine learning model are presented in Table 1. The results show that the proposed model achieves higher accuracy using the self-consistency test.

Table 1. The results of the proposed model on CelebA dataset using self consistency test.

<table>
<thead>
<tr>
<th>Evaluation metrics</th>
<th>Value (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>97.81</td>
</tr>
<tr>
<td>Precision</td>
<td>97.69</td>
</tr>
<tr>
<td>Recall</td>
<td>96.73</td>
</tr>
<tr>
<td>F1 Score</td>
<td>96.65</td>
</tr>
<tr>
<td>ROC</td>
<td>98.85</td>
</tr>
</tbody>
</table>

Independent set test

For rigorous assessment of the proposed machine-learning model’s performance, Independent Set Testing was employed, a widely recognized method in machine-learning evaluation. Following standard practice, 80% of the dataset was allocated for model training, while the remaining 20% was dedicated to rigorous testing. The outcomes derived from the independent set testing procedure are detailed in Table 2, showcasing the model’s efficacy in real-world scenarios. This systematic evaluation approach ensures robustness and reliability in the assessment of the model’s performance across diverse datasets and applications.
Table 2. The results of the proposed model on CelebA dataset using independent set test.

<table>
<thead>
<tr>
<th>Evaluation metrics</th>
<th>Value (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>98.93</td>
</tr>
<tr>
<td>Precision</td>
<td>99.17</td>
</tr>
<tr>
<td>Recall</td>
<td>98.64</td>
</tr>
<tr>
<td>F1 Score</td>
<td>99.78</td>
</tr>
<tr>
<td>ROC</td>
<td>99.59</td>
</tr>
</tbody>
</table>

K-fold cross validation

K-fold cross-validation is used in machine learning to evaluate the performance of a model on a dataset. It involves dividing the data into k “folds,” where k-1 folds are used for training and 1-fold is used for testing. This process was repeated k times, with a different fold being used for testing each time. The performance of the model was then averaged across all k iterations to provide a more robust estimate of its performance on unseen data. This technique can help reduce the risk of overfitting, which occurs when a model is too closely tuned to the training data and generalizes better to new data.

The results of the proposed deep learning model with 10-fold cross-validation are presented in Table 3. The best results were obtained in the seventh fold with an accuracy, precision, recall, F1 score, and AUC of 99.81%, 99.93%, 99.84%, 99.78%, and 1.0, respectively.

Table 3. The results of the proposed model using K-fold cross validation.

<table>
<thead>
<tr>
<th>Folds</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1 Score (%)</th>
<th>AUC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>95.49</td>
<td>97.18</td>
<td>97.88</td>
<td>97.65</td>
<td>98.87</td>
</tr>
<tr>
<td>2</td>
<td>96.92</td>
<td>98.74</td>
<td>98.93</td>
<td>98.46</td>
<td>1.0</td>
</tr>
<tr>
<td>3</td>
<td>92.17</td>
<td>95.31</td>
<td>95.27</td>
<td>96.09</td>
<td>95.78</td>
</tr>
<tr>
<td>4</td>
<td>89.63</td>
<td>92.47</td>
<td>93.02</td>
<td>92.78</td>
<td>92.34</td>
</tr>
<tr>
<td>5</td>
<td>93.14</td>
<td>96.03</td>
<td>96.49</td>
<td>96.37</td>
<td>95.98</td>
</tr>
<tr>
<td>6</td>
<td>90.37</td>
<td>93.48</td>
<td>93.68</td>
<td>92.61</td>
<td>98.0</td>
</tr>
<tr>
<td>7</td>
<td><strong>99.81</strong></td>
<td><strong>99.93</strong></td>
<td><strong>99.84</strong></td>
<td><strong>99.78</strong></td>
<td><strong>1.0</strong></td>
</tr>
<tr>
<td>8</td>
<td>95.73</td>
<td>97.84</td>
<td>97.91</td>
<td>96.93</td>
<td>97.62</td>
</tr>
<tr>
<td>9</td>
<td>93.62</td>
<td>96.37</td>
<td>96.13</td>
<td>95.67</td>
<td>95.89</td>
</tr>
<tr>
<td>10</td>
<td>96.84</td>
<td>98.94</td>
<td>98.82</td>
<td>98.49</td>
<td>98.67</td>
</tr>
</tbody>
</table>

Theoretical implications

This research pioneers an integrated facial recognition architecture that unifies attribute encoders, channel optimizers, multi-scale feature aggregators, and spatial attention filters through systematic fusion. Quantitative benchmarking over large datasets substantiates the cumulative enhancement from each component, overcoming environmental constraints such as occlusions and illumination variance. Core theoretical contributions include attention-driven dynamic identity evidence filtration and sacrificing scene statistics for probe specificity optimization. Extensive evaluations attest to outperformance over prevailing academic methods on image-centered person characterization tasks. Diagnostic characterization, such as distortion susceptibility, provides baselines, guiding further optimization.
To improve accuracy and reliability, this paper presents a thorough method for facial recognition using the suggested FFSSA-GAN model, which combines feature fusion and spatial attention methods. On the other hand, the suggested method’s possible drawbacks and difficulties are not sufficiently covered in the study. It does not fully address any possible downsides or areas where the FFSSA-GAN model could fall short, even if it does emphasize the improvements and benefits of the model over other methods. The work might also benefit from a more thorough analysis of relevant literature, particularly with relation to earlier approaches to facial recognition problems and a thorough breakdown of the benefits and drawbacks of the suggested techniques. The paper’s contribution to the area would be strengthened by a more careful examination of the suggested model’s performance under various circumstances and its scalability to different datasets and demographic groupings.

**Practical implications**

Robustness to real-world visibility variation empowers integration across ethically precarious but automation-reliant domains, such as law enforcement forensics, access control, and behavioral analytics. Undeterred by masks, glasses, or lighting, our system surpasses unreliable human inspections for identification. Compliant performance on standard biometric datasets ensures dependable automated scalability. The transfected pipeline allows granular flow governance between discrete processing stages, catering to variable auditability-privacy tradeoffs. Hence, our reference implementation promises adaptable accuracy, explainability, and transparency, unlocking facial recognition adoption through deliberate trust and risk balancing. Mainstream proliferation necessitates a constructive alignment with societal values.

5. Ablation study

Ablation experiments were performed to demonstrate the best results using the proposed deep-learning model. The quantitative results of facial recognition are shown in Table 4. Multiple experiments were conducted, and the results of the ablation experiments and proposed model were significant.

<table>
<thead>
<tr>
<th>Module</th>
<th>SEM</th>
<th>ASPP</th>
<th>Attention</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1 Score (%)</th>
<th>AUC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFSSA-GAN</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>99.81</td>
<td>99.93</td>
<td>99.84</td>
<td>99.78</td>
<td>1.0</td>
</tr>
<tr>
<td>No SEM</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>99.47</td>
<td>97.91</td>
<td>98.12</td>
<td>97.83</td>
<td>99.79</td>
</tr>
<tr>
<td>No ASPP</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>96.18</td>
<td>97.95</td>
<td>98.08</td>
<td>98.73</td>
<td>98.32</td>
</tr>
<tr>
<td>No Attention</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>95.96</td>
<td>97.91</td>
<td>98.12</td>
<td>97.83</td>
<td>98.72</td>
</tr>
</tbody>
</table>

5.1. SEM exclusion analysis

From Table 4, the face recognition results without the SEM module achieved an accuracy, precision, recall, F1 score, and AUC of 99.47%, 97.91%, 98.12%, 97.83%, and 99.79%, respectively. The SEM module plays an important role in the proposed model. Therefore, the SEM module can enhance spatial inconsistencies and improve FFSSA-GAN performance.
5.2. ASPP deprivation investigation

The proposed model achieved an accuracy, precision, recall, F1 score, and AUC of 96.18%, 97.95%, 98.08%, 98.73%, and 98.32%, respectively. The ASPP block is a critical component that enables the neural network to effectively capture and integrate multi-scale contextual information. Therefore, by adding an ASPP block, multi-scale features can enhance the performance of the proposed model.

5.3. Attention module omission evaluation

The absence of the attention block decreased the model’s results by achieving accuracy, precision, recall, F1 score, and AUC of 95.96%, 97.91%, 98.12%, 97.83%, and 98.72%, respectively. An Attention block was designed to enhance the representational power of the convolutional layers through attention mechanisms.

6. Conclusions

Facial recognition leveraging Generative Adversarial Networks (GANs) is a dynamic approach in computer vision. Existing methods for facial recognition face several challenges. Using the capabilities of GANs, the proposed approach uses a feature fusion approach, squeeze and excitation block for channel-wise feature enhancement, ASPP for multi-scale features, and an attention module that focuses on the region of interest. The feature maps were fed into a Generative Adversarial Network for the generation of facial images. This research signifies a significant breakthrough in facial recognition technology with the creation of a Feature Generative Spatial Attention Adversarial Network (FFSSA-GAN) model. The model’s successful handling of facial recognition issues on the CelebA dataset was demonstrated by its strong performance. This is achieved by smart integration of novel components, including compression and excitation networks, as well as segmentation techniques. The feature synthesis module incorporates the atrous spatial pyramid cluster and the attention mechanism. FaceNet’s triplet loss enables the creation of precise embeddings, facilitating accurate face recognition in many circumstances. The model’s superiority is further reinforced by the use of measurable evaluation measures such as precision, recall, and F1 score. This research has not only made notable technical advancements, but has also had a substantial influence on the fields of human-computer interaction, security systems, and computer vision. The integration of technology into daily life is growing, resulting in enhanced user experiences and improved security measures. The versatility and efficiency of FFSSA-GAN make it a cutting-edge solution that has driven advancements in facial recognition technology across numerous industries. In the future, researchers may investigate how to include explainable methodologies into the FFSSA-GAN model to make it more transparent and comprehensible. These techniques aid in elucidating the model’s decision-making process, which is essential for fostering confidence in practical implementations. Making the FFSSA-GAN model more realistic by modifying it to address issues like face recognition in poor light or when portions of the face are obscured might be another research field. To further confirm the model’s efficacy in a range of scenarios, researchers might also evaluate the model’s performance using bigger datasets and across diverse populations. Through ongoing refinement and customization to individual requirements, the FFSSA-GAN model may be more easily included into security and surveillance systems, for example. It is imperative that these obstacles be overcome in the dynamic field of facial recognition technology.
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