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Abstract: China has built a nationwide transportation network, but there needs to be a smooth connection and transfer between different modes. Five networks are constructed to explore the characteristics of a multimodal comprehensive transportation network (CNet) in Jiangsu Province based on the optimized modeling method and multisource data. Statistical and robustness characteristics are analyzed for CNet and other single-mode networks including the highway, railway, navigation channel and airway networks (HNet, RNet, NNet and ANet, respectively). The research results show following: (i) In Jiangsu, CNet, HNet, RNet and NNet are not scale-free networks and do not have small-world properties. However, ANet is the opposite. (ii) The five networks in Jiangsu are robust to the random attack and their robustness changes during the attack. However, their robustness is different under different calculated attacks. For all attack strategies, CNet is the most robust. (iii) In Jiangsu, the three optimized methods enhance the robustness significantly. The network failure is delayed by 12.34, 2.79 and 2.44%, respectively. The average connectivity degree is improved by 265.69, 52.95 and 32.54%, respectively. The more hubs there are with powerful transfer capacity, the stronger the network robustness. The results reveal the key points of the construction of a multimodal comprehensive transportation system and can guide the design and optimization of it.
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1. Introduction

The multimodal comprehensive transportation network (CNet) is important to the social economy. The transit hub is a key part of CNet for its function of connecting different transportation modes. Although a nationwide transportation infrastructure network has been built, China still lags in the United Nations’ logistics index [1]. One important reason is that the transfer capacity of transit hubs is insufficient.

Robustness is an important property of the system to resist interference. To maintain operation, CNet needs to be robust. Because of its importance, the transit hub is more easily damaged and the negative influence is more serious. Therefore, two questions need to be considered during the stages of planning, construction and management if a robust CNet is needed. One is how to evaluate the robustness of CNet accurately considering the transfer function of the hub. Another is how to enhance the robustness of CNet based on the optimized hub.

Whether evaluating or enhancing, the research needs to focus on reality. Only in this way can conclusions and suggestions of important practical significance be drawn. First, the network model should accurately reflect reality. Otherwise, the evaluation results of robustness may be biased. Second, the basic statistical characteristics of networks should be researched, such as scale-free and small-world properties. It is beneficial to understand the state of the network. Third, it is necessary to perform a comparative analysis of how the optimized hub affects robustness. It is helpful for engineers to make the improved scheme.

Based on these objects, Jiangsu Province is selected as the case study. It is one of China’s most economically powerful provinces. It also has a complete and powerful network system of multimodal comprehensive transportation. However, the issue of insufficient transfer capacity persists. Therefore, the CNet in Jiangsu can reflect its characteristics when used throughout China.

Generally, this paper has four contributions. First, the differences in statistical characteristics among CNet and single-mode networks are analyzed. We point out the features and explain the reasons for the degree distribution, scale-free and small-world and spatial scale when the CNet considers mode transfer. Second, the robustness of CNet and single-mode networks is compared. We use some indicators to show the structure failure process under four attack modes and compare the differences between CNet and other networks. Third, the robustness of four kinds of CNets is comparatively analyzed. We note how much the robustness of the CNet can be improved, which is modeled by the method proposed in this paper. We also show the improvement tendency caused by the number of optimized transit hubs. It also demonstrates the validity of our modeling method. Fourth, some suggestions from the planning, construction and management points of view are proposed. The suggestions are about the number of hubs and the design of transfer channels. We propose notification when evaluating the robustness of a real transportation system.

The research contents are as follows: Section 2 reviews the literature and shows points to be further optimized. Section 3 proposes the optimized modeling method for a CNet. Section 4 introduces the data of the case study and the research method of robustness. Section 5 analyzes the statistical characteristics of five networks in Jiangsu. Section 6 compares the robustness of five networks in Jiangsu. Section 7 explores the robustness of CNets modeled by our method and previous methods. Section 8 summarizes the research conclusions and proposes some suggestions.
2. Literature review

2.1. Modeling method for the transportation network

To theoretically analyze the characteristics of a transportation network, the first step is to mathematically depict the real network. In previous research, the network’s topology was often represented using a graph. Let us consider an unweighted and undirected network $G = (V, E)$, where $G$ represents the analyzed network, $V$ is the nonempty set of vertices and $E$ is the set of edges. The relationship between $V$ and $E$ can be represented as $E \subseteq V \times V$ indicating that the set of edges is a subset of the connections between any two points. This mathematical representation applies to various types of networks such as power networks, the Internet [2], interpersonal networks and transportation networks [3].

The process of abstracting objects from a real network into vertices and edges in a graph can be addressed using the concept of modeling space, as proposed by Von Ferber et al [4]. The modeling space encompasses four methods: space L, space C, space P and space B [5,6]. In the analysis conducted by Lin et al., the evolution process of urban public transportation networks at different times was examined, highlighting the distinct topological characteristics between networks constructed using space L and space P [7]. Kurant et al. observed differences in the statistical properties of networks modeled under various methods such as space L, space P and space C using the Swiss railway network [8]. Porta et al. discovered that the highway network modeled under space L lacked the scale-free property, whereas the network modeled under space C exhibited scale-free characteristics [9]. These findings indicate that the properties of a network can differ based on the chosen modeling space.

Moreover, the selection of vertices and edges varies depending on the spatial scale considered. For instance, Dau S. H. et al. employed intersection conflict points and vehicle trajectory lines [10], while Wang [11] and Li [12] focused on airports and airline routes. Boasa P.R.V. et al., on the other hand, utilized cities and highway sections [13]. Hence, when studying regional transportation, it is crucial to select appropriate objects based on the spatial scale under investigation.

2.2. Research contents of the multimodal transportation network

Transportation networks can be categorized as single-mode or multimodal networks. Single-mode networks encompass various research objects, including urban transit networks [14,15], urban road networks [16,17], railway operation networks [18,19] and aviation operation networks [20,21]. For instance, Zhang examined high-speed railway networks in China, the U.S. and Japan, comparing their statistical characteristics using metrics such as average degree, maximum degree and average medium [22]. Sen investigated the railway network in India and discovered its small-world property [23]. Bagler G reviewed the aviation operation network in India and identified it as a small-world network characterized by a truncated power-law degree distribution [24]. Sienkiewicz J. et al. studied bus networks in 22 cities in Poland, summarized the degree distribution patterns and found that all of them exhibited small-world properties [25].

In the case of multimodal networks, the research primarily focuses on connecting different networks. Two main approaches are commonly used to construct multimodal networks.

1) Supernetwork: The supernetwork is a multilayer complex network model that characterizes the composition of multimodal networks. It connects various layers of different modality subnetworks, primarily through virtual arc segments, forming a nested multilayer network model where
each layer can interconnect with one another [26–28].

This method finds extensive application in the construction of urban transportation networks. For example, Xu constructed a multimodal supernetwork model among cities and proposed a stochastic equilibrium allocation method for intercity transportation systems [29]. Ding depicted the entire process of residents’ public transit travel through a supernetwork, considering components such as line transfers and residents’ walking access to bus stops [30]. Lozano established a general bus-subway composite supernetwork, designed a path search algorithm and examined users’ path preference selection in urban public transportation [31].

The supernetwork approach has also been successfully applied to the study of regional comprehensive transportation systems. Shi constructed an airway-railway intermodal network using a supernetwork and conducted an in-depth analysis of road sections and node impedance functions within this composite network [32]. Deng, on the other hand, developed a three-layer supernetwork of highways, railways and waterways for freight planning and forecasting in the Yangtze River Economic Belt [33]. Xu applied the supernetwork approach in the integration of regional comprehensive transportation logistics, encompassing infrastructure, information resources and organizational networks [34].

2) Merging different networks: This approach involves merging nodes and routes from different networks to achieve the fusion of multiple modes. For instance, Luo combined bus stops and subway stops at the same location into a single node in the study of a composite urban bus-subway transit network [35]. Xu et al. merged nodes that spatially correlated roads and railways when studying the railway-aviation composite network [36]. Feng et al. treated railway stations and airports as homogeneous vertices and established edges representing transfer routes [37]. Ouyang treated railway stations and airports within the same city as a single point [38]. Luo et al. combined a subway station and a bus station with close distances into one vertex when studying conventional buses and subways and represented the bus line and subway line passing through the same two vertices as one edge [39]. Li regarded three adjacent subway stations and four bus stations as a unit and connected each station in the unit to represent the transfer section [40]. Liu utilized a weighted bipartite graph to construct the transfer network inside the station [41].

2.3. Robustness analysis of the transportation network

Studies on the robustness of transportation networks can be categorized into two main categories: topology-based robustness and operational robustness.

Topology-based robustness analyzes unweighted topological networks to identify highly influential nodes. Classic indicators used to evaluate node importance include degree centrality [42], betweenness centrality, and closeness centrality [43]. Demšar et al. proposed a mathematical method that utilizes degree centrality and clustering coefficient to identify critical locations in street networks [44]. Chen employed topological indices such as average degree, relative maximum connectivity graph and efficiency to analyze urban transport networks in Beijing and developed a new indicator combining node degree and betweenness to better reflect network resilience [45]. Duan and Lu conducted an empirical study on six city road networks using betweenness centrality to analyze robustness and identify critical points [46].

Additionally, researchers have developed new indicators such as collective influence (CI), which measures node importance by aggregating degrees over all neighbors within a given radius [47] and CoreHD, a method that removes the highest degree node in 2-core networks first, followed by tree-breaking [48].
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Operational robustness focuses on analyzing weighted networks where weights represent flows, congestion or capacities. Cats et al. integrated capacity degradation results per edge into network robustness assessment using Amsterdam's urban public transport network as a case study [49]. Shang proposed a novel indicator called relative area index (RAI) based on traffic assignment theory to reveal the robustness of multi-scale urban road networks, which outperformed traditional topological metrics like weighted betweenness centrality when facing global disruptions [50]. Ouyang et al. introduced mathematical models and solution algorithms to identify optimal robustness-based and resilience-based protection strategies for critical infrastructure systems [51]. Kermanshah and Derrible developed a geographical and multi-criteria vulnerability assessment method to quantify the impacts of extreme earthquakes on road networks using Los Angeles and San Francisco as case studies [52].

Some researchers have combined both topology-based and operational perspectives to systematically investigate the resilience characteristics of networks under static and dynamic conditions. They construct frameworks for network robustness analysis that capture the relationship between topological and operational indices. For example, Shang applied topological and operational indices to analyze urban road networks and assess their robustness against local disruptions [53]. Liu proposed a resilience assessment framework considering network function, structure and recovery performance under different attacks to optimize urban road networks [54]. Zhang applied static metrics such as node degree, betweenness and closeness, as well as dynamic metrics like flow degree to analyze the robustness of the directed weighted urban railway network in Hong Kong under cascading failures [55].

When simulating network failure, researchers commonly employ random and calculated attack methods [56]. Random attacks simulate natural disasters, while calculated attacks simulate intentional human damage. Building on classic methods, researchers have proposed new attack strategies. For example, Li et al. improved spatially localized failure models to simulate failure caused by typhoons, where nodes and edges are affected within a specific circular area [57].

2.4. Summary of the literature

To summarize, although researchers have made significant progress in studying transportation network robustness, there are several areas that still require further optimization and exploration.

Lack of unified modeling rules for multimodal CNet: Existing studies predominantly focus on single-mode or composite networks, lacking analysis of CNet that include highways, railways, waterways and aviation. Additionally, there is a lack of standardized mapping rules for vertices and edges, failing to fully represent the mode transfer process facilitated by transit hubs.

Insufficient statistical characteristics and robustness analysis of multimodal CNet: Previous research primarily concentrates on single-mode or two-mode composite networks. These studies have revealed scale-free and small-world characteristics in bus, subway and aviation networks. However, there is limited research on the topological structure and robustness characteristics of CNet. What is the performance of a comprehensive transportation network in terms of the degree distribution, scale-free characteristics and the small-world? How does the robustness of multi-modal CNet change under various attacks? Are there any differences between the robustness of CNet and the single-mode network? What common trends can be observed in their robustness variations? These questions remain unanswered.

Insufficient comparative analysis of CNet robustness under different transfer conditions: Different transfer conditions in CNet can be represented by various modeling methods. Previous
studies often oversimplify the transfer process and neglect the detailed design of transfer points between different modes. Can this simplification method accurately assess the robustness of CNet? Can the detailed mode transfer design improve the robustness of CNet? How much can this kind of design affect the network’s robustness? These questions remain unanswered.

3. Network modeling method

3.1. Overall network structure

CNet includes four kinds of single-mode networks and the micronetwork of transit hubs. Single-mode networks refer to the highway, railway, navigation channel and airway transportation networks (HNet, RNet, NNet and ANet, respectively). The micronetwork of transit hubs includes the transfer network inside the hub and the connecting section outside the hub. The transit hub point (THP) is defined as the vertex with a mode transfer function, which includes the vertices of railway stations, harbors and airports. Figure 1 shows the network structure of CNet.

![Figure 1. The structure of CNet.](image)

CNet can be described as $G_C = (V_C, E_C)$, where $V_C$ and $E_C$ refer to the vertices and edges in CNet. Similarly, HNet, RNet, NNet and ANet can be described as $G_H = (V_H, E_H)$, $G_R = (V_R, E_R)$, $G_N = (V_N, E_N)$ and $G_A = (V_A, E_A)$, respectively. The construction method of the above network will be explained in detail in Section 3.3.

The set of the THP is defined as $V_{THP}$ and a THP in the set is denoted by $v_{THP}^k$, where $k = 1, 2, \ldots, |V_{THP}|$. The construction method of the connecting section will be explained in detail in Section 3.2. A connecting section is denoted as $e_{connect}^k$. The set of all such connecting sections in the CNet is denoted as $E_{connect}$. The construction method of the mode transfer network of the THP $k$ will be explained in detail in Section 3.2. The mathematical expression is $G^k_j = (V^k_j, E^k_j)$, where $V^k_j$ denotes the set of transfer vertices and $E^k_j$ denotes the set of transfer edges.

Thus, the mathematical expression of CNet is shown in Eq (1).
\( G_C = (V_C, E_C) \)

\[
\begin{align*}
V_C &= V_H \cup V_R \cup V_N \cup V_A \cup V_1^k \cup V_2^k \cup \cdots \cup V_n^k - V_{THP} \\
E_C &= E_H \cup E_R \cup E_N \cup E_A \cup E_{\text{connect}} \cup E_1^k \cup E_2^k \cup \cdots \cup E_n^k - (E_{THP}^1 \cup E_{THP}^2 \cup \cdots \cup E_{THP}^k)
\end{align*}
\]  

(1)

3.2. Modeling method for the transit hub

3.2.1. Transfer connection inside the hub

The transfer connection inside the hub connects all the roads connected by the hub in pairs. It depicts the transfer process from one road to another. Define the transfer network in \( v_{THP}^j \) as \( G_j^C = (v_j^C, E_j^C) \). The modeling progress can be divided into three steps.

\[ \text{Step 1: Adding the transfer vertex. Make a circle with a radius of 1 (1 unit after standardization according to the spatial scale). The intersections between the circle and all } n \text{ edges connecting with } v_{THP}^k \text{ are the newly added transfer vertices, denoted as } v_{j}^{k,1}, v_{j}^{k,2}, \ldots, v_{j}^{k,n}. \text{ They are represented as blue dots in Figure 2(b). The set of all freshly added transfer vertices in } v_{THP}^j \text{ is defined as } V_j^C. \]

\[ \text{Step 2: Adding the transfer edge. Generate } C_n^2 \text{ edges among } n \text{ transfer vertices as transfer edges. Each edge is denoted as } e_{j}^{i,j}, \text{ where } i, j \in V_j^k \text{ and } i \neq j. \text{ Transfer edges are represented as blue lines in Figure 2(c). The set of all freshly added transfer edges in } v_{THP}^j \text{ is defined as } E_j^C. \]

**Figure 2.** The construction process of the mode transfer network.
Step 3: Deleting THP. Delete $v^k_{THP}$ (represented as the red dashed circle in Figure 2(c)) from all sets, including $V_{THP}$, $V_h$, $V_r$, $V_w$ and $V_A$. Then, delete the edges between $v^k_{THP}$ and $v^j_{1}, v^j_{2}, ..., v^j_{n}$ (represented as green and purple solid lines surrounded by the red dashed circle in Figure 2(c)) and define the set of all these kinds of edges as $E^{k}_{nv}$, as shown in Figure 2(d).

The number of vertices $N_{vertex}$ and edges $L_{edge}$ in $G'$ is shown in Eqs (2)–(4).

$$N_{vertex} = \sum_{i=1}^{4} (x_i - 2) + M$$  \hspace{1cm} (2)

$$L_{edge} = \frac{1}{2} \left[ \sum_{i=1}^{4} (x_i - 2) + 2M \right] \left[ \sum_{i=1}^{4} (x_i - 2) + 2M - 1 \right]$$  \hspace{1cm} (3)

$$n = \sum_{i=1}^{4} x_i$$  \hspace{1cm} (4)

where $M$ is denoted as the number of traffic modes connected by $v^k_{THP}$ ($1 \leq M \leq 4$). $x_i$ is denoted as the edge number of the mode $i$ ($x_i \geq 2$) and the $i$ value ranges from 1 to 4, indicating highway, railway, navigation channel and airway. $n$ is denoted as the total number of edges connected with $v^k_{THP}$.

3.2.2. Transfer connection outside the hub

The transfer connection inside the hub refers to the edge connecting the hub and the outside highway, as shown by the red edge in Figure 3. The connection is meant to solve an important problem. In the real world, when the hub is located inside the city there is much slow traffic around it so the links connected to it tend to be low-grade roads. When modeling, if only six types of highways are reserved, the hub will not be connected to the HNet. Therefore, we add an edge between the hub and the external road vertex as an abstract representation of the low-grade road. Figure 3 shows HNet vertex $v^1_{hv} \in V_h$, HNet edge $e^1_{cw}, e^2_{cw} \in E_h$, THP $v^k_{THP} \in V_{THP}$ and THP $v^k_{THP} \in V_r$. RNet $e^1_{rw}, e^2_{rw}, e^3_{rw}, e^4_{rw} \in E_r$. Define $e^k_{nc}$ as the connecting section, where $P_1 = v^1_{hv}, P_2 = v^k_{THP}$.

Figure 3. The model of the connecting section between the hub and the external highway.
3.2.3. Transfer connection of the expressway

There is another kind of special hub, which is the expressway entrance and exit (EEE). It connects the expressway and the other roads. Since most expressways in China are tolled, the EEE usually consists of ramps, toll stations, checkpoints, etc., as shown in Figure 4(a). An optimized method is proposed to represent the topology structure of the EEE, as shown in Figure 4(b). Three vertices and two edges are used. $v_{hw-ring}$, $v_{toll}$ and $v_{ring-cw}$ represent the intersection formed by the ramp and expressway, toll stations or checkpoints and the intersection formed by the ramp and the other road, respectively. $e_{ring}^{up}$ and $e_{ring}^{down}$ represent two kinds of ramps. In this model, if simulating the EEE failure caused by bad weather, traffic congestion, traffic control, etc., only $v_{toll}$ needs to be removed. It will not affect the connectivity of the expressway, which is consistent with reality.

![Figure 4](image)

**Figure 4.** Modeling method for EEE.

In addition, two special cases must be discussed. First, for the starting and ending points of the expressway, only $v_{toll}$, $v_{ring-cw}$ and $e_{ring}^{down}$ need to be retained, as shown in Figure 4(c). Second, when the road connected with the expressway does not belong to the six kinds of highways in HNet, $v_{hw-ring}$, $v_{toll}$, $v_{ring-cw}$, $e_{ring}^{up}$ and $e_{ring}^{down}$ is still used but $v_{ring-cw}$ is only connected to $e_{ring}^{down}$ and no other edges are connected, as shown in Figure 4(d).
3.3. Modeling method for a single-mode network

The core of the modeling method for a single-mode network is to clarify the mapping rules, which refer to the correspondence between existing traffic elements and the abstract network. There are three steps.

**Step 1**: Specify the modeling object. Regional transportation gives more attention to trunk channels. Therefore, it is necessary to clarify the selection criteria of each element in the real network.

**Step 2**: Specify the meaning of vertices and edges. Traffic elements represented by the vertices and edges differ in different situations. Whatever they represent must be clarified at the same spatial scale.

**Step 3**: Addressing some special situations. Some exceptional cases need to be discussed to more appropriately reflect the topological relationship of the real.

<table>
<thead>
<tr>
<th>Step 1</th>
<th>V*</th>
<th>E*</th>
<th>Step 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>HNet</td>
<td>National expressways, provincial expressways, national trunk highways, provincial trunk highways, urban expressways and urban main roads.</td>
<td>Plane intersections, stereo intersections, expressway entrances and exits and toll stations</td>
<td>(i) $V_H$ excludes intersections formed by roads other than six modeling objects.</td>
</tr>
<tr>
<td></td>
<td>Provincial expressways, national trunk highways, provincial trunk highways, urban expressways and urban main roads.</td>
<td>The main highway sections existing between two vertices</td>
<td>(ii) $E_H$ only includes the main road of the highway section.</td>
</tr>
<tr>
<td>RNet</td>
<td>The national high-speed railway, the national heavy haul railway, and the national railway Grade I-III</td>
<td>The railway stations and the large overpasses intersected by two or more railway lines.</td>
<td>All lines should be reserved when a railway station is connected with multiple lines.</td>
</tr>
<tr>
<td>NNet</td>
<td>The navigation channel Grade I, II, III</td>
<td>Wharves, locks in the inland waterway, and intersections of inland waterways.</td>
<td>The intersection of the marine channel is not considered.</td>
</tr>
<tr>
<td>ANet</td>
<td>Airway, not airlines.</td>
<td>Airports, reporting points, VOR, DME and NDB**.</td>
<td>When the positions of different types of vertices coincide, only one needs to be reserved.</td>
</tr>
</tbody>
</table>

*$V$ and $E$ separately represents the vertex and the edge of the single-mode network.

**VOR, DME and NDB are the abbreviations of nodes with definite functions on the airway. VOR: very high frequency omnidirectional range. DME: distance measuring equipment. NDB: nondirectional beacon.**

In **Step 1**, when constructing HNet, inter-city connectivity and transit traffic requirements are mainly considered. In addition, the administrative grade of a highway can better reflect its function in the network than the technical grade. Therefore, these six paths are chosen as model objects. When constructing ANet, the airway refers to the route that an aircraft needs to follow when flying in the airspace, but the airline is a line operated by the airline company. From the perspective of the infrastructure network, the airway is similar to the highway, railway and navigation channel. Therefore, it is chosen as modeling the object instead of the airline.
4. Case study and robustness analysis method

4.1. Data overview of the case

The case object is a comprehensive transportation network in Jiangsu Province, a typical coastal province in China. The highway, railway and navigation data are derived from the electronic navigation map data provided by NavInfo [58]. The aviation data are derived from the enroute chart (Revision 15) published by the Civil Aviation Administration of China (CAAC) in June 2021 [59].

Table 2. Comprehensive transportation network data of Jiangsu Province.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Original data</th>
<th>Filtered data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highway</td>
<td>136,881</td>
<td>39,007</td>
</tr>
<tr>
<td>Railway</td>
<td>10,650</td>
<td>3046</td>
</tr>
<tr>
<td>Navigation channel</td>
<td>9084</td>
<td>2521</td>
</tr>
<tr>
<td>Airway</td>
<td>164</td>
<td>69</td>
</tr>
<tr>
<td>Other</td>
<td>79,928</td>
<td>0</td>
</tr>
<tr>
<td>Sum</td>
<td>236,707</td>
<td>44,643</td>
</tr>
<tr>
<td>Highway</td>
<td>269,151</td>
<td>77,669</td>
</tr>
<tr>
<td>Railway</td>
<td>16,835</td>
<td>4859</td>
</tr>
<tr>
<td>Navigation channel</td>
<td>13,510</td>
<td>3898</td>
</tr>
<tr>
<td>Airway</td>
<td>326</td>
<td>118</td>
</tr>
<tr>
<td>Other</td>
<td>27,286</td>
<td>0</td>
</tr>
<tr>
<td>Sum</td>
<td>327,108</td>
<td>86,544</td>
</tr>
</tbody>
</table>

(a) Spatial distribution of the navigation map data    (b) Spatial distribution of the CAAC enroute chart

Figure 5. Spatial distribution of data for Jiangsu Province.

The electronic navigation map data contain traffic nodes, sections, points of interest (POIs) and sidewalk sections. Therefore, the data are extensive. According to Section 3.3, the original data were
filtered and the amount of data decreased significantly. Table 2 shows the number of nodes and sections. Both the node and section numbers of the highway are the largest. The data spatial distribution is shown in Figure 5.

4.2. Evaluation index for robustness

4.2.1. Change in global efficiency \( \eta(E(G)) \)

Global efficiency is to explore the connectivity condition of the connected or disconnected network and its formulation is written as follows:

\[
E(G) = \frac{1}{N(N-1)} \sum_{i \neq j} \frac{1}{d_{ij}}
\]

(5)

\( d_{ij} \) represents the distances between any two vertices and \( N \) is denoted as the vertex number, where \( G \) is the network. If the non-weighted network is completely connected, \( E(G) = 1 \). When the network is continuously attacked and isolated vertices appear, the distance between vertices will continue to increase, so \( E(G) \) decreases. According to Eq (5), the change in global efficiency can be calculated as:

\[
\eta(E(G)) = \frac{E(G)_T - \min\{E(G)_T\}}{\max\{E(G)_T\} - \min\{E(G)_T\}}
\]

(6)

\( E(G)_T \) represents the global efficiency when \( T \) vertices are attacked, where \( T = 1, 2, \ldots, N \). \( \max\{E(G)_T\} \) represents the maximal value of the global efficiency during the entire progress of the attack and \( \min\{E(G)_T\} \) represents the minimal one. \( \eta(E(G)) \) is a normalized index, that is \( 0 \leq \eta(E(G)) \leq 1 \).

4.2.2. Change in maximal connected subgraph \( \eta(R(G)) \)

The maximal connected subgraph is to measure the completeness of the network. The change of it can be calculated as follows:

\[
\eta(R(G)) = \frac{N(MCG)_T - \min\{N(MCG)_T\}}{N(G) - \min\{N(MCG)_T\}}
\]

(7)

\( N(MCG)_T \) represents the vertex number of the maximal connected subgraph when \( T \) vertices are attacked, where \( T = 1, 2, \ldots, N \). \( N(G) \) represents the vertex number of \( G \). The meaning of \( \min\{\} \) is as same as that above. The index is normalized, that is \( 0 \leq \eta(R(G)) \leq 1 \). A higher \( \eta(R(G)) \) means the network can maintain a good connection, which also means the graph is more robust.

4.2.3. Change in standard structural entropy \( \eta(H(G)) \)

Structural entropy is to explore the uniformity of the network and formulation is written as follows:
\[ H = \sum_{i=1}^{N} I_i \ln I_i \] (8)

\[ I_j = \frac{k_i}{\sum_{j=1}^{N} k_j} \] (9)

\( H \) represents the structural entropy of the network. \( I_i \) is the importance of vertex \( i \). To eliminate the influence of vertex numbers, \( H \) need to be normalized as follows:

\[ H_{\text{max}} = \ln N \] (10)

\[ H_{\text{min}} = \ln[4(N-1)] / 2 \] (11)

\[ H(G) = \frac{H - H_{\text{min}}}{H_{\text{max}} - H_{\text{min}}} = \frac{-2 \sum_{i=1}^{N} I_i - \ln[4(N-1)]}{2 \ln N - \ln[4(N-1)]} \] (12)

\( H_{\text{max}} \) is the maximal value of the structural entropy when the degree values of all vertices are the same. \( H_{\text{min}} \) is the minimal value, when all vertices connect with a special vertex. According to Eq (12), the change of the standard structural entropy can be calculated as:

\[ \eta(H(G)) = \frac{H(G)_T - \min\{H(G)_T\}}{\max\{H(G)_T\} - \min\{H(G)_T\}} \] (13)

\( H(G)_T \) represents the standard structural entropy when \( T \) vertices are attacked, where \( T = 1, 2, \ldots, N \). The meaning of \( \max\{} \) and \( \min\{} \) is as same as above. \( \eta(E(G)) \) is a normalized index, that is \( 0 \leq \eta(E(G)) \leq 1 \). If \( \eta(E(G)) \) maintains steadily under attack, the network is more robust.

4.2.4. Robustness composite indicator \( V \)

The robustness composite indicator is to evaluate the robustness of the network from multiple dimensions, including connectivity, completeness and uniformity. The formulation is written as follows:

\[ V = \lambda_1 \times \eta(E(G)) + \lambda_2 \times \eta(R(G)) + \lambda_3 \times \eta(H(G)) \] (14)

\( \lambda_1, \lambda_2 \) and \( \lambda_3 \) is denoted as the weight of \( \eta(E(G)) \), \( \eta(R(G)) \) and \( \eta(H(G)) \), respectively. They indicate the importance of connectivity, completeness and uniformity in the network. \( \lambda_1, \lambda_2, \lambda_3 \in (0,1) \) and \( \lambda_1 + \lambda_2 + \lambda_3 = 1 \). \( 0 \leq V \leq 1 \). The larger the value of \( V \), the more robust the network. In this article, \( \lambda_1 = \lambda_2 = \lambda_3 = 1/3 \).

4.2.5. Critical ratio of network failure \( CR \)

The critical ratio of network failure is to show when the network fails completely and the formulation is written as follows:

\[ \lambda_1, \lambda_2, \lambda_3 \in (0,1) \] and \( \lambda_1 + \lambda_2 + \lambda_3 = 1 \). \( 0 \leq V \leq 1 \). The larger the value of \( V \), the more robust the network. In this article, \( \lambda_1 = \lambda_2 = \lambda_3 = 1/3 \).
\[ CR = \frac{CP}{N(G)} \times 100\% \]  
(15)

\[ CP = \varphi(V = \frac{1}{100}V^0) \]  
(16)

\( CP \) is denoted as the critical point of network failure, which is the number of vertices that have been attacked when \( V \) is less than 1% of the initial value \( V^0 \). \( CR \) is normalized, that is \( 0 \leq CR \leq 1 \). The larger the value of \( CR \), the more robust the network.

4.3. Experimental scheme for robustness

This paper proposes four attack strategies. The random attack (RA) is randomly selecting an attacked vertex without considering the difference and all vertices have the same probability of being selected. A calculated attack is a purposeful attack based on the importance of vertices. However, there are a large number of vertices with the same degree value. To clarify the attack sequence of these vertices we formulate three different calculated attack strategies, which are regular calculated attack (CAR), calculated attack considering update degree (CAUD) and calculated attack considering random selection (CARS). The steps of the four attack strategies are shown in Figure 6.

5. Statistical characteristics of the network

5.1. Degree distribution

From Figure 7, it can be seen that the degree of the five networks is mainly concentrated between 1 and 4, and there are few vertices with high degrees. Among them, the curves of HNet and CNet are relatively close. The degree is concentrated between 2 and 4 (94.4 and 88.7%, respectively) and the high degree (\( k > 4 \)) is less (0.2 and 3.7%, respectively). Although the degrees of RNet and ANet are concentrated between 1 and 3 (86.3 and 69.0%, respectively), ANet has more high-degree vertices (15.5%), but RNet has fewer (2.0%). The distribution of the NNet degree is relatively narrow, ranging from 1 to 4, mainly concentrated between 2 and 3 (79.1%).

Why are there many vertices with a degree value of 3 in HNet? There are three reasons: First, each EEE contributes 1 or 2 vertices with a degree of 3. There are 447 EEEs in HNet, so 671 vertices with a degree value of 3 are contributed. Second, these vertices are primarily intersections of expressways, national or provincial trunk highways and urban roads. This reflects the apparent hierarchical phenomenon of HNet: a small number of expressways and national trunk highways serve a large area and a large number of provincial trunk highways and urban roads serve a small area. This phenomenon is more evident at the city boundary, as shown in Figure 8(a). The intersection vertices are highlighted. Third, Jiangsu is a coastal province and acts as a natural barrier and many east-west highways terminate in north-south coastal highways. Figure 8(b) shows the road in the coastal city of Yancheng. In addition, there are some large natural lakes such as Taihu Lake, Hongze Lake, Gaoyou Lake, Shaobo Lake and Luoma Lake. The highway ends at the road encircling the lake. Figure 8(c) shows the road around Hongze Lake. This kind of vertex is highlighted.
**Figure 6.** Steps of the four attack strategies.

**Step 0:** Preparing the database.
Store all vertexes in $\text{list}_\text{vertex}=[v_1,v_2,...,v_n]$ and store all edges in $\text{list}_\text{edge}=[e_1,e_2,...,e_n]$.

**Step 1:** Select a vertex $v_i$ from $\text{list}_\text{vertex}$ randomly as the attacked vertex.

**Step 2:** Traverse $\text{list}_\text{edge}$, removing all edges that contain $v_i$.

**Step 3:** Calculate $E$ and $R$.

**Step 4:** Whether $\text{list}_\text{vertex}$ is nonempty?

**Step 5:** Whether $\text{list}_\text{vertex}_1$ is nonempty?

---

**Step 1:** Calculate the degree of remaining vertexes.

**Step 2:** Generate $\text{list}_\text{vertex}_1$ by rearranging the vertexes in order of degree value from largest to smallest. When the degree values are the same, the vertexes are arranged in ID ascending order.

**Step 3:** Select the first vertex $v_f$ from $\text{list}_\text{vertex}_1$ as the attacked vertex.

**Step 4:** Traverse $\text{list}_\text{edge}$, removing all edges that contain $v_f$.

**Step 5:** Calculate $E$ and $R$.

**Step 6:** Whether $\text{list}_\text{vertex}_2$ is nonempty?

---

**Step 1:** Generate $\text{list}_\text{vertex}_2$ by rearranging the vertexes in order of degree value from largest to smallest. When the degree values are the same, the vertexes are arranged in ID ascending order.

**Step 3:** Select the first vertex $v_f$ from $\text{list}_\text{vertex}_2$ as the attacked vertex.

**Step 4:** Traverse $\text{list}_\text{edge}$, removing all edges that contain $v_f$.

**Step 5:** Calculate $E$ and $R$.

**Step 6:** Whether $\text{list}_\text{vertex}_2$ is nonempty?

---

**Step 1:** Generate $\text{list}_\text{vertex}_3$ by rearranging the vertexes in order of degree value from largest to smallest. When the degree values are the same, the vertexes are arranged randomly.

**Step 2:** Select the first vertex $v_f$ from $\text{list}_\text{vertex}_3$.

**Step 4.1:** Attack $v_f$.

**Step 4.2:** Randomly attack $v_g$ from all vertexes with the same degree.

**Step 5:** Traverse $\text{list}_\text{edge}$, removing all edges that contain $v_f$ or $v_g$.

**Step 6:** Calculate $E$ and $R$.

**Step 7:** Whether $\text{list}_\text{vertex}_2$ is nonempty?

---

**Final Step:** Draw the curve of $E$ and $R$ with attacking.
5.2. Scale-free and small-world

To analyze the scale-free property of the networks, their degree distribution curves are fitted in the double logarithmic coordinate system by a power-law distribution function. Barabasi noted that the network is scale-free when the function’s slope is $2 < \gamma < 3$. The network has the characteristics of both a random and scale-free network when $\gamma > 3$. As shown in Table 3, HNet, RNet, NNet and CNet are not scale-free networks, but ANet is.

Furthermore, the Poisson distribution is applied to fit the degree distribution curves of the five networks to explore whether they belong to random networks. As shown in Table 3, the fitting indices are not significant. It shows that none of the five networks is a random network.

Finally, two indicators are calculated to explore the small-world property. Barabasi also noted that when $\langle d \rangle \approx \frac{\ln N}{\ln \langle k \rangle}$, the network is small-world. As shown in Table 3, only ANet has the small-world property, while the other four networks do not.
Table 3. Indicators of the network statistics feature.

<table>
<thead>
<tr>
<th>Property</th>
<th>Indicator</th>
<th>HNet</th>
<th>RNet</th>
<th>NNet</th>
<th>ANet</th>
<th>CNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random network</td>
<td>Poisson $R^2$</td>
<td>0.0272</td>
<td>0.1513</td>
<td>0.0136</td>
<td>0.0666</td>
<td>0.0872</td>
</tr>
<tr>
<td></td>
<td>Poisson $P &gt;</td>
<td>z</td>
<td>$</td>
<td>0.720</td>
<td>0.440</td>
<td>0.815</td>
</tr>
<tr>
<td>Scale-free</td>
<td>Power-law $\gamma$</td>
<td>-5.87</td>
<td>-4.29</td>
<td>-3.42</td>
<td>-2.07</td>
<td>-3.98</td>
</tr>
<tr>
<td>Small-world</td>
<td>$\frac{\ln N}{\ln \langle k \rangle}$</td>
<td>7.649</td>
<td>6.632</td>
<td>3.586</td>
<td>3.586</td>
<td>7.710</td>
</tr>
<tr>
<td></td>
<td>$\langle d \rangle$</td>
<td>26.98</td>
<td>12.478</td>
<td>4.205</td>
<td>4.205</td>
<td>22.58</td>
</tr>
</tbody>
</table>

| Small-world or not? | NO                            | NO    | NO    | YES   | NO    |

Why is the judgment of the scale-free property of NNet different from that of predecessors such as Li [60] and Lou [61]? This can be explained by different modeling objects and mapping rules. The modeling object in Li's research is the shipping route network near ports. Ships here are subject to dispatch rather than free navigation. When the network is scale-free, many routes are connected to a few points, which is conducive to dispatching. In Luo’s research, the vertex represents the intersection of waterways or an administrative boundary. However, in this paper, waterway intersections, harbors and locks are considered. Especially with the addition of locks, many vertices with a degree value of two are added. Similarly, because of the different modeling objects and mapping rules, the small-world property of NNet is also different from predecessors. However, the conclusions of HNet, RNet and ANet are consistent with the research results of Fu [62], Zhao [63] and Bagler G [24].

5.3. Network spatial scale

From the number of vertices and edges, it can be seen that HNet occupies the primary position in CNet. In addition, there are other findings: (i) Compared with HNet, $d_{max}$ of CNet is smaller. (ii) Compared with HNet, $\langle d \rangle$ of CNet is smaller. (iii) Compared with HNet, $\langle C \rangle$ of CNet is larger.

Table 4. Statistical characteristics.

<table>
<thead>
<tr>
<th>Network</th>
<th>$N$</th>
<th>$L$</th>
<th>$d_{max}$</th>
<th>$\langle d \rangle$</th>
<th>$\langle C \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HNet</td>
<td>3265</td>
<td>4701</td>
<td>76</td>
<td>26.98</td>
<td>0.033</td>
</tr>
<tr>
<td>RNet</td>
<td>255</td>
<td>294</td>
<td>37</td>
<td>15.220</td>
<td>0.089</td>
</tr>
<tr>
<td>NNet</td>
<td>211</td>
<td>236</td>
<td>31</td>
<td>12.478</td>
<td>0.014</td>
</tr>
<tr>
<td>ANet</td>
<td>58</td>
<td>90</td>
<td>10</td>
<td>4.205</td>
<td>0.151</td>
</tr>
<tr>
<td>CNet</td>
<td>4257</td>
<td>6291</td>
<td>55</td>
<td>22.58</td>
<td>0.085</td>
</tr>
</tbody>
</table>

There are two reasons for the difference in $\langle d \rangle$. On the one hand, the railway, navigation channel and airway connect more vertices. On the other hand, RNet, NNet and ANet result in an average effect due to the smaller number of vertices and shorter average path length.

Similarly, there are two reasons for the difference in $\langle C \rangle$. On the one hand, considering the transfer network, THP enables the surrounding vertices to communicate with each other more tightly, thus generating more accessible paths and increasing the agglomeration degree. On the other hand, $\langle C \rangle$ of RNet, NNet and ANet is higher than that of HNet, so the clustering degree of CNet is increased after integration.
6. Robustness analysis for the single-mode network and CNet

6.1. Robustness analysis for the single-mode network

Under different attack strategies, four networks exhibit varying levels of robustness. They demonstrate greater robustness under RA and CAR, but their robustness is significantly lower under CAUD and CARS. Figure 9 illustrates that regardless of the attack strategy used, the curves of $\nu$ for CAUD and CARS consistently remain lower than those for RA and CAR throughout the attack. This indicates that the connectivity, completeness and uniformity of the networks are more severely affected under CAUD and CARS compared to RA and CAR even when an equal number of vertices are attacked. Similar patterns are observed for other indices as well.

The values of $CR$ under different attack strategies confirm the same robustness trend. In HNet, the $CR$ values under RA, CAR, CAUD and CARS are 94.64, 92.37, 55.90 and 56.36%, respectively. In ANet, $CR$ are 89.66, 79.31, 46.55 and 51.72%, respectively. $CR$ under RA and CAR is consistently higher than that under CAUD and CARS, indicating that the network can withstand more severe attacks before experiencing failure.

![Figure 9](image)

Figure 9. The robustness results of the single-mode network.

Continued on next page
First, the speed of network failure varies among the networks. For HNet and RNet, the failure process can be divided into three stages: an initial rapid decrease in $V$, followed by a relatively high fluctuation stage and finally, another rapid decline. This suggests that the connectivity, completeness and uniformity of the network remain relatively stable during the second stage, even when a significant number of vertices are attacked. In contrast, NNet and ANet experience a rapid and continuous decrease in $V$ throughout the attack, indicating a quick disintegration of the network structure upon damage.

Second, HNet and RNet exhibit a delayed failure compared to NNet and ANet. The average $CR$ of HNet and RNet is 74.82 and 70.74%, respectively, which is higher than $CR$ of NNet (68.01%) and ANet (66.81%). This suggests that HNet and RNet can withstand more severe attacks before reaching failure.

An intriguing phenomenon observed is the fluctuation plateau, which we refer to as the “city effect”. When modeling the networks, the vertex IDs are sequentially arranged within the same city but adjacently arranged across different cities. Under CAR, the vertices are attacked consecutively based on their IDs when targeting vertices with the same degree. Consequently, the network within each city is destroyed, while the backbone network connecting the cities remains relatively intact.
resulting in the occurrence of a fluctuation plateau. However, the city effect does not prevent rapid failure under both CAUD and CARS since the network inside the cities and the backbone network are simultaneously destroyed. This city effect suggests that the network within each city is of lesser importance compared to the backbone network connecting the cities.

6.2. Robustness comparative analysis between CNet and the single-mode network

CNet exhibits better robustness under RA and CAR compared to CAUD and CARS. $CR$ is 95.11 and 91.75% under RA and CAR respectively, which is significantly higher than $CR$ under CAUD and CARS, which is 56.85 and 57.25%. Notably, the difference in robustness becomes particularly evident when considering the structural entropy. As mentioned in Section 5.2, CNet exhibits both random network and scale-free network properties. When the entropy decreases, the network structure transitions from disorder to a more ordered state. However, the robustness property can resist this change with stronger robustness offering greater resistance. In Figure 10(a), the green and blue dotted lines consistently fluctuate at a higher position for a longer period compared to the red and golden lines. This indicates that the resistance of entropy under RA and CAR is stronger, reflecting stronger robustness. Additionally, CNet also displays the city effect.

Figure 10. The robustness results of CNet.

Figure 11 illustrates that the curves of CNet and HNet are similar regardless of the attack strategies and indicators. The original $E$ of CNet is lower than that of RNet, NNet and ANet but slightly higher than that of HNet. This discrepancy arises because CNet has a larger number of vertices, resulting in longer average distances and lower global efficiency. However, the original $R$ of CNet is slightly higher than that of HNet, indicating that the addition of other modes effectively increases connectivity.

Observing the changes in $\eta(E(G))$, $\eta(R(G))$, $\eta(H(G))$ and $V$, it is evident that regardless of the attack strategy, the curves of CNet are consistently higher than those of HNet. Furthermore, HNet reaches the critical point earlier than CNet, indicating that CNet is more robust than HNet. However, there is a brief period in the beginning under CARS when the $V$ curve of HNet surpasses that of CNet. This phenomenon can be explained by two reasons: first, the original value of CNet is lower than that of HNet and second, due to the micronetwork of the transit hub, some high-degree vertices are replaced. At the initial stages of the attack, CNet lacks sufficient high-degree vertices to support
the overall network structure.

Figure 11. Robustness comparative analysis.

7. Robustness analysis for C Nets modeling by different methods

Three optimized modeling methods are proposed for the transfer network, the connecting road of the hub and the EEE. In this section, four contrast experiments are designed to explore the effect of these methods on network robustness and prove their validity. In each experiment, we compare the robustness of the two networks. All networks are derived from the Jiangsu Province data and use the same mapping rules. The robustness analysis is carried out according to four attack strategies.

Based on \( R(G) \), two new indicators describe the robustness difference between networks \( G_1 \) and \( G_2 \) modeled by different methods.

The improved rate of the critical ratio (IRC). It describes the change in the critical rate of network failure under one attack mode. It can reflect changes in robustness without being affected by network size.
\[
CR^R = \frac{CP^R}{N(G)} = \frac{\varphi(R(G)=1/100R(G)^{\theta})}{N(G)}
\]

(17)

\[
IRC = \frac{CR^R_1 - CR^R_2}{CR^R_2} \times 100\%
\]

(18)

\(CR^R_1\) and \(CR^R_2\) are separately denoted as critical ratios of \(G_1\) and \(G_2\) based on \(R(G)\). If \(IRC > 0\), the robustness of \(G_1\) is better than that of \(G_2\).

The improved rate of \(R(G)\) (IRR). It describes the average difference in \(R(G)\) between two networks before failure. It can reflect the differences in network connectivity when the same number of vertices are attacked.

\[
\delta^j = \frac{(R(G_1)_j - R(G_2)_j)}{R(G_2)_j}
\]

(19)

\[
IRR = \frac{\sum_{j} \min(N^P_1, N^P_2)}{\min(N^P_1, N^P_2)} \times 100\%
\]

(20)

\(R(G_1)_j\) and \(R(G_2)_j\) are denoted as \(R(G)\) values of \(G_1\) and \(G_2\) when vertex \(j\) is attacked, respectively. \(\delta^j\) is denoted as the improved rate of \(R(G)\) when vertex \(j\) is attacked. If \(IRR > 0\), the robustness of \(G_1\) is better than that of \(G_2\).

7.1. Influence of the mode transfer network on robustness

This experiment compares CNet and NTCNet (no transfer comprehensive transportation network). The core difference between them is the modeling method of hubs. CNet’s mode transfer network inside the hub is constructed according to the optimized method. However, NTCNet uses one vertex to represent the hub according to the previous method [26,27], as shown in Figure 12.

![Figure 12](image_url)

(a) CNet  
(b) NTCNet

**Figure 12.** The modeling difference between CNet and NTCNet.
Table 5 shows that, compared with NTCNet, CNet can delay the critical point of network failure and this phenomenon is more significant under the calculated attack. Overall, the failure is delayed by an average of 2.79% under the four attack strategies. This shows that the transfer network inside the hub can improve the robustness of the network. Figure 13 shows that \( \eta(R(G)) \) of the two networks change synchronously at the beginning of the attack (0–500). Then, the gap of \( \eta(R(G)) \) experiences a process of first enlarging and then narrowing. Overall, under the four attack strategies, the average \( IRR \) is 52.95%. This indicates that under the same attack intensity, CNet can better maintain the network connectivity, which is 52.95% higher than NTCNet. The improvement is most significant in CARS, where \( IRR \) reaches 114.46%.

Table 5. \( IRC \) and \( IRR \) between CNet and NTCNet.

<table>
<thead>
<tr>
<th>Attack mode</th>
<th>RA</th>
<th>CAR</th>
<th>CAUD</th>
<th>CARS</th>
<th>Average ( IRC ) and ( IRR ) of four attack strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_{CRJ} ) (CNet)/%</td>
<td>59.83</td>
<td>75.76</td>
<td>30.91</td>
<td>27.91</td>
<td></td>
</tr>
<tr>
<td>( c_{CRJ} ) (NTCNet)/%</td>
<td>58.13</td>
<td>74.11</td>
<td>29.74</td>
<td>27.34</td>
<td></td>
</tr>
<tr>
<td>( IRC )/%</td>
<td>2.92</td>
<td>2.22</td>
<td>3.95</td>
<td>2.07</td>
<td>2.79%</td>
</tr>
<tr>
<td>( IRR )/%</td>
<td>42.53</td>
<td>19.28</td>
<td>35.51</td>
<td>114.46</td>
<td>52.95%</td>
</tr>
</tbody>
</table>

The result indicates that CNet can more fully reflect the robustness of real networks than NTCNet. In addition, it also suggests that we should give more attention to the streamline design inside the hub, especially the physical separation design for the transfer between different directions. The separated transfer channel may reduce the probability of network damage. For example, for the security needs of major events such as the Olympic Games or the National People's Congress, travelers need to be checked. If the separation design is not made, all passengers' transfer channels must be blocked during screening so that the whole hub is paralyzed. If a separate design is made, only part of the transfer channel needs to be blocked and others still run. In this way, the harmful impact on the network is reduced, and robustness is improved.

![Figure 13](image_url)
7.2. Influence of the connecting section on robustness

This experiment compares NTCNet and NCCNet (no connected comprehensive transportation network). The core difference between them is the modeling method of the connecting road outside the hub. In NTCNet, the hub is connected to the high-grade urban road by connecting section, but the hub is connected to the same road directly in NCCNet according to the previous method [26,28], as shown in Figure 14.

![Figure 14. The modeling difference between NTCNet and NCCNet.](image)

Table 6 shows that, compared with NCCNet, NTCNet can delay the failure and the average IRC under the four attack strategies is 2.44%. The delay is most significant under CARS, with IRC reaching 4.94%. It is slightly different from the comparative combination of CNet and NTCNet. However, the IRR under RA is the lowest among all attack strategies, which is only 2.70%. It can be seen from Figure 15 that the $\eta(R(G))$ curves of NTCNet and NCCNet under RA are close and the maximum $\delta^i$ is only 0.8475, far lower than that of other attack strategies. It indicates that the robustness of NTCNet and NCCNet is close under RA. But under calculated attacks, things are different. The average IRR of the three calculated attacks is 42.49%, much higher than that of RA. Overall, the average IRR of all attack strategies is 32.54%. It indicates that, compared with NCCNet, NTCNet is more capable of maintaining network connectivity under attack, especially under calculated attack. In addition, since CNet is more robust than NTCNet, we can assume that CNet is much more robust than NCCNet.

Table 6. IRC and IRR between NTCNet and NCCNet.

<table>
<thead>
<tr>
<th>Attack mode</th>
<th>RA</th>
<th>CAR</th>
<th>CAUD</th>
<th>CARS</th>
<th>Average IRC and IRR of four attack strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_r^i$ (NTCNet) /%</td>
<td>58.13</td>
<td>74.08</td>
<td>29.74</td>
<td>27.34</td>
<td></td>
</tr>
<tr>
<td>$c_r^i$ (NCCNet) /%</td>
<td>56.31</td>
<td>73.42</td>
<td>29.55</td>
<td>26.05</td>
<td></td>
</tr>
<tr>
<td>IRC /%</td>
<td>3.27</td>
<td>0.90</td>
<td>0.66</td>
<td>4.94</td>
<td>2.44%</td>
</tr>
<tr>
<td>IRR /%</td>
<td>2.70</td>
<td>85.55</td>
<td>13.89</td>
<td>28.02</td>
<td>32.54%</td>
</tr>
</tbody>
</table>

The result shows that CNet can best reflect the robustness of the real network, compared with NCCNet and NTCNet. It also shows that in modeling comprehensive transportation networks, it is necessary to express different networks and consider the connection between them. The connection
order of different grades of roads should not be ignored either. The result also reveals that when constructing a hub, it is necessary to avoid the direct connection between the high-grade roads and the hubs, or it will affect traffic organization and diversion management.

Figure 15. The robustness comparison between NTCNet and NCCNet.

7.3. Influence of the number of optimized hubs on robustness

This experiment compares NCCNet and POCNet (partially optimized comprehensive network). POCNet means that only some hubs in NCCNet are optimized. Optimization refers to the construction of a mode transfer network inside the hub and the use of the connecting road outside the hub, as shown in Figure 16. Compared with CNet, NCCNet and NTCNet, POCNet has stronger practical significance. In reality, resources are limited and it is usually difficult to optimize all hubs. When the number of optimized hubs is different, how will the robustness of the network be influenced? This experiment will answer this question.

Figure 16. The modeling difference between the optimized and unoptimized hub.

In this experiment, POCNet is obtained by randomly optimizing different proportions of hubs in
NCCNet. For 211 hub nodes in NCCNet, we design 10 groups of experiments. In each group, the proportion of optimized hubs is \( \alpha \), \( \alpha = 10\%, 20\%, ..., 100\% \). To eliminate the uncertainty caused by random selection, 10 parallel experiments are conducted for each group. In each parallel experiment, a hub with a random proportion of \( \alpha \) was selected for optimization. The average value of \( \text{IRC} \) and \( \text{IRR} \) of 10 parallel experiments was calculated as the result of this group. It is worth noting that POCNet and CNet are the same when \( \alpha = 100\% \).

Table 7. \( \text{IRC} \) and \( \text{IRR} \) between POCNet and CNet.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>RA</th>
<th>CAR</th>
<th>CAUD</th>
<th>CARS</th>
<th>Average values of four attacks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IRC</td>
<td>IRR</td>
<td>IRC</td>
<td>IRR</td>
<td>IRC</td>
</tr>
<tr>
<td>NCCNet</td>
<td>56.31%</td>
<td>0%</td>
<td>73.44%</td>
<td>0%</td>
<td>29.55%</td>
</tr>
<tr>
<td>10%</td>
<td>58.99%</td>
<td>4.76%</td>
<td>23.54%</td>
<td>73.77%</td>
<td>0.45%</td>
</tr>
<tr>
<td>20%</td>
<td>60.55%</td>
<td>7.54%</td>
<td>30.86%</td>
<td>73.81%</td>
<td>0.50%</td>
</tr>
<tr>
<td>30%</td>
<td>58.02%</td>
<td>3.05%</td>
<td>22.67%</td>
<td>74.31%</td>
<td>1.18%</td>
</tr>
<tr>
<td>40%</td>
<td>58.84%</td>
<td>4.50%</td>
<td>40.67%</td>
<td>74.53%</td>
<td>1.48%</td>
</tr>
<tr>
<td>50%</td>
<td>58.60%</td>
<td>4.07%</td>
<td>38.17%</td>
<td>74.67%</td>
<td>1.67%</td>
</tr>
<tr>
<td>60%</td>
<td>55.22%</td>
<td>-1.93%</td>
<td>26.87%</td>
<td>74.97%</td>
<td>2.08%</td>
</tr>
<tr>
<td>70%</td>
<td>57.91%</td>
<td>2.84%</td>
<td>32.92%</td>
<td>75.35%</td>
<td>2.61%</td>
</tr>
<tr>
<td>80%</td>
<td>55.79%</td>
<td>-0.92%</td>
<td>31.25%</td>
<td>75.31%</td>
<td>2.54%</td>
</tr>
<tr>
<td>90%</td>
<td>56.15%</td>
<td>-0.28%</td>
<td>38.40%</td>
<td>76.27%</td>
<td>3.85%</td>
</tr>
<tr>
<td>100% (CNet)</td>
<td>59.83%</td>
<td>6.25%</td>
<td>42.45%</td>
<td>76.26%</td>
<td>3.84%</td>
</tr>
</tbody>
</table>

Figure 17. Changes in \( \text{IRC} \) and \( \text{IRR} \) with different \( \alpha \)

Table 7 and Figure 17 shows that for different \( \alpha \), the values of \( \text{IRC} \) and \( \text{IRR} \) are positive under the four attack modes. With the increase in \( \alpha \), \( \text{IRR} \) shows a steadily increasing trend from 17.05% to 114.56%. At the same time, \( \text{IRC} \) fluctuates between 1.78 and 3.87%. However, for different types of attack, \( \text{IRC} \) and \( \text{IRR} \) behave differently. Under CAR, CAUD and CARS, \( \text{IRC} \) and \( \text{IRR} \) gradually increase with increasing \( \alpha \). However, under RA, \( \text{IRC} \) shows great fluctuations, even less than zero and \( \text{IRR} \) fluctuates by approximately 30%. This fluctuation can be more intuitively illustrated in
Figure 18. The curves in Figure 18(a) show irregular fluctuations with different $\alpha$. For example, when $\alpha = 90\%$, the curve fluctuates wildly between 0–180%. In Figure 18(b)–(d), the curve presents a consistent fluctuation rule and the larger $\alpha$ is, the larger the value represented by the curve.

(a) Change of $\delta^j$ under RA  

(b) Change of $\delta^j$ under CAR

(c) Change of $\delta^j$ under CAUD  

(d) Change of $\delta^j$ under CARS

Figure 18. Change of $\delta^j$ with different $\alpha$.

The results show that POCNet is more robust than NCCNet overall. This robustness enhancement is more significant under calculated attacks but less significant under random attacks. Under a calculated attack, the robustness of POCNet increases with increasing $\alpha$, but under a random attack, the robustness of POCNet fluctuates at a lower level.

From a practical point of view, optimized hubs can effectively resist the risks brought by calculated attacks and the more optimized hubs there are, the stronger the robustness. However, the improvement effect of such optimization on robustness under random attacks is not significant.

7.4. Influence of EEE modeling method on robustness

This experiment compares HNet and NRHNet (no ramp highway network). The core difference between them is the modeling method of EEE. In HNet, the EEE is represented by three vertices and two edges according to the optimized method but by only one vertex in NRHNet according to the previous method [64], as shown in Figure 19.
Figure 19. The modeling difference between HNet and NRHNet

Table 8 shows under the four attack strategies, the average IRC is 12.34%. It indicates that HNet can withstand more severe attacks than NRHNet. Figure 20 shows the change of $\eta(R(G))$ and $\delta^i$ under four attack strategies. Four dash lines in Figure 20(b) represent the average IRR values under each attack strategy. At the beginning of the attack, $\eta(R(G))$ of two networks keep changing synchronously. Then, $\eta(R(G))$ of HNet is gradually larger than NRHNet and the gap becomes more apparent. Finally, the gap narrows. However, under CAUD the gap of $\eta(R(G))$ reaches its peak at the CARS. Overall, the average IRR under the four attack strategies is 265.69%. It indicates that HNet can better maintain network connectivity under the same attack. Therefore, both IRC and IRR indicate that HNet is more robust than NRHNet.

Table 8. IRC and IRR between HNet and NRHNet.

<table>
<thead>
<tr>
<th>Attack mode</th>
<th>RA</th>
<th>CAR</th>
<th>CAUD</th>
<th>CARS</th>
<th>Average IRC and IRR of four attack strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_p^H$ (HNet)/%</td>
<td>61.55</td>
<td>78.34</td>
<td>33.40</td>
<td>30.72</td>
<td></td>
</tr>
<tr>
<td>$c_p^H$ (NRHNet)/%</td>
<td>55.68</td>
<td>71.24</td>
<td>28.85</td>
<td>25.45</td>
<td></td>
</tr>
<tr>
<td>IRC/%</td>
<td>22.10</td>
<td>22.74</td>
<td>16.58</td>
<td>11.84</td>
<td>12.34%</td>
</tr>
<tr>
<td>IRR/%</td>
<td>135.73</td>
<td>739.49</td>
<td>142.93</td>
<td>44.61</td>
<td>265.69%</td>
</tr>
</tbody>
</table>

The reason is that EEE in NRHNet is represented as a vertex with a degree value of 4 or higher. Compared with HNet, NRHNet has fewer vertices but more high-degree vertices. When the same number of vertices is attacked, the high-degree vertices in NRHNet are more likely to be destroyed, which damages the network structure.

The result indicates that the modeling optimization method for EEE is more valuable than the previous method. On the one hand, the previous method underestimates the robustness of HNet, but the optimized method can illustrate it well. On the other hand, the stronger robustness of HNet verifies the rationality of ramp construction in reality and demonstrates the vital role of ramps in highway network modeling.
Figure 20. The robustness comparison between HNet and NRHNet.

8. Conclusions

The comprehensive transportation network improves commuting efficiency and promotes economic development. A comprehensive transportation network design often considers travel behavior and local geological features. Therefore, it is naturally of great importance to explore the structural characteristics of a multimodal comprehensive transportation network. In this paper, five networks are modeled using an optimized modeling method and taking Jiangsu Province as an example case. In particular, CNet focuses on the mode transfer process at the transit hub. Then, some characteristics are explored.

For statistical characteristics, we find that CNet, HNet, RNet and NNet are not scale-free networks and do not have small-world properties, but ANet is the opposite. Although HNet is the main component of CNet from the numerical view of vertex and edge, the CNet’s average distance is shorter and the cluster degree is higher than HNet. It shows that CNet is tighter. In addition, there is another interesting finding that the vertex with a degree of three occupies a high ratio.

For robustness characteristics, we find that the robustness is different under different attack strategies, but CNet is more robust than the other four single-mode networks regardless of the attack strategy. Under RA, the five networks are all robust. However, their capabilities against failure are different during the attack process. Under CAR, they are all robust. HNet and CNet are more robust due to the city effect. Under CAUD and CARS, they are not sufficiently robust.

For the influence on robustness and the validity of the optimized modeling method, we find that all three optimized methods for hubs and EEE can enhance network robustness compared with the other modeling methods. The average critical rate of network failure (IRC) is delayed by 12.34, 2.79 and 2.44% and the average connectivity degree (IRR) of the network is increased by 265.69, 52.95 and 32.54%. In addition, the more hubs that are optimized, the stronger the overall robustness of the network. This trend is even more pronounced under calculated attacks. This reveals that the hub and EEE are essential in the comprehensive transportation network. Hubs and EEE with powerful transfer capabilities can improve robustness.
From the research results, we would like to offer some suggestions to CNet from the planning, construction and management points of view. In the planning stage, more transit hubs should be designed to enhance the scale-free and small-world properties of CNet. More hubs can make the network tighter, which can shorten the travel space distance and provide more paths for the traveler. In the construction stage, a transit hub with powerful transfer facilities is recommended. For example, the transfer channel with a physical separation design between different directions is better than the mixed channel. This design not only makes the transfer faster but also greatly improves the robustness of CNet. Under a special background, the design can maintain the smooth operation of the system and minimize losses. For instance, passengers from certain directions are not allowed to transfer at the hub during events such as the Olympic Games. At this time, only a part of the transfer channels is restricted instead of all channels being closed. In the management stage, a more sophisticated modeling method should be considered when evaluating the robustness of CNet. If EEE and the hub are not modeled factually and elaborately, the robustness of the real transportation system may be underestimated, which is not conducive to accurate evaluation results. Our modeling method provides an effective solution and it is well demonstrated.

However, there are still shortcomings in this article. This article only analyzes the infrastructure network. In addition, the robustness analysis remains at the static level and does not consider the capacity of vertices and edges. Future research on operation and weighted comprehensive transportation networks can be carried out.
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