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Abstract: We study the following quasilinear pursuit-evasion model:

$$
\begin{cases}u_{t}=\Delta u-\chi \nabla \cdot\left(u(u+1)^{\alpha} \nabla w\right)+u\left(\lambda_{1}-\mu_{1} u^{r_{1}-1}+a v\right), & x \in \Omega, t>0, \\ v_{t}=\Delta v+\xi \nabla \cdot\left(v(v+1)^{\beta} \nabla z\right)+v\left(\lambda_{2}-\mu_{2} v^{r_{2}-1}-b u\right), & x \in \Omega, t>0, \\ 0=\Delta w-w+v, & x \in \Omega, t>0, \\ 0=\Delta z-z+u, & x \in \Omega, t>0,\end{cases}
$$

in a smooth and bounded domain $\Omega \subset \mathbb{R}^{n}(n \geq 1)$, where $a, b, \chi, \xi, \lambda_{1}, \lambda_{2}, \mu_{1}, \mu_{2}>0, \alpha, \beta \in \mathbb{R}$, and $r_{1}, r_{2}>1$. When $r_{1}>\max \{1,1+\alpha\}, r_{2}>\max \{1,1+\beta\}$, it has been proved that if $\min \left\{\left(r_{1}-1\right)\left(r_{2}-\right.\right.$ $\left.\beta-1),\left(r_{1}-\alpha-1\right)\left(r_{2}-\beta-1\right)\right\}>\frac{(n-2)_{+}}{n}$, then for some suitable nonnegative initial data $u_{0}$ and $v_{0}$, the system admits a unique globally classical solution which is bounded in $\Omega \times(0, \infty)$.
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## 1. Introduction

This paper is concerned with the quasilinear pursuit-evasion model:

$$
\begin{cases}u_{t}=\Delta u-\chi \nabla \cdot\left(u(u+1)^{\alpha} \nabla w\right)+u\left(\lambda_{1}-\mu_{1} u^{r_{1}-1}+a v\right), & x \in \Omega, t>0,  \tag{1.1}\\ v_{t}=\Delta v+\xi \nabla \cdot\left(v(v+1)^{\beta} \nabla z\right)+v\left(\lambda_{2}-\mu_{2} v^{r_{2}-1}-b u\right), & x \in \Omega, t>0, \\ 0=\Delta w-w+v, & x \in \Omega, t>0, \\ 0=\Delta z-z+u, & x \in \Omega, t>0,\end{cases}
$$

with homogeneous Neumann boundary condition $\frac{\partial u}{\partial v}=\frac{\partial v}{\partial v}=\frac{\partial w}{\partial v}=\frac{\partial z}{\partial v}=0$ and initial data $u(x, 0)=$ $u_{0}(x), v(x, 0)=v_{0}(x)$, where $\Omega \subset \mathbb{R}^{n}(n \geq 1)$ is a bounded and smooth domain, $v$ denotes the outward
unit normal vector on $\partial \Omega$, and the parameters satisfy $a, b, \chi, \xi, \lambda_{1}, \lambda_{2}, \mu_{1}, \mu_{2}>0, \alpha, \beta \in \mathbb{R}$ and $r_{1}, r_{2}>1$. The initial data $u_{0}$ and $v_{0}$ are assumed to fulfill

$$
\begin{equation*}
u_{0}, v_{0} \in C^{0}(\bar{\Omega}) \text { with } u_{0}, v_{0} \geq 0 \text { in } \bar{\Omega} . \tag{1.2}
\end{equation*}
$$

Here, $u$ and $v$ denote the population densities of the predators and prey, respectively. $w$ and $z$ represent the chemical substances released by prey and predators, respectively. In the current work, we shall reveal the effects of cross-diffusion and logistic source on the boundedness of solutions to model (1.1). Before stating our main results, let us recall some existing results on chemotaxis and predator-prey models.

The classical mathematical model for chemotaxis was proposed by Keller and Segel [1] to describe the aggregation of cellular slime molds, as follows:

$$
\begin{cases}u_{t}=\Delta u-\chi \nabla \cdot(u \nabla v), & x \in \Omega, t>0,  \tag{1.3}\\ \tau v_{t}=\Delta v-v+u, & x \in \Omega, t>0,\end{cases}
$$

where $u(x, t)$ represents the density of cells, and $v(x, t)$ denotes the concentration of the chemical signal produced by cells. Recently, the system (1.3) has been studied extensively, and a lot of valuable theoretical results have been obtained by scholars [2-4]. Among them, one of the main issues related to (1.3) is to study whether there is a globally in-time bounded solution or when blow-up occurs. For instance, when $\tau=1$, it has been proved that the classical solution of system (1.3) is globally bounded for $n=1$ [5]. For $n=2$, there exist initial data $\left(u_{0}, u_{0}\right)$ such that the integral $\int_{\Omega} u_{0} d x=\frac{4 \pi}{\chi}[6-9]$ is the critical mass between boundedness and blow-up (i.e., when $\int_{\Omega} u_{0} d x<\frac{4 \pi}{\chi}$, the classical solution is globally bounded in time, and when $\int_{\Omega} u_{0} d x>\frac{4 \pi}{\chi}$ the solution blows up). In higher dimension setting $n \geq 3$, for any prescribed total mass $m=\int_{\Omega} u_{0}>0$, the system (1.3) possesses finite time blow-up solutions or unbounded solutions [10,11]. When the second equation in system (1.3) is replaced by $v_{t}=\Delta v-v+g(u)$, with $g(u) \in C^{1}([0,+\infty))$ and $0 \leq g(u) \leq K u^{\alpha}$ for some constants $K, \alpha>0$, Liu and Tao [12] obtained that the system (1.3) has a globally bounded classical solution if $0<\alpha<\frac{2}{n}$. In addition, if $\Omega$ is a ball, and the initial data satisfy some suitable conditions, with the second equation degenerating into an elliptic equation, Winkler [13] obtained the critical exponent for blow-up and boundedness.

In order to investigate the proliferation and death of cell population, some interesting dynamical properties of solutions to the following chemotaxis-growth model have been established:

$$
\begin{cases}u_{t}=\Delta u-\chi \nabla \cdot(u \nabla v)+f(u), & x \in \Omega, t>0  \tag{1.4}\\ \tau v_{t}=\Delta v-v+g(u), & x \in \Omega, t>0\end{cases}
$$

Here, it is worth mentioning that logistic-type growth restrictions somewhat benefit the global boundedness of solutions to system (1.4). For instance, in the case $\tau=0$, when $f(u) \leq u(a-b u)$ and $g(u)=u$ with $a, b>0$, Tello and Winkler [14] proved that the classical solution of system (1.4) is globally bounded whenever $\frac{n-2}{n} \chi<b$. When considering the more general forms of $f(u)$ and $g(u)$ with $f(u) \leq u\left(a-b u^{s}\right)$ and $g(u)=u^{k}$ for $k, s>0$, Wang and Xiang [15] showed that the classical solutions of system (1.4) are globally bounded if either $s>k$ or $s=k$ with $\frac{k n-2}{k n} \chi<b$. As for $f(u)=a u-b u^{s}$ and $g(u)=u$ with $s>1, a \geq 0, b>0$, Winkler [16] introduced a concept of very weak solutions
and established the conditions of global existence and boundedness for such solutions. In the case $\tau=1$, when $g(u)=u$ and $-c_{0}\left(u+u^{s}\right) \leq f(u) \leq a-b u^{s}$ with some $s>1, b, c_{0}>0$ and $a \geq 0$, by an appropriate definition of very weak solutions, Viglialoro [17] constructed such global solutions under the assumptions that $n \geq 2$ and $s>1-\frac{2}{n}$. In [18], a relaxation of these hypotheses could be achieved so as to ensure solvability even for any $s>\frac{2 n+4}{n+4}$ with $n \geq 2$.

Based on the so-called volume-filling effect proposed by Hillen and Painter [19], the self-diffusion functions and chemotactic sensitivity functions may have nonlinear forms of the cell density. Such mechanism can be described as the following system:

$$
\begin{cases}u_{t}=\nabla \cdot(D(u) u)-\nabla \cdot(S(u) \nabla v)+f(u), & x \in \Omega, t>0  \tag{1.5}\\ \tau v_{t}=\Delta v-v+u, & x \in \Omega, t>0\end{cases}
$$

where $D(u)>0$ describes the strength of diffusion, and $S(u)>0$ denotes the strength of chemoattractant. For the case $\tau=1$, when $\Omega \subset \mathbb{R}^{n}(n \geq 2)$ is a ball, and $f(u)=0$, the existence of the blow-up solution has been studied by Winkler [20], and it depends on the value of $\frac{S(u)}{D(u)}$. Namely, if $\frac{S(u)}{D(u)} \geq c u^{\alpha}$ with $\alpha>\frac{2}{n}$ and some constant $c>0$ for all $u>1$, then for any $M>0$ there exist solutions that blow up in either finite or infinite time with mass $\int_{\Omega} u_{0}=M$. Later on, Tao and Winkler [21] showed that this blow-up result is optimal, i.e., if $\frac{S(u)}{D(u)} \leq c u^{\alpha}$ with $\alpha<\frac{2}{n}, n \geq 1$ and some constant $c>0$ for all $u>1$, then the system (1.5) possesses globally bounded classical solutions. For the case $\tau=0$, if the second equation in (1.5) is replaced by $0=\Delta v-\mu(t)+u$ with $\mu(t)=\frac{1}{|\Omega|} \int_{\Omega} u(x, t) d x$, Lin-Mu-Zhong [22] obtained a finite time blow-up result in higher dimensions with $n \geq 5$. For more results on global boundedness or blow-up of solutions related to system (1.5), readers can refer to [23-30] for more details.

In a realistic environment, the relationships among biological species may be more complicated, and the predator-prey mechanism sometimes should be considered. The general model can be written as:

$$
\begin{cases}u_{t}=\Delta u-\chi \nabla \cdot(u \nabla v)+f(u, v), & x \in \Omega, t>0,  \tag{1.6}\\ \tau v_{t}=\Delta v+\xi \nabla \cdot(v \nabla u)+g(u, v), & x \in \Omega, t>0,\end{cases}
$$

where $u$ denotes the density of predator population, $v$ represents the density of prey population, $f$ and $g$ are functional response functions describing the interaction between two species, and $\chi, \xi>0$ are constants denoting the strengths of attraction and repulsion, respectively. When $f(u, v)=g(u, v)=0$, for one-dimensional setting, Tao and Winkler [31] obtained the global existence of weak solutions. Subsequently, when $f(u, v)=u\left(\lambda_{1}-u+a_{1} v\right)$ and $g(u, v)=v\left(\lambda_{2}-v-a_{2} u\right)$ with $a_{1}, a_{2}, \lambda_{1}, \lambda_{2}>0$, the existence theory and qualitative analysis were established by Tao and Winkler [32]. Inter alia, the predator-prey models with prey-taxis or predator-taxis have also been widely studied. From a numerical point of view, the authors [33] showed that initial conditions and the form of functional response functions play important roles in the pattern formation for a predator-prey model with preytaxis and diffusion. Tello and Wrzosek [34] studied an indirect prey-taxis predator-prey model and proved the global existence of solutions in any space dimension. In [35], the stability of globally classical solutions for a prey-predator model with indirect predator-taxis was considered. In addition, some other relevant results can be found in [36,37].

Referring to the subsystems (1.3), (1.4) and (1.6) mentioned above, when taking two taxis mecha-
nisms into account, we arrive at the following indirect pursuit-evasion model:

$$
\begin{cases}u_{t}=\Delta u-\chi \nabla \cdot(u \nabla w)+f(u, v), & x \in \Omega, t>0  \tag{1.7}\\ v_{t}=\Delta v+\xi \nabla \cdot(v \nabla z)+g(u, v), & x \in \Omega, t>0 \\ \tau_{1} w_{t}=\Delta w-w+v, & x \in \Omega, t>0 \\ \tau_{2} z_{t}=\Delta z-z+u, & x \in \Omega, t>0\end{cases}
$$

Recently, the researches on such model mainly focus on the global existence and long time dynamic behavior of corresponding classical (or weak) solutions. For instance, the existence and uniqueness of non-negative bounded weak solutions to the indirect pursuit-evasion model have been studied for $n=2$ in $[38,39]$. In the case $\tau_{1}=\tau_{2}=0$, when $f(u, v)=u(\lambda-u+a v)$ and $g(u, v)=v(\mu-v-b u)$ with $a, b, \mu, \lambda>$ 0 , Li-Tao-Winkler [40] proved that the system admits globally bounded smooth solutions, moreover, they also derived the qualitative properties of classical solutions. When $f(u, v)=u\left(\lambda_{1}-\mu_{1} u^{r_{1}-1}+a v\right)$ and $g(u, v)=v\left(\lambda_{2}-\mu_{2} v^{r_{2}-1}-b u\right)$ with $a, b, \mu_{1}, \mu_{2}, \lambda_{1}, \lambda_{2}>0$ and $r_{1}, r_{2}>1$, it was showed that the boundedness conditions of solutions depend on $r_{1}, r_{2}$ and dimension $n$ with $\left(r_{1}-1\right)\left(r_{2}-1\right)>\frac{(n-2)_{+}}{n}$ for $n \geq 1$ by Zheng and Zhang [41]. In the case $\tau_{1}=1, \tau_{2}=0$, Liu and Liu [42] studied the global existence and boundedness of classical solutions by estimating $L^{p}-$ norm of $u$ and $v$, and they also showed the large time behavior and convergence rate of solutions. In the case $\tau_{1}=\tau_{2}=1$, when $f(u, v)=u(\lambda-u+a v)$ and $g(u, v)=v(\mu-v-b u)$ with $a, b, \mu, \lambda>0$, the conditions for global existence of solutions were established by Qi and Ke [43], and under some exact smallness conditions on $\chi$ and $\xi$, the convergence with respect to $L^{\infty}(\Omega)$-norm of solutions was also derived. In Lebesgue spaces, by using the de Giorgi method and estimates, Amorim and Telch [44] obtained the conditions for global well-posedness and boundedness of solutions to an indirect pursuit-evasion system. Later on, the similar problem to a quasilinear parabolic predator-prey system with pursuitevasion was considered in [45]. Telch [46] generalized the results of [44] without considering any assumption under the asymptotic behaviour of pheromone production of the predator as therein.

Motivated by the work mentioned above, we are interested in an indirect pursuit-evasion model with cross-diffusion and generalized logistic source. The purpose of this paper is to detect the possible effects resulting from the cross-diffusion and logistic source on the boundedness of solutions to system (1.1). We state our main results to system (1.1) as follows.

Theorem 1.1. Assume that $\Omega \subset \mathbb{R}^{n}(n \geq 1)$ is a bounded and smooth domain. Let $\lambda_{1}, \lambda_{2}, \mu_{1}, \mu_{2}, \chi, \xi, a, b>0, \alpha, \beta \in \mathbb{R}$ and $r_{1}, r_{2}>1$. When $r_{1}>\max \{1,1+\alpha\}$ and $r_{2}>\max \{1,1+\beta\}$, if $\min \left\{\left(r_{1}-1\right)\left(r_{2}-\beta-1\right),\left(r_{1}-\alpha-1\right)\left(r_{2}-\beta-1\right)\right\}>\frac{(n-2)_{+}}{n}$ then for any nonnegative initial data $u_{0}(x)$ and $v_{0}(x)$ satisfying (1.2), the system (1.1) admits a unique globally classical solution, which is bounded in the sense that there exists $C>0$ satisfying

$$
\begin{equation*}
\|u(\cdot, t)\|_{L^{\infty}(\Omega)}+\|v(\cdot, t)\|_{L^{\infty}(\Omega)}+\|w(\cdot, t)\|_{W^{1, \infty}(\Omega)}+\|z(\cdot, t)\|_{W^{1, \infty}(\Omega)} \leq C \tag{1.8}
\end{equation*}
$$

for all $t>0$.
The main difficulty of this paper comes from the cross-diffusion and generalized logistic source. We shall use the Gagliardo-Nirenberg inequality to deal with the term $\int_{\Omega} z^{\frac{p+12-1}{{ }_{2}^{2-\beta-1}}}$ generated by the crossdiffusion and logistic source in proving $L^{p}(\Omega)$-boundedness of $u$ and $v$ in Lemma 3.3. Moreover, we
need to modify the Moser-type iteration developed in [21] to obtain the $L^{\infty}(\Omega)$ boundedness of $u$ and $v$.

Remark 1.2. The nonlinear cross-diffusion term $-\chi \nabla \cdot\left(u(u+1)^{\alpha} \nabla w\right)$ means that the predators move toward the higher concentration of the chemical substances produced by prey and the other term $\xi \nabla$. $\left(v(v+1)^{\beta} \nabla z\right)$ describes that prey moves away from the higher concentration of the chemical substances secreted by predators. This tendency movement of predators and prey can prevent the population from overcrowding and reach limited saturation. When the predator moves towards the high-concentration chemicals produced by the prey or the prey is far away from the high-concentration chemicals secreted by the predator, the predator and prey will affect the intraspecific struggle due to their respective aggregation, thus affecting the dynamics.

Remark 1.3. The boundedness result established in Theorem 1.1 is more generalized than the previous ones. Namely, when $\alpha=\beta=0$, the boundedness criteria is consistent with the one developed in [41]. Moreover, compared to the boundedness result obtained by Li-Tao-Winkler [40] with $\alpha=\beta=0$, $r_{1}=r_{2}=2$ and $n \leq 3$, this paper improves the dimension of the classical solutions with $n \geq 1$.

Remark 1.4. Telch [45] studied a chemotaxis quasilinear parabolic predator-prey system with pursuitevasion dynamics. For some suitable initial data, he obtained the boundedness conditions of globally classical solutions by using maximal Sobolev regularity, which only depend on the parameters of the system. Although the system (1.1) can be considered as a special case of [45], the boundedness conditions obtained in this paper are based on the method of Moser-type iteration, which depend not only on the parameters of the system but also on the dimensions of the space.

The rest of this paper is carried out as follows. In Section 2, we state a local existence lemma to model (1.1) and introduce a Gagliardo-Nirenberg inequality, which are crucial in the proof of Theorem 1.1. In Section 3, we establish the $L^{p}(\Omega)$ estimates to $u$ and $v$, and then modify the Moser-type iteration developed in [21] to prove the main result.

## 2. Preliminaries

In this section, we first state a lemma on the local existence and uniqueness of the classical solutions for the system (1.1). The proof is quite standard relying on Schauder fixed theorem, we refer readers to $[47,48]$ for more details.

Lemma 2.1. Assume that $\Omega \subset \mathbb{R}^{n}(n \geq 1)$ is a bounded and smooth domain. For any nonnegative initial data $u_{0}$ and $v_{0}$ satisfying (1.2), there exists $T_{\max } \in(0,+\infty]$ such that the system (1.1) possesses a unique nonnegative classical solution ( $u, v, w, z$ ) fulfilling

$$
\left\{\begin{array}{l}
u \in C^{0}\left(\bar{\Omega} \times\left[0, T_{\max }\right)\right) \cap C^{2,1}\left(\bar{\Omega} \times\left(0, T_{\max }\right)\right),  \tag{2.1}\\
v \in C^{0}\left(\bar{\Omega} \times\left[0, T_{\max }\right)\right) \cap C^{2,1}\left(\bar{\Omega} \times\left(0, T_{\max }\right)\right), \\
w \in C^{0}\left(\bar{\Omega} \times\left[0, T_{\max }\right)\right) \cap C^{2,0}\left(\bar{\Omega} \times\left(0, T_{\max }\right)\right), \\
z \in C^{0}\left(\bar{\Omega} \times\left[0, T_{\max }\right)\right) \cap C^{2,0}\left(\bar{\Omega} \times\left(0, T_{\max }\right)\right) .
\end{array}\right.
$$

Furthermore, if $T_{\max }<\infty$, then $\|u(\cdot, t)\|_{L^{\infty}(\Omega)}+\|\nu(\cdot, t)\|_{L^{\infty}(\Omega)} \rightarrow \infty$ as $t \nearrow T_{\max }$.

Nextly, we introduce a Gagliardo-Nirenberg inequality and the proof can be found in [49].
Lemma 2.2. Assume that $\Omega \subset \mathbb{R}^{n}(n \geq 1)$ is a bounded and smooth domain. Let $1 \leq p, q, r, s \leq \infty$ and $j, m \in \mathbb{N}$ with $j \in[0, m)$. For any $\alpha_{0} \in\left[\frac{j}{m}, 1\right]$, there exist $C_{1}, C_{2}>0$ depending only on $n, m, j, q, r, s, \alpha_{0}$, such that the derivatives $D^{j}$ w satisfy the following inequality

$$
\begin{equation*}
\left\|D^{j} w\right\|_{L^{p}(\Omega)} \leq C_{1}\left\|D^{m} w\right\|_{L^{r}(\Omega)}^{\alpha_{0}}\|w\|_{L^{q}(\Omega)}^{1-\alpha_{0}}+C_{2}\|w\|_{L^{s}(\Omega)}, \tag{2.2}
\end{equation*}
$$

where $\frac{1}{p}=\frac{j}{n}+\left(\frac{1}{r}-\frac{m}{n}\right) \alpha_{0}+\frac{1-\alpha_{0}}{q}$, for any $w \in L^{q}(\Omega)$ with $D^{m} w \in L^{r}(\Omega)$ and $w \in L^{s}(\Omega)$.

## 3. The proof of the main result

In this section, we will obtain some priori estimates of solutions by using the Sobolev embedding theorem and the $L^{p}$ - estimate of the parabolic and elliptic equations.

Lemma 3.1. Assume that the conditions in Lemma 2.1 hold and the parameters $r_{1}, r_{2}>1$, then there exists $C>0$ such that

$$
\begin{equation*}
\int_{\Omega} u+\int_{\Omega} v \leq C \text { for all } t \in\left(0, T_{\max }\right) . \tag{3.1}
\end{equation*}
$$

Proof. Integrating the first and second equations of system (1.1) over $\Omega$, we deduce that

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} u+\int_{\Omega} u=\int_{\Omega} u\left(\lambda_{1}-\mu_{1} u^{r_{1}-1}+a v\right)+\int_{\Omega} u \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} v+\int_{\Omega} v=\int_{\Omega} v\left(\lambda_{2}-\mu_{2} v^{r_{2}-1}-b u\right)+\int_{\Omega} v \tag{3.3}
\end{equation*}
$$

for all $t \in\left(0, T_{\max }\right)$. Integrating the sum of $b$ times (3.2) and $a$ times (3.3) and employing Young's inequality, we can derive that there exists $c_{1}>0$ such that

$$
\begin{align*}
b \frac{d}{d t} \int_{\Omega} u+b \int_{\Omega} u+a \frac{d}{d t} \int_{\Omega} v+a \int_{\Omega} v & =b\left(\lambda_{1}+1\right) \int_{\Omega} u-b \mu_{1} \int_{\Omega} u^{r_{1}}+a\left(\lambda_{2}+1\right) \int_{\Omega} v-a \mu_{2} \int_{\Omega} v^{r_{2}} \\
& \leq-\frac{b \mu_{1}}{2} \int_{\Omega} u^{r_{1}}-\frac{a \mu_{2}}{2} \int_{\Omega} v^{r_{2}}+c_{1} \leq c_{1} \tag{3.4}
\end{align*}
$$

for all $t \in\left(0, T_{\max }\right)$. Therefore, with an application of ODE comparison, there exists $c_{2}>0$ such that

$$
\begin{equation*}
\int_{\Omega} u+\int_{\Omega} v \leq c_{2} \text { for all } t \in\left(0, T_{\max }\right) . \tag{3.5}
\end{equation*}
$$

Based on Lemma 3.1, the following lemma enables us to get the better properties of $z$ and $w$ than $L^{1}$-boundedness.

Lemma 3.2. Assume that the conditions in Lemma 2.1 hold. Then there exists $C>0$ such that $w$ and $z$ possess the following properties

$$
\begin{equation*}
\int_{\Omega} z^{l_{0}}+\int_{\Omega} w^{l_{0}} \leq C \text { for all } t \in\left(0, T_{\max }\right), \tag{3.6}
\end{equation*}
$$

with $l_{0} \in\left[1, \frac{n}{(n-2)_{+}}\right)$.
Proof. Combining Lemma 3.1 with the third and fourth equations of (1.1), there exist $c_{3}, c_{4}>0$ such that

$$
\begin{equation*}
\int_{\Omega} z(x, t)=\int_{\Omega} u(x, t) \leq c_{3} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega} w(x, t)=\int_{\Omega} v(x, t) \leq c_{4} \tag{3.8}
\end{equation*}
$$

for all $t \in\left(0, T_{\max }\right)$. Using the classical result by Berzis and Strauss [50] and the Minkowski inequality, we find that there exist $c_{5}, c_{6}, c_{7}>0$ and $\tilde{c}_{5}, \tilde{c}_{6}, \tilde{c}_{7}>0$ such that

$$
\begin{equation*}
\|z(\cdot, t)\|_{w^{1,}(\Omega)} \leq c_{5}\|\Delta z(\cdot, t)-z(\cdot, t)\|_{L^{1}(\Omega)} \leq c_{6}\|u(\cdot, t)\|_{L^{1}(\Omega)} \leq c_{7} \tag{3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\|w(\cdot, t)\|_{w^{1, l}(\Omega)} \leq \tilde{c}_{5}\|\Delta w(\cdot, t)-w(\cdot, t)\|_{L^{1}(\Omega)} \leq \tilde{c}_{6}\|v(\cdot, t)\|_{L^{1}(\Omega)} \leq \tilde{c}_{7} \tag{3.10}
\end{equation*}
$$

for all $t \in\left(0, T_{\max }\right)$ and $l \in\left[1, \frac{n}{(n-1)_{+}}\right)$. Thus, by the Sobolev embedding theorem, one can see that

$$
\|z(\cdot t)\|_{L^{l_{0}(\Omega)}} \leq c_{8} \text { and }\|w(\cdot, t)\|_{L^{l_{0}(\Omega)}} \leq c_{8} \text { for all } t \in\left(0, T_{\max }\right) \text { and } l_{0} \in\left[1, \frac{n}{(n-2)_{+}}\right)
$$

with some $c_{8}>0$. The proof of Lemma 3.2 is completed.
To obtain the global boundedness of the classical solutions to system (1.1), the following $L^{p_{-}}$ estimates of components $u$ and $v$ are crucial.

Lemma 3.3. Assume that the conditions in Theorem 1.1 hold. For any $p>\max \{1,1-\alpha, 1-\beta\}$, we can find $C>0$ such that

$$
\begin{equation*}
\int_{\Omega} v^{p}+\int_{\Omega} u^{p} \leq C \text { for all } t \in\left(0, T_{\max }\right) . \tag{3.11}
\end{equation*}
$$

Proof. Multiplying the second equation in system (1.1) by $(v+1)^{p-1}$ and integrating by parts over $\Omega$, we can obtain

$$
\begin{aligned}
& \frac{1}{p} \frac{d}{d t} \int_{\Omega}(v+1)^{p}+\left.(p-1) \int_{\Omega}(v+1)^{p-2} \nabla \nabla\right|^{2}+\int_{\Omega}(v+1)^{p} \\
& =-(p-1) \xi \int_{\Omega}(v+1)^{p+\beta-1} \nabla v \cdot \nabla z+(p-1) \xi \int_{\Omega}(v+1)^{p+\beta-2} \nabla v \cdot \nabla z+\left(\lambda_{2}+1\right) \int_{\Omega} v(v+1)^{p-1}
\end{aligned}
$$

$$
\begin{align*}
& -\mu_{2} \int_{\Omega} v^{r_{2}}(v+1)^{p-1}-b \int_{\Omega} u v(v+1)^{p-1} \\
\leq & \frac{(p-1) \xi}{p+\beta} \int_{\Omega}(v+1)^{p+\beta} \Delta z-\frac{(p-1) \xi}{p+\beta-1} \int_{\Omega}(v+1)^{p+\beta-1} \Delta z+\left(\lambda_{2}+1\right) \int_{\Omega}(v+1)^{p}-\mu_{2} \int_{\Omega} v^{p+r_{2}-1} \\
\leq & \frac{(p-1) \xi}{p+\beta} \int_{\Omega}(v+1)^{p+\beta}(z-u)+\frac{(p-1) \xi}{p+\beta-1} \int_{\Omega}(v+1)^{p+\beta-1} u+\left(\lambda_{2}+1\right) \int_{\Omega}(v+1)^{p}-\mu_{2} \int_{\Omega} v^{p+r_{2}-1} \tag{3.12}
\end{align*}
$$

for all $t \in\left(0, T_{\max }\right)$, where the equation $\Delta z=z-u$ has been used here. In view of Lemmas 3.1 and 3.2, using Young's inequality and basic inequality $(x+y)^{\vartheta} \leq 2^{\vartheta}\left(x^{\vartheta}+y^{\vartheta}\right)$ with $x, y>0$ and $\vartheta>1$, we can get

$$
\begin{align*}
\frac{(p-1) \xi}{p+\beta-1} \int_{\Omega}(v+1)^{p+\beta-1} u & \leq \frac{(p-1) \xi}{p+\beta} \int_{\Omega}(v+1)^{p+\beta} u+c_{9} \int u \\
& \leq \frac{(p-1) \xi}{p+\beta} \int_{\Omega}(v+1)^{p+\beta} u+c_{10} \tag{3.13}
\end{align*}
$$

as well as

$$
\begin{align*}
\frac{(p-1) \xi}{p+\beta} \int_{\Omega}(v+1)^{p+\beta} z & \leq \frac{2^{p+\beta}(p-1) \xi}{p+\beta} \int_{\Omega} v^{p+\beta} z+\frac{2^{p+\beta}(p-1) \xi}{p+\beta} \int_{\Omega} z \\
& \leq \frac{\mu_{2}}{2} \int_{\Omega} v^{p+r_{2}-1}+c_{11} \int_{\Omega} z^{\frac{p+r_{2}-1}{2-\beta-1}}+c_{12} \tag{3.14}
\end{align*}
$$

for all $t \in\left(0, T_{\max }\right)$ with some constants $c_{9}, c_{10}, c_{11}, c_{12}>0$. Therefore, combining (3.12), (3.24) and (3.14), one may obtain

$$
\begin{align*}
& \frac{1}{p} \frac{d}{d t} \int_{\Omega}(v+1)^{p}+(p-1) \int_{\Omega}(v+1)^{p-2}|\nabla v|^{2}+\int_{\Omega}(v+1)^{p} \\
& \leq-\frac{\mu_{2}}{2} \int_{\Omega} v^{p+r_{2}-1}+c_{11} \int_{\Omega} z^{\frac{p+r_{2}-1}{p_{2}-\beta-1}}+\left(\lambda_{2}+1\right) \int_{\Omega}(v+1)^{p}+c_{12} \text { for all } t \in\left(0, T_{\max }\right) \tag{3.15}
\end{align*}
$$

Next, multiplying the first equation in (1.1) by $(u+1)^{p-1}$, integrating by parts over $\Omega$ and applying the identity $\Delta w=w-v$, we get

$$
\begin{aligned}
\frac{1}{p} & \frac{d}{d t} \int_{\Omega}(u+1)^{p}+(p-1) \int_{\Omega}(u+1)^{p-2}|\nabla u|^{2}+\int_{\Omega}(u+1)^{p} \\
\leq & \frac{(p-1) \chi}{p+\alpha} \int_{\Omega} \nabla(u+1)^{p+\alpha} \cdot \nabla w-\frac{(p-1) \chi}{p+\alpha-1} \int_{\Omega} \nabla(u+1)^{p+\alpha-1} \cdot \nabla w+\left(\lambda_{1}+1\right) \int_{\Omega}(u+1)^{p} \\
& -\mu_{1} \int_{\Omega} u^{p+r_{1}-1}+a \int_{\Omega}(u+1)^{p} v \\
\leq & -\frac{(p-1) \chi}{p+\alpha} \int_{\Omega}(u+1)^{p+\alpha} \Delta w+\frac{(p-1) \chi}{p+\alpha-1} \int_{\Omega}(u+1)^{p+\alpha-1} \Delta w+\left(\lambda_{1}+1\right) \int_{\Omega}(u+1)^{p} \\
& -\mu_{1} \int_{\Omega} u^{p+r_{1}-1}+a \int_{\Omega}(u+1)^{p} v \\
\leq & \frac{(p-1) \chi}{p+\alpha} \int_{\Omega}(u+1)^{p+\alpha}(v-w)+\frac{(p-1) \chi}{p+\alpha-1} \int_{\Omega}(u+1)^{p+\alpha-1} w+\left(\lambda_{1}+1\right) \int_{\Omega}(u+1)^{p}
\end{aligned}
$$

$$
\begin{equation*}
-\mu_{1} \int_{\Omega} u^{p+r_{1}-1}+a \int_{\Omega}(u+1)^{p} v \text { for all } t \in\left(0, T_{\max }\right) \tag{3.16}
\end{equation*}
$$

By Young's inequality, we can deduce from Lemma 3.2

$$
\begin{align*}
\frac{(p-1) \chi}{p+\alpha-1} \int_{\Omega}(u+1)^{p+\alpha-1} w & \leq \frac{(p-1) \chi}{p+\alpha} \int_{\Omega}(u+1)^{p+\alpha} w+c_{13} \int w \\
& \leq \frac{(p-1) \chi}{p+\alpha} \int_{\Omega}(u+1)^{p+\alpha} w+c_{14} \tag{3.17}
\end{align*}
$$

with some $c_{13}>0, c_{14}>0$. Using Young's inequality and basic inequality $(x+y)^{\vartheta} \leq 2^{\vartheta}\left(x^{\vartheta}+y^{\vartheta}\right)$ with $x, y>0$ and $\vartheta>1$ once more, for $p>1-\alpha$ and $r_{1}>\max \{1, \alpha+1\}$, we can get from Lemma 3.1

$$
\begin{align*}
\frac{(p-1) \chi}{p+\alpha} \int_{\Omega}(u+1)^{p+\alpha} v & \leq \frac{(p-1) \chi}{p+\alpha} 2^{p+\alpha} \int_{\Omega} u^{p+\alpha} v+\frac{(p-1) \chi}{p+\alpha} 2^{p+\alpha} \int_{\Omega} v \\
& \leq \frac{\mu_{1}}{4} \int_{\Omega} u^{p+r_{1}-1}+c_{14} \int_{\Omega} v^{\frac{p+r_{1}-1}{r_{1}-\alpha-1}}+c_{15} \tag{3.18}
\end{align*}
$$

and

$$
\begin{align*}
a \int_{\Omega}(u+1)^{p} v & \leq 2^{p} a \int_{\Omega} u^{p} v+2^{p} a \int_{\Omega} v \\
& \leq \frac{\mu_{1}}{4} \int_{\Omega} u^{p+r_{1}-1}+c_{16} \int_{\Omega} v^{\frac{p+r_{1}-1}{r_{1}-1}}+c_{17} \tag{3.19}
\end{align*}
$$

for all $t \in\left(0, T_{\max }\right)$ with certain $c_{14}, c_{15}, c_{16}, c_{17}>0$. Substituting (3.17)-(3.19) into (3.16), we get there exists $c_{18}>0$ such that

$$
\begin{align*}
& \frac{1}{p} \frac{d}{d t} \int_{\Omega}(u+1)^{p}+(p-1) \int_{\Omega}(u+1)^{p-2}|\nabla u|^{2}+\int_{\Omega}(u+1)^{p} \\
& \leq\left(\lambda_{1}+1\right) \int_{\Omega}(u+1)^{p}-\frac{\mu_{1}}{2} \int_{\Omega} u^{p+r_{1}-1}+c_{14} \int_{\Omega} v^{\frac{p+r_{1}-1}{p_{1}-\alpha-1}}+c_{16} \int_{\Omega} v^{\frac{p+r_{1}-1}{r_{1}-1}}+c_{18} . \tag{3.20}
\end{align*}
$$

Since

$$
r_{1}>\max \{1,1+\alpha\}, r_{2}>\max \{1,1+\beta\}
$$

and

$$
\min \left\{\left(r_{1}-1\right)\left(r_{2}-\beta-1\right),\left(r_{1}-\alpha-1\right)\left(r_{2}-\beta-1\right)\right\}>\frac{(n-2)_{+}}{n}
$$

for any $p>\max \{1,1-\alpha, 1-\beta\}$, so that we can find $l_{0} \in\left[1, \frac{n}{(n-2)_{+}}\right)$which is sufficiently close to $\frac{n}{(n-2)_{+}}$ such that

$$
\begin{equation*}
\frac{p+r_{2}-1}{r_{2}-\beta-1}<\left(1+\frac{2 l_{0}}{n}\right) \cdot\left(p+r_{1}-1\right)<\frac{n}{(n-2)_{+}} \cdot\left(p+r_{1}-1\right) \tag{3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\max \left\{\frac{p+r_{1}-1}{r_{1}-1}, \frac{p+r_{1}-1}{r_{1}-\alpha-1}\right\}<p+r_{2}-1 \tag{3.22}
\end{equation*}
$$

Using the Gagliardo-Nirenberg inequality in Lemma 2.2 and the $L^{p}$-theory of elliptic equation, we can find $c_{19}, c_{20}, c_{21}>0$ such that

$$
\begin{aligned}
& c_{11} \int_{\Omega} z^{\frac{p+2-1}{r_{2}-\beta-1}}=c_{11}\|z\|^{\frac{p+r^{2}-1}{2-\beta-1}} L^{\frac{p+2-2-1}{r_{2}-\beta-1}}(\Omega)
\end{aligned}
$$

$$
\begin{align*}
& \leq c_{20}\|\Delta z\|_{L^{p+r_{1}-1}(\Omega)}^{\frac{p+r_{2}-1}{2-\beta-1} k_{1}}+c_{20} \\
& \leq c_{21}\|u\|_{L^{p+r_{1}}-1(\Omega)}^{\frac{p+2-1}{\mid p_{2}-1-1} k_{1}}+c_{21}, \tag{3.23}
\end{align*}
$$

where $k_{1}=\frac{\frac{r_{2}-\beta-1}{p+r_{2}-1}-\frac{1}{1_{0}}}{p+r_{1}-1-\frac{2}{n}-\frac{1}{T_{0}}}=\frac{1-\frac{\left(r_{2}-\beta-1\right)_{0}}{p+r_{2}-1}}{1-\left(\frac{\left(+r_{1}\right.}{p+r_{1}-1}-\frac{2}{n}\right) l_{0}} \in(0,1)$ with $l_{0} \in\left(1, \frac{n}{(n-2)_{+}}\right)$. In fact, since $r_{1}>\max \{1,1+\alpha\}, r_{2}>$ $\max \{1,1+\beta\}$, thus $\frac{r_{2}-\beta-1}{p+r_{2}-1}>\frac{1}{p+r_{1}-1}-\frac{2}{n}$ for any $p>\max \{1,1-\alpha, 1-\beta\}$. From (3.21) we can get

$$
\begin{equation*}
\frac{p+r_{2}-1}{r_{2}-\beta-1} k_{1}=\frac{p+r_{2}-1}{r_{2}-\beta-1} \cdot \frac{1-\frac{\left(r_{2}-\beta-1\right) l_{0}}{p+r_{2}-1}}{1-\left(\frac{1}{p+r_{1}-1}-\frac{2}{n}\right) l_{0}}<p+r_{1}-1 \tag{3.24}
\end{equation*}
$$

Therefore, there exists $c_{22}>0$ such that

$$
\begin{align*}
c_{11} \int_{\Omega} z^{\frac{p+r_{2}-1}{r_{2}-\beta-1}} & \leq c_{21}\|u\|_{L^{p+r_{1}-1}(\Omega)}^{\frac{p+r_{2}-1}{2-\beta-1} k_{1}}+c_{21} \\
& \leq \frac{\mu_{1}}{4} \int_{\Omega} u^{p+r_{1}-1}+c_{22} \tag{3.25}
\end{align*}
$$

Collecting (3.15) and (3.25), we can derive

$$
\begin{align*}
& \frac{1}{p} \frac{d}{d t} \int_{\Omega}(v+1)^{p}+(p-1) \int_{\Omega}(v+1)^{p-2}|\nabla v|^{2}+\int_{\Omega}(v+1)^{p} \\
& \leq\left(\lambda_{2}+1\right) \int_{\Omega}(v+1)^{p}-\frac{\mu_{2}}{2} \int_{\Omega} v^{p+r_{2}-1}+\frac{\mu_{1}}{4} \int_{\Omega} u^{p+r_{1}-1}+c_{24} \tag{3.26}
\end{align*}
$$

for all $t \in\left(0, T_{\max }\right)$ with some $c_{23}>0$. With an application of Young's inequality, from (3.22), we can find $c_{24}>0$ such that

$$
\begin{equation*}
c_{14} \int_{\Omega} v^{\frac{p+r_{1}-1}{r_{1}-\alpha-1}}+c_{16} \int_{\Omega} v^{\frac{p+r_{1}-1}{r_{1}-1}} \leq \frac{\mu_{2}}{4} \int_{\Omega} v^{p+r_{2}-1}+c_{24} \tag{3.27}
\end{equation*}
$$

for all $t \in\left(0, T_{\max }\right)$. Combining (3.20), (3.26) with (3.27) and using Young's inequality, we can obtain

$$
\begin{align*}
& \frac{1}{p} \frac{d}{d t} \int_{\Omega}(u+1)^{p}+(p-1) \int_{\Omega}(u+1)^{p-2}|\nabla u|^{2}+\int_{\Omega}(u+1)^{p}+\frac{1}{p} \frac{d}{d t} \int_{\Omega}(v+1)^{p} \\
& +(p-1) \int_{\Omega}(v+1)^{p-2}|\nabla v|^{2}+\int_{\Omega}(v+1)^{p} \\
& \leq\left(\lambda_{1}+1\right) \int_{\Omega}(u+1)^{p}-\frac{\mu_{1}}{4} \int_{\Omega} u^{p+r_{1}-1}+\left(\lambda_{2}+1\right) \int_{\Omega}(v+1)^{p}-\frac{\mu_{2}}{4} \int_{\Omega} v^{p+r_{2}-1}+c_{25} \tag{3.28}
\end{align*}
$$

for all $t \in\left(0, T_{\max }\right)$, with some $c_{25}>0$. Using the fact that $r_{1}>\max \{1,1+\alpha\}$ and $r_{2}>\max \{1,1+\beta\}$, from Young's inequality and basic inequality $(x+y)^{\vartheta} \leq 2^{\vartheta}\left(x^{\vartheta}+y^{\vartheta}\right)$ with $x, y>0$ and $\vartheta>1$, we can find $c_{26}, c_{27}>0$ such that

$$
\begin{equation*}
\left(\lambda_{1}+1\right) \int_{\Omega}(u+1)^{p} \leq \frac{\mu_{1}}{4} \int_{\Omega} u^{p+r_{1}-1}+c_{26} \tag{3.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\lambda_{2}+1\right) \int_{\Omega}(v+1)^{p} \leq \frac{\mu_{2}}{4} \int_{\Omega} v^{p+r_{2}-1}+c_{27} \tag{3.30}
\end{equation*}
$$

for all $t \in\left(0, T_{\max }\right)$. Thus

$$
\begin{align*}
& \frac{1}{p} \frac{d}{d t} \int_{\Omega}(u+1)^{p}+(p-1) \int_{\Omega}(u+1)^{p-2}|\nabla u|^{2}+\int_{\Omega}(u+1)^{p}+\frac{1}{p} \frac{d}{d t} \int_{\Omega}(v+1)^{p} \\
& +(p-1) \int_{\Omega}(v+1)^{p-2}|\nabla v|^{2}+\int_{\Omega}(v+1)^{p} \leq c_{25}+c_{26}+c_{27} \tag{3.31}
\end{align*}
$$

for all $t \in\left(0, T_{\max }\right)$. Therefore, the desired results can be deduced by Gronwall's inequality. This completes the proof of Lemma 3.3.

Now we are in a position to prove Theorem 1.1. Although the method is based on the literature [21], we need to modify some steps therein. For the convenience of readers, we only give detailed proofs for the modifications.

The proof of Theorem 1.1 From Lemma 3.3, there exist $p_{0}>\max \{1,1-\alpha, 1-\beta\}$ and $c_{28}>0$ such that

$$
\begin{equation*}
\int_{\Omega} u^{p_{0}}+\int_{\Omega} v^{p_{0}} \leq c_{28} \text { for all } t \in\left(0, T_{\max }\right) \tag{3.32}
\end{equation*}
$$

By the elliptic $L^{p}$-estimates applied to the third and fourth equations in system (1.1), there exists $c_{29}>0$ such that

$$
\begin{equation*}
\sup _{t \in\left(0, T_{\max }\right)}\left[\|w(\cdot, t)\|_{W^{2}, p_{0}(\Omega)}+\|z(\cdot, t)\|_{W^{2}, p_{0}(\Omega)}\right] \leq c_{29} . \tag{3.33}
\end{equation*}
$$

Thus the Sobolev embedding theorem enables us to obtain

$$
\begin{equation*}
\sup _{t \in\left(0, T_{\max }\right)}\left[\|w(\cdot, t)\|_{W^{1, \omega}(\Omega)}+\|z(\cdot, t)\|_{W^{1, \infty}(\Omega)}\right] \leq c_{30}, \tag{3.34}
\end{equation*}
$$

with some $c_{30}>0$. Repeating the computations in (3.12) and using (3.34), we can obtain

$$
\begin{align*}
& \frac{1}{p} \frac{d}{d t} \int_{\Omega}(v+1)^{p}+(p-1) \int_{\Omega}(v+1)^{p-2}|\nabla v|^{2}+\int_{\Omega}(v+1)^{p} \\
& \quad \leq c_{31}(p-1) \int_{\Omega}(v+1)^{p+\beta-1}|\nabla v|+\left(\lambda_{2}+1\right) \int_{\Omega}(v+1)^{p} \\
& \quad \leq c_{31}(p-1) \int_{\Omega}(v+1)^{\frac{p-2}{2}}|\nabla v|(v+1)^{p+\beta-1-\frac{p-2}{2}}+\left(\lambda_{2}+1\right) \int_{\Omega}(v+1)^{p} \tag{3.35}
\end{align*}
$$

for all $t \in\left(0, T_{\max }\right)$ with $c_{31}>0$. Using Young's inequality, we can get

$$
\begin{align*}
& c_{31}(p-1) \int_{\Omega}(v+1)^{\frac{p-2}{2}}|\nabla v|(v+1)^{p+\beta-1-\frac{p-2}{2}} \\
& \quad \leq \frac{p-1}{2} \int_{\Omega}(v+1)^{p-2}|\nabla v|^{2}+\frac{c_{31}^{2}(p-1)}{2} \int_{\Omega}(v+1)^{p+2 \beta} \text { for all } t \in\left(0, T_{\max }\right) . \tag{3.36}
\end{align*}
$$

From (3.35) and (3.36), it is easy to see

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega}(v+1)^{p}+\frac{p(p-1)}{2} \int_{\Omega}(v+1)^{p-2}|\nabla v|^{2}+p \int_{\Omega}(v+1)^{p} \\
& \leq \frac{c_{31}^{2} p(p-1)}{2} \int_{\Omega}(v+1)^{p+2 \beta}+\left(\lambda_{2}+1\right) p \int_{\Omega}(v+1)^{p} \text { for all } t \in\left(0, T_{\max }\right) . \tag{3.37}
\end{align*}
$$

We define $q>n+2$ such that

$$
\begin{equation*}
p_{0}>2 \beta\left[\frac{1}{1-\frac{n q}{(n+2)(q-2)}}-1\right] . \tag{3.38}
\end{equation*}
$$

In the following, the proofs are divided into two cases with $\beta \geq 0$ and $\beta<0$. Here, we only deal with the case $\beta \geq 0$. And for the other case, we can employ the similar process. Let $r \in\left(2, \frac{2(n+2)}{n}\right)$ sufficiently close to $\frac{2(n+2)}{n}$. Define $\theta(r)=\frac{r}{2} \cdot \frac{p_{0}}{p_{0}+2 \beta}$, it is not difficult to get

$$
\begin{equation*}
\theta(r) \geq \frac{q}{q-2} \tag{3.39}
\end{equation*}
$$

In fact, the inequality (3.39) can be ensured by the following direct computation

$$
\begin{align*}
\theta\left(\frac{2(n+2)}{n}\right) & =\frac{n+2}{n} \cdot\left(1-\frac{2 \beta}{p_{0}+2 \beta}\right) \\
& >\frac{n+2}{n} \cdot\left\{1-\frac{2 \beta}{2 \beta\left[\frac{1}{1-\frac{n q}{(n+2)(q-2)}}-1\right]+2 \beta}\right\} \\
& =\frac{n+2}{n} \cdot \frac{n q}{(n+2)(q-2)} \\
& =\frac{q}{q-2} . \tag{3.40}
\end{align*}
$$

We choose $s \in(0,2)$ sufficiently close to 2 such that

$$
\begin{equation*}
r<\frac{2(n+s)}{n} \tag{3.41}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\frac{n r}{s}-n}{\frac{2 q}{q-2} \cdot\left(1-\frac{n}{2}+\frac{n}{s}\right)}<1 . \tag{3.42}
\end{equation*}
$$

In fact, the inequality (3.42) can be achieved due to the fact that the expression $\frac{\frac{n r}{2}-n}{\frac{2 q}{q-2}}$ atisfies

$$
\begin{equation*}
\frac{\frac{n r}{2}-n}{\frac{2 q}{q-2}}<\frac{\frac{n}{2} \cdot \frac{2(n+2)}{n}-n}{\frac{2 q}{q-2}}=1-\frac{2}{q}<1 \text { as } s \rightarrow 2 . \tag{3.43}
\end{equation*}
$$

We continue to define

$$
\begin{equation*}
p_{k}:=\frac{2}{s} p_{k-1}, \quad k \geq 1, \tag{3.44}
\end{equation*}
$$

and note that $\left\{p_{k}\right\}_{k \in \mathbb{N}}$ is increasing and

$$
\begin{equation*}
m_{1} \cdot\left(\frac{2}{s}\right)^{k} \leq p_{k} \leq m_{2} \cdot\left(\frac{2}{s}\right)^{k} \tag{3.45}
\end{equation*}
$$

for all $k \in \mathbb{N}$, with some $m_{1}, m_{2}>0$. Denoting

$$
\begin{equation*}
\theta_{k}:=\frac{r}{2} \cdot \frac{p_{k}}{p_{k}+2 \beta}, k \in \mathbb{N}, \tag{3.46}
\end{equation*}
$$

it is not difficult to see that $\left\{\theta_{k}\right\}_{k \in \mathbb{N}}$ is increasing with $\theta_{k} \geq \theta_{0}=\theta(r) \geq \frac{q}{q-2}$. In the following, we will deduce a recursive inequality for

$$
\begin{equation*}
M_{k}:=\sup _{t \in\left(0, T_{\max }\right)} \int_{\Omega}(v+1)^{p_{k}}, k \in \mathbb{N} . \tag{3.47}
\end{equation*}
$$

To this end, we can rewrite (3.37) as

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega}(v+1)^{p_{k}}+\frac{p_{k}\left(p_{k}-1\right)}{2} \int_{\Omega}(v+1)^{p_{k}-2}|\nabla v|^{2}+p_{k} \int_{\Omega}(v+1)^{p_{k}} \\
& \leq \frac{c_{31}^{2} p_{k}\left(p_{k}-1\right)}{2} \int_{\Omega}(v+1)^{p_{k}+2 \beta}+\left(\lambda_{2}+1\right) p_{k} \int_{\Omega}(v+1)^{p_{k}} \text { for all } t \in\left(0, T_{\max }\right) . \tag{3.48}
\end{align*}
$$

Employing Hölder's inequality, we get

$$
\begin{align*}
\frac{c_{31}^{2}}{2} \int_{\Omega}(v+1)^{p_{k}+2 \beta} & \leq \frac{c_{31}^{2}}{2}\left[\int_{\Omega}(v+1)^{\left(p_{k}+2 \beta\right) \theta_{k}}\right]^{\frac{1}{\theta_{k}}} \cdot\left[\int_{\Omega} 1^{\frac{\theta_{k}}{\theta_{k}-1}}\right]^{\frac{\theta_{k}-1}{\theta_{k}}} \\
& \leq c_{32}\left[\int_{\Omega}(v+1)^{\left(p_{k}+2 \beta\right) \theta_{k}}\right]^{\frac{1}{\theta_{k}}} \\
& =c_{32}\left\|(v+1)^{\frac{p_{k}}{2}}\right\|_{L^{\frac{r}{\theta_{k}}}}^{\|_{2\left(p_{k}+2 \beta \beta \theta_{k}\right.}^{p_{k}}}(\Omega) \\
& =c_{32}\left\|(v+1)^{\frac{p_{k}}{2}}\right\|_{L^{\prime}(\Omega)}^{\frac{r}{\theta_{k}}} \tag{3.49}
\end{align*}
$$

for all $t \in\left(0, T_{\max }\right)$ with some $c_{32}>0$. In view of the Gagliardo-Nirenberg inequality, there exists $c_{33}>0$ independent of $k$ such that

$$
\begin{equation*}
c_{32}\left\|(v+1)^{\frac{p_{k}}{2}}\right\|_{L^{\prime}(\Omega)}^{\frac{r}{t_{k}}} \leq c_{33}\left\|\nabla(v+1)^{\frac{p_{k}}{2}}\right\|_{L^{2}(\Omega)}^{\frac{a_{0}}{t_{k}}}\left\|(v+1)^{\frac{p_{k}}{2}}\right\|_{L^{( }(\Omega)}^{\frac{r}{k_{k}}\left(1-a_{0}\right)}+c_{33}\left\|(v+1)^{\frac{p_{k}}{2}}\right\|_{L^{\prime}(\Omega)}^{\frac{r}{t_{k}}} . \tag{3.50}
\end{equation*}
$$

Due to $p_{k-1}=\frac{p_{k}}{2} s$ in (3.44), we can get from (3.47)

$$
\begin{equation*}
c_{32}\left\|(v+1)^{\frac{p_{k}}{2}}\right\|_{L^{r}(\Omega)}^{\frac{r}{t_{k}}} \leq c_{33} M_{k-1}^{\frac{\left(1-a_{0}\right) r}{\theta_{-} s}} \cdot\left[\int_{\Omega}\left|\nabla(v+1)^{\frac{p_{k}}{2}}\right|^{\frac{r}{2}}\right]^{\frac{r a_{0}}{2 \theta_{k}}}+c_{33} M_{k-1}^{\frac{r}{\xi_{k} s}} \tag{3.51}
\end{equation*}
$$

for all $t \in\left(0, T_{\max }\right)$, with

$$
\begin{equation*}
a_{0}=\frac{\frac{n}{s}-\frac{n}{r}}{1-\frac{n}{2}+\frac{n}{s}} \in(0,1) . \tag{3.52}
\end{equation*}
$$

Using Young's inequality on (3.51), we deduce from (3.48)

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega}(v+1)^{p_{k}}+\frac{p_{k}\left(p_{k}-1\right)}{4} \int_{\Omega}(v+1)^{p_{k}-2}|\nabla v|^{2}+p_{k} \int_{\Omega}(v+1)^{p_{k}} \\
& \leq c_{34}\left[p_{k}^{2} M_{k-1}^{\frac{r\left(1-q_{0}\right.}{\theta_{k}}}\right]^{\frac{2 \theta_{k}}{2 \theta_{k}-r a_{0}}}+c_{34} p_{k}^{2} M_{k-1}^{\frac{r}{\theta_{k} s}}+\left(\lambda_{2}+1\right) p_{k} \int_{\Omega}(v+1)^{p_{k}} \text { for all } t \in\left(0, T_{\max }\right), \tag{3.53}
\end{align*}
$$

with some $c_{34}>0$, where we have used the inequality (3.42), which ensures that

$$
\begin{equation*}
\frac{r a_{0}}{2 \theta_{k}} \leq \frac{r a_{0}}{2 \theta_{0}} \leq \frac{r a_{0}}{\frac{2 q}{q-2}}=\frac{\frac{n r}{s}-n}{\frac{2 q}{q-2} \cdot\left(1-\frac{n}{2}+\frac{n}{s}\right)}<1 \text { for all } k \in \mathbb{N} . \tag{3.54}
\end{equation*}
$$

Using Young's inequality and the Gagliardo-Nirenberg inequality, we have

$$
\begin{align*}
\left(\lambda_{2}+1\right) p_{k} \int_{\Omega}(v+1)^{p_{k}} & \leq c_{35} p_{k}\left[\left\|\nabla(v+1)^{\frac{p_{k}}{2}}\right\|_{L^{2}(\Omega)}^{2 a_{1}}\left\|(v+1)^{\frac{p_{k}}{2}}\right\|_{L^{s}(\Omega)}^{2\left(1-a_{1}\right)}+\left\|(v+1)^{\frac{p_{k}}{2}}\right\|_{L^{s}(\Omega)}^{2}\right] \\
& =c_{35} p_{k} M_{k-1}^{\frac{2\left(1-a_{1}\right.}{s}} \cdot\left[\int_{\Omega}\left|\nabla(v+1)^{\frac{p_{k}}{2}}\right|^{2}\right]^{a_{1}}+c_{35} p_{k} M_{k-1}^{\frac{2}{s}} \\
& \leq \varepsilon \int_{\Omega}\left|\nabla(v+1)^{\frac{p_{k}}{2}}\right|^{2}+\left[\varepsilon^{-\frac{a_{1}}{1-a_{1}}}\left(c_{35} p_{k}\right)^{\frac{1}{1-a_{1}}}+c_{35} p_{k}\right] M_{k-1}^{\frac{2}{s}} \tag{3.55}
\end{align*}
$$

for all $t \in\left(0, T_{\max }\right)$ and any $\varepsilon>0$, with

$$
\begin{equation*}
a_{1}=\frac{\frac{n}{s}-\frac{n}{2}}{1-\frac{n}{2}+\frac{n}{s}} \in(0,1) . \tag{3.56}
\end{equation*}
$$

Recalling (3.53), we can get

$$
\begin{align*}
\frac{d}{d t} \int_{\Omega}(v+1)^{p_{k}}+\int_{\Omega}(v+1)^{p_{k}} \leq & c_{34}\left[p_{k}^{2} M_{k-1}^{\frac{r\left(1-a_{0}\right)}{\theta_{s}}}\right]^{\frac{2 \theta_{k}}{2 \theta_{k}-a_{0}}}+c_{34} p_{k}^{2} M_{k-1}^{\frac{r}{t_{k} s}} \\
& +\left[\varepsilon^{-\frac{a_{1}}{1-a_{1}}}\left(c_{35} p_{k}\right)^{\frac{1}{1-a_{1}}}+c_{35} p_{k}\right] M_{k-1}^{\frac{2}{s}} . \tag{3.57}
\end{align*}
$$

To simplify this, it is easy to see

$$
\begin{equation*}
\frac{2 r\left(1-a_{0}\right)}{s\left(2 \theta_{k}-r a_{0}\right)} \geq \max \left\{\frac{r}{\theta_{k}}, \frac{2}{s}\right\} \text { for all } k \geq 1 \tag{3.58}
\end{equation*}
$$

In fact, (3.46) implies that $\theta_{k} \leq \frac{r}{2}$, which guarantees (3.58). Furthermore, it is clear that

$$
\begin{equation*}
\frac{1}{1-a_{1}}<2<\frac{4 \theta_{k}}{2 \theta_{k}-r a_{0}} \leq \frac{4 \theta_{0}}{2 \theta_{0}-r a_{0}} \tag{3.59}
\end{equation*}
$$

for all $k \geq 1$ and $s \in(0,2)$ with $s$ sufficiently closing to 2 . Therefore, we conclude from (3.57) and (3.45)

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega}(v+1)^{p_{k}}+\int_{\Omega}(v+1)^{p_{k}} \leq c_{36} \tilde{c}^{k} M_{k-1}^{\frac{\left.2(1)-a_{0}\right)}{\left(2\left(k_{1}-r_{0}\right)\right.}} \tag{3.60}
\end{equation*}
$$

for all $t \in\left(0, T_{\max }\right)$ and $k \geq 1$, with some $c_{36}>0$ and $\tilde{c}=\left(\frac{2}{s}\right)^{\frac{4 \theta_{0}}{2 \theta_{0}-r a_{0}}}>1$. With an application of ODE comparison, we can deduce the following recursive inequality

$$
\begin{equation*}
M_{k} \leq \max \left\{\int_{\Omega}\left(v_{0}+1\right)^{p_{k}}, c_{36} \tilde{c}^{k} M_{k-1}^{\frac{2 r\left(1-a_{0}\right)}{\left(\Omega \theta_{k}-a_{0}\right)}}\right\} \text { for all } k \geq 1 . \tag{3.61}
\end{equation*}
$$

Using the similar iterative process established in [21], we can find a constant $c_{37}>0$ such that

$$
\begin{equation*}
\|v\|_{L^{\infty}(\Omega)} \leq\|(v+1)\|_{L^{\infty}(\Omega)} \leq c_{37} \text { for all } t \in\left(0, T_{\max }\right) . \tag{3.62}
\end{equation*}
$$

From the $L^{\infty}$-boundedness of $v$, there exists $\lambda_{3}>0$ such that

$$
\begin{equation*}
u\left(\lambda_{1}-\mu_{1} u^{r_{1}-1}+a v\right) \leq u\left(\lambda_{3}-\mu_{1} u^{r_{1}-1}\right) . \tag{3.63}
\end{equation*}
$$

By the same method as in the proof of $L^{\infty}$-boundedness of $v$, we claim that there exists $c_{38}>0$

$$
\begin{equation*}
\|u\|_{L^{\infty}(\Omega)} \leq c_{38} \text { for all } t \in\left(0, T_{\max }\right) \tag{3.64}
\end{equation*}
$$

Thus we complete the proof of Theorem 1.1.

## 4. Conclusions and outlook

In this paper, we have studied a general Lotka-Volterra partial differential equations with indirect pursuit-evasion dynamics and cross-diffusion mechanisms. It has been proved that the boundedness of the solutions mainly depends on the intensity of cross-diffusion and intraspecific competition of the populations, as well as the dimensions of the space. Compared to previous results, the novelty of this paper is that our boundedness conditions are more generalized, which will be more consistent with the real biological environment.

From a purely mathematical perspective, the boundedness result developed in this paper may not directly reflect some biological implications. However, such conclusion is essential in studying the persistence and long time stability of populations. In a sense, these results may indicate that the system does not lead to non-biological phenomena, such as blow-up in finite time.

Some other interesting problems related to system (1.1) are also worth exploring further, such as the qualitative analysis of system (1.1), global existence and boundedness of classical solution to fully parabolic version of system (1.1) and so on. We will consider these issues in future work.
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