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$$
\begin{aligned}
& \text { Abstract: We study positive solutions to the two point boundary value problem: } \\
& \qquad \begin{array}{c}
L u=-u^{\prime \prime}=\lambda\left\{\frac{A}{u^{\gamma}}+M\left[u^{\alpha}+u^{\delta}\right]\right\} ;(0,1) \\
u(0)=0=u(1)
\end{array}
\end{aligned}
$$

where $A<0, \alpha \in(0,1), \delta>1, \gamma \in(0,1)$ are constants and $\lambda>0, M>0$ are parameters. We prove that the bifurcation diagram ( $\lambda$ vs $\|u\|_{\infty}$ ) for positive solutions is at least a reversed S -shaped curve when $M \gg 1$. Recent results in the literature imply that for $M \gg 1$ there exists a range of $\lambda$ where there exist at least two positive solutions. Here, when $M \gg 1$, we prove the existence of a range of $\lambda$ for which there exist at least three positive solutions and that the bifurcation diagram is at least a reversed S-shaped curve. Further, via a quadrature method and Python computations, for $M \gg 1$, we show that the bifurcation diagram is exactly a reversed $S$-shaped curve. Also, when the operator $L$ is replaced by a $p$-Laplacian operator with $p>1$, as well as $p-q$ Laplacian operator with $p=4$ and $q=2$, we show that the bifurcation diagram is again an exactly reversed $S$-shaped curve when $M \gg 1$.
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## 1. Introduction

We consider the two-point boundary value problem

$$
\begin{gather*}
L u=-u^{\prime \prime}=\lambda f(u)=\lambda\left\{\frac{A}{u^{\gamma}}+M\left[u^{\alpha}+u^{\delta}\right]\right\} ;(0,1)  \tag{1.1}\\
u(0)=0=u(1)
\end{gather*}
$$

where $A<0, \alpha \in(0,1), \delta>1, \gamma \in(0,1)$ are constants and $\lambda>0, M>0$ are parameters. Note that $\lim _{s \rightarrow 0^{+}} f(s)=-\infty$ and such problems are referred in the literature as infinite semipositone problems (when $f(0)<0$ and finite they are referred as semipositone problems). Recent results in [1] imply that for $M \gg 1$, there exists $\lambda_{i}>0 ; i=1,2,3$ with $\lambda_{1}<\lambda_{2}<\lambda_{3}$ such that (1.1) has a positive solution for $\lambda \in\left(0, \lambda_{3}\right)$ and at least two positive solutions for $\lambda \in\left(\lambda_{1}, \lambda_{2}\right)$ conjecturing the following bifurcation diagram ( $\lambda$ vs $\|u\|_{\infty}$ ) (which turns back to the left).


Figure 1. Bifurcation diagram for positive solutions to (1.1) based on the results in [1].

In [1] the authors studied more general classes of such problems (infact, systems of equations with weights in the reaction term). However, here in the autonomous single equation case, we will show that for $M \gg 1$, the bifurcation diagram not only bends back to the left, but will again bend forward to the right (see Figure 1.2). Namely, we prove:

Theorem 1.1. Let $\alpha \geq \gamma$ and $\alpha \delta<1$. Then for $M \gg 1$, there exists $\mu_{i}>0 ; i=1,2,3,4$ with $\mu_{1}<\mu_{2}<\mu_{3}<\mu_{4}$ such that (1.1) has a unique positive solution for $\lambda \in\left(0, \mu_{1}\right)$, at least one positive solution for $\lambda \in\left(0, \mu_{4}\right)$, no positive solution for $\lambda>\mu_{4}$, and at least three positive solutions for $\lambda \in\left(\mu_{2}, \mu_{3}\right)$.

Corollary 1.1. For $M \approx 0$, there exists $\mu^{*}>0$ such that (1.1) has a unique positive solution for $\lambda \in\left(0, \mu^{*}\right]$ and no positive solutions for $\lambda>\mu^{*}$.

Clearly the bifurcation diagrams corresponding to Theorem 1.1 are reversed S-shaped curves as follows:



Figure 2. Bifurcation Diagrams for positive solutions to (1.1) based on our results.

We will establish Theorem 1.1 via the quadrature method discussed in the [2,3]. Further, via Python computations, we note that the reversed S-shaped curves in Figure are infact exact. We also consider the following two problems:

$$
\begin{gather*}
-\left(\left|u^{\prime}\right|^{p-2} u^{\prime}\right)^{\prime}=\lambda\left\{\frac{A}{u^{\gamma}}+M\left[u^{\alpha}+u^{\delta}\right]\right\} ;(0,1), \quad p>1  \tag{1.2}\\
u(0)=0=u(1)
\end{gather*}
$$

and

$$
\begin{align*}
&-\left(\left|u^{\prime}\right|^{p-2} u^{\prime}\right)^{\prime}-\left(\left|u^{\prime}\right|^{q-2} u^{\prime}\right)^{\prime}=\lambda\left\{\frac{A}{u^{\gamma}}+M\left[u^{\alpha}+u^{\delta}\right]\right\} ;(0,1), p=4, q=2  \tag{1.3}\\
& u(0)=0=u(1) .
\end{align*}
$$

Via quadrature methods and Python computations, we obtained bifurcation diagrams of (1.2) and (1.3) which again are exactly reversed S-shaped for $M \gg 1$. For (2.1), based on our computational results, we conjecture that the critical value of $M=M_{c}$ beyond which the bifurcation curve is revered S shaped, is a decreasing function of $p$. See also [4] where another example with reversed S-shaped bifurcation diagram was discussed via the quadrature method, and [7-9] for results on existence and multiplicity of positive solutions for semilinear elliptic equations with singular non-linearities.
The rest of the paper is organized as follows: In Section 2, we will recall the quadrature method discussed in [2, 3]. In Section 3, we will establish Theorem 1.1 and Corollary 1.1. In Section 4 and 5, we will obtain exact bifurcation diagrams of (1.1) and (1.2) respectively, via the quadrature method and Python computations. Finally, in Section 6, we will obtain exact bifurcation diagrams of (1.3) via the quadrature method described in [5] and Python computations.

## 2. Preliminaries

Here we recall the quadrature method first introduced in [3]. Note that if $u$ is a positive solution of (1.1) then $u$ must be symmetric about $t=\frac{1}{2}, u^{\prime}>0 ;\left(0, \frac{1}{2}\right)$ and $u^{\prime}<0 ;\left(\frac{1}{2}, 1\right)$. Multiplying the differential equation in (1.1) by $u^{\prime}$, we obtain

$$
-\left[\frac{\left(u^{\prime}(t)\right)^{2}}{2}\right]^{\prime}=\lambda(F(u(t)))^{\prime}
$$




Figure 3. Graphs of functions $f$ and $F$.
where $F(u)=\int_{0}^{u} f(s) d s$. Let $\beta$ and $\theta>0$ be the unique positive zeros of $f$ and $F$ respectively. Further, integrating we obtain

$$
\begin{equation*}
u^{\prime}(t)=\sqrt{2 \lambda[F(\rho)-F(u(t))]} ; t \in\left(0, \frac{1}{2}\right) \tag{2.1}
\end{equation*}
$$

where $\rho=u\left(\frac{1}{2}\right)=\|u\|_{\infty}$. By (2.1) we get $u^{\prime}(0)=\sqrt{2 \lambda F(\rho)}$. This implies $\rho \geq \theta$. Integrating (2.1) again and setting $t \rightarrow \frac{1}{2}^{-}$we obtain

$$
\begin{equation*}
G(\rho)=\sqrt{\lambda(\rho)}=\sqrt{2} \int_{0}^{\rho} \frac{d s}{\sqrt{F(\rho)-F(s)}} \tag{2.2}
\end{equation*}
$$

It was established in [3] that $G$ is well defined and continuous on $D=\{\rho>0 \mid f(\rho)>0, F(\rho)>F(s)$ : $s \in[0, \rho)\}$. Further, it was established that if $(\lambda, \rho)$ satisfy (2.2) then (1.1) has a positive solution with $u\left(\frac{1}{2}\right)=\|u\|_{\infty}=\rho$. Also, in [2], authors proved that $G(\rho)$ is differentiable in $D$ and its derivative is given by

$$
\begin{equation*}
\frac{d G(\rho)}{d \rho}=\sqrt{2} \int_{0}^{1} \frac{H(\rho)-H(\rho v)}{[F(\rho)-F(\rho v)]^{3 / 2}} d v \tag{2.3}
\end{equation*}
$$

where $H(s)=F(s)-\frac{1}{2} s f(s)$. We will deduce information on the nature of the bifurcation curve by analysing the sign $\frac{d G(\rho)}{d \rho}$. Note that $\frac{d G(\rho)}{d \rho}$ has the same sign as $\frac{d \lambda(\rho)}{d \rho}$. From (2.3), a sufficient condition for $\frac{d G(\rho)}{d \rho}$ to be positive is:

$$
H(\rho)>H(s) \text { for all } s \in[0, \rho)
$$

and a sufficient condition for $\frac{d G(\rho)}{d \rho}$ to be negative is:

$$
H(\rho)<H(s) \text { for all } s \in[0, \rho) .
$$

## 3. Proofs of Theorem 1.1 and Corollary 1.1

Proof of Theorem 1.1: First we note that $\lim _{\rho \rightarrow \infty} \sqrt{\lambda(\rho)}=0$ since $\lim _{s \rightarrow \infty} \frac{f(s)}{s}=\infty$ (superlinear) (see [3,4,6]). Next we note that there exists a unique $\theta$ such that $F(\theta)=0$ since $\lim _{s \rightarrow 0^{+}} f(s)=-\infty$ and $f^{\prime}(s)=-\frac{A \gamma}{s^{\gamma+1}}$ $+M\left[\frac{\alpha}{s^{1-\alpha}}+\delta s^{\delta-1}\right]>0$, and $D=(\theta, \infty)$. It is sufficient to show that $H$ has the shape as shown in the Figure 4, namely:


Figure 4. Graph of function $H$ for $M \gg 1$.
(a) If $\alpha \geq \gamma$ then there exists $\epsilon>0$ such that $H^{\prime}(s)<0$ for all $s \in[0, \theta+\epsilon)$ (this implies $\frac{d \sqrt{\lambda(\rho)}}{d \rho}<0$ for $\rho \in(\theta, \theta+\epsilon)$ ).
(b) Further, if $\alpha \delta<1$ then $H(1)>0$ for $M \gg 1$ and hence there exist some $\rho^{*} \in(\theta, 1)$ such that $H\left(\rho^{*}\right)>0$ and $H\left(\rho^{*}\right)>H(s)$ for all $s \in\left(\theta, \rho^{*}\right)\left(\right.$ this implies $\frac{d \sqrt{\lambda(\rho)}}{d \rho}>0$ at $\left.\rho=\rho^{*}\right)$.
(c) There exists a unique solution of (1.1) for $\lambda \approx 0$.

Proof of (a): $F(s)=A\left(\frac{s^{1-\gamma}}{1-\gamma}\right)+M\left(\frac{s^{\alpha+1}}{\alpha+1}+\frac{s^{\delta+1}}{\delta+1}\right)<0$ on $(0, \theta)$ gives

$$
\begin{equation*}
\frac{A}{s^{\gamma}}<-\frac{(1-\gamma) M s^{\alpha}}{(1+\alpha)}-\frac{(1-\gamma) M s^{\delta}}{(1+\delta)} \tag{3.1}
\end{equation*}
$$

By combining (3.1) with

$$
\begin{equation*}
H^{\prime}(s)=\frac{A(1+\gamma)}{2 s^{\gamma}}+\frac{M}{2}\left[(1-\alpha) s^{\alpha}+(1-\delta) s^{\delta}\right], \tag{3.2}
\end{equation*}
$$

we obtain

$$
H^{\prime}(s)<\frac{M s^{\alpha}}{2}\left(\frac{\gamma^{2}-\alpha^{2}}{1+\alpha}\right)+\frac{M s^{\delta}}{2}\left(\frac{\gamma^{2}-\delta^{2}}{1+\delta}\right)<0 \text { on }(0, \theta) \text { for } \alpha \geq \gamma .
$$

Note that $\lim _{s \rightarrow 0^{+}} H^{\prime}(s)=-\infty$. Thus $H^{\prime}(s)<0$ on $[0, \theta)$ for $\alpha \geq \gamma$. Next, we will prove that $H^{\prime}(\theta)<0$. Assume to the contrary that $H^{\prime}(\theta)=0$. Now (3.2) gives

$$
\begin{equation*}
A+\frac{M}{1+\gamma} \theta^{\gamma}\left[(1-\alpha) \theta^{\alpha}+(1-\delta) \theta^{\delta}\right]=0 \tag{3.3}
\end{equation*}
$$

and $F(\theta)=0$ gives

$$
\begin{equation*}
A+M(1-\gamma) \theta^{\gamma}\left[\frac{\theta^{\alpha}}{\alpha+1}+\frac{\theta^{\delta}}{\delta+1}\right]=0 \tag{3.4}
\end{equation*}
$$

By (3.3) and (3.4) we obtain

$$
M \theta^{\gamma} \theta^{\alpha} \underbrace{\left[\frac{(\alpha-\gamma)(\alpha+\gamma)}{(1+\alpha)(1+\gamma)}+\frac{(\delta-\gamma)(\delta+\gamma)}{(1+\gamma)(\delta+1)} \theta^{\delta-\alpha}\right]}_{>0}=0
$$

This is a contradiction since $\theta>0, M>0, \delta>1,0<\gamma<1$ and for $\alpha \geq \gamma$. Thus $H^{\prime}(\theta)<0$. Hence by continuity, there exists $\epsilon>0$ such that $H^{\prime}(s)<0 ; s \in[0, \theta+\epsilon)$.

Proof of (b): $H(1)=\frac{A(1+\gamma)}{2(1-\gamma)}+\frac{M(1-\alpha \delta)}{(\alpha+1)(\delta+1)}>0$ when $\alpha \delta<1$ and for $M \gg 1$. Now by part (a), we see that $\theta<1$ for $M \gg 1$. Hence for $M \gg 1$ there exist some $\rho^{*} \in(\theta, 1)$ such that $H\left(\rho^{*}\right)>0$ and $H\left(\rho^{*}\right)>H(s)$ for all $s \in\left[0, \rho^{*}\right)$.

Proof of (c): $\lim _{s \rightarrow \infty} H^{\prime}(s)=\lim _{s \rightarrow \infty} \frac{A(1+\gamma)}{2 s^{\gamma}}+\frac{M}{2}\left[(1-\alpha) s^{\alpha}+(1-\delta) s^{\delta}\right]=-\infty$ implies $\frac{d \sqrt{\lambda(\rho)}}{d \rho}<0$ for $\rho \gg 1$. Thus there exists a unique solution for $\lambda \approx 0$.

Proof of Corollary 1.1: Here it is sufficient to prove that
$H^{\prime}(s)=\frac{A(1+\gamma)}{2 s^{\gamma}}+\frac{M}{2}\left[(1-\alpha) s^{\alpha}-(\delta-1) s^{\delta}\right]<0$ for all $s>0$ for $M \approx 0$. Let $A, \gamma, \alpha$ and $\delta$ be fixed. Let $p(s)=(1-\alpha) s^{\alpha}-(\delta-1) s^{\delta}$. It is easy to see that $p(0)=0, \lim _{s \rightarrow \infty} p(s)=-\infty$ and $\lim _{s \rightarrow 0^{+}} p^{\prime}(s)=\lim _{s \rightarrow 0^{+}} \alpha(1-$ $\alpha) s^{\alpha-1}-\delta(\delta-1) s^{\delta-1}>0$. Moreover, $p$ is concave since $p^{\prime \prime}(s)=\alpha(1-\alpha)(\alpha-1) s^{\alpha-2}-\delta(\delta-1)^{2} s^{\delta-2}<0$ for $s>0$. Thus $p$ achieves unique positive maximum at $s_{1}=\left[\frac{\alpha(1-\alpha)}{\delta(\delta-1)}\right]^{\frac{1}{\delta-\alpha}}$ and unique zero at $s^{*}=\left[\frac{(1-\alpha)}{(\delta-1)}\right]^{\frac{1}{\delta-\alpha}}$. Since $\delta>\alpha$ it is easy to see that $s^{*}>s_{1}$. Now choosing $M$ so that

$$
\left|\frac{A(1+\gamma)}{2 s^{\gamma}}\right|>\frac{M}{2} p\left(s_{1}\right) ; s \in\left(0, s^{*}\right),
$$

we conclude that $H^{\prime}(s)<0$ for all $s>0$ for $M \approx 0$. Hence by (2.3) we obtain $\frac{d \sqrt{\lambda(\rho)}}{d \rho}<0$ for $\rho \in(\theta, \infty)$ when $M \approx 0$ and the corollary is proven.

Remark 3.1. In [1] it was established that for $M \gg 1$ there exists a range of $\lambda$ where there exist two positive solutions for (1.1). This implies there must exists a $\rho^{*}>\theta$ such that $\frac{d \sqrt{\lambda(\rho)}}{d \rho}>0$ when $\rho=\rho^{*}$. Combining this fact, $\frac{d \sqrt{\lambda(\rho)}}{d \rho}<0$ for $\rho \in(\theta, \theta+\epsilon)$ and $\lim _{\rho \rightarrow \infty} \sqrt{\lambda(\rho)}=0$ we can also conclude that the bifurcation diagram is at least a reversed $S$-shaped curve for $M \gg 1$. This indirect approach (using the result in [1]) does not require $\alpha \delta<1$ for the bifurcation curve to be at least a reversed $S$-shaped curve when $M \gg 1$. Note that in the proof Theorem 1.1, $\alpha \delta<1$ was used only in the proof of part (b).

## 4. Computational result of (1.1)

Using (2.2) and Python computations we obtain the following exact bifurcation curves of (1.1) when $\gamma=0.3, \alpha=0.32, \delta=3.05$ and $A=-4$.


Figure 5. Evolution of bifurcation diagrams for positive solutions to (1.1) when $M$ varies.

## 5. Computational results of (1.2)

It follows easily that if $u$ is a positive solution of (1.2), then $u$ must be symmetric about $t=\frac{1}{2}$, $u^{\prime}>0 ;\left(0, \frac{1}{2}\right), u^{\prime}<0 ;\left(\frac{1}{2}, 1\right)$ and $u\left(\frac{1}{2}\right)=\|u\|_{\infty}:=\rho$. Now we recall the quadrature method described in [4]. Multiplying the differential equation in (1.2) by $u^{\prime}$ and integrating, we obtain

$$
\left(\frac{p-1}{p}\right)\left(u^{\prime}(t)\right)^{p}=\lambda(F(\rho)-F(u)) ; t \in\left(0, \frac{1}{2}\right) .
$$

where $F(s)=\int_{0}^{s} f(z) d z$. Further integrating from 0 to $\frac{1}{2}$, we obtain

$$
\begin{equation*}
G_{p}(\lambda, \rho):=\lambda^{\frac{1}{p}}-2\left(\frac{p-1}{p}\right)^{\frac{1}{p}} \int_{0}^{\rho} \frac{d s}{(F(\rho)-F(s))^{\frac{1}{p}}}=0 . \tag{5.1}
\end{equation*}
$$

It can be shown that that for $\lambda>0$ and $\rho \geq \theta, G_{p}(\lambda, \rho)$ is well defined and the bifurcation diagram for positive solutions to (1.2) is given by:

$$
S=\left\{(\lambda, \rho) \mid \lambda>0, \rho \geq \theta \& G_{p}(\lambda, \rho)=0\right\} .
$$

Using (5.1) and Python computations we obtain the following bifurcation curves for positive solutions for (1.2) when $\gamma=0.3, \alpha=0.32, \delta=3.05$ and $A=-4$ for multiple values for $p$ and $M$.


Figure 6. Evolution of bifurcation diagrams of positive solutions to (1.2) when $M$ and $p$ vary.

Remark 5.1. Our computational results show that the critical value of $M=M_{c}$ beyond which the bifurcation curve is reversed $S$-shaped, is a decreasing function of $p$.

## 6. Computational results of (1.3)

In this section, for the case when $p=4$ and $q=2$ of (1.3), namely for the two-point boundary value problem:

$$
\begin{align*}
-\left[\left(u^{\prime}\right)^{3}\right]^{\prime}-\left[\left(u^{\prime}\right)\right]^{\prime} & =\lambda\left\{\frac{A}{u^{\gamma}}+M\left[u^{\alpha}+u^{\delta}\right]\right\} ;(0,1)  \tag{6.1}\\
u(0) & =0=u(1),
\end{align*}
$$

we compute the bifurcation diagram for positive solutions. It follows easily that if $u$ is a positive solution of (6.1), then $u$ must be symmetric about $t=\frac{1}{2}, u^{\prime}>0 ;\left(0, \frac{1}{2}\right), u^{\prime}<0 ;\left(\frac{1}{2}, 1\right)$ and $u\left(\frac{1}{2}\right)=\|u\|_{\infty}:=$ $\rho$. Now we recall the quadrature method described in [5]. Multiplying the differential equation in (6.1) by $u^{\prime}$ and integrating we obtain

$$
-\frac{3}{4}\left[\left(u^{\prime}\right)^{4}\right]^{\prime}-\frac{1}{2}\left[\left(u^{\prime}\right)^{2}\right]^{\prime}=\lambda(F(u))^{\prime} \text { in }(0,1)
$$

where $F(s)=\int_{0}^{s} f(z) d z$. Further integrating we obtain

$$
3\left[u^{\prime}(t)\right]^{4}+2\left[u^{\prime}(t)\right]^{2}=4 \lambda[F(\rho)-F(u(t))] ; t \in\left[0, \frac{1}{2}\right]
$$

and hence

$$
\begin{equation*}
u^{\prime}(t)=\frac{\sqrt{[1+12 \lambda(F(\rho)-F(u(t)))]^{\frac{1}{2}}-1}}{\sqrt{3}} ; t \in\left[0, \frac{1}{2}\right] . \tag{6.2}
\end{equation*}
$$

Noting that $u^{\prime}(0)=\frac{\sqrt{[1+12 \lambda F(\rho)]^{\frac{1}{2}-1}}}{\sqrt{3}}$. This implies $\rho \geq \theta$. Integrating (6.2) from 0 to $\frac{1}{2}$, we obtain

$$
\begin{equation*}
G(\lambda, \rho):=\int_{0}^{\rho} \frac{d s}{\sqrt{[1+12 \lambda(F(\rho)-F(s))]^{\frac{1}{2}}-1}}=\frac{1}{2 \sqrt{3}} . \tag{6.3}
\end{equation*}
$$

It can be shown that that for $\lambda>0$ and $\rho \geq \theta, G(\lambda, \rho)$ is well defined and the bifurcation diagram for positive solutions to (6.1) is given by:

$$
S=\left\{(\lambda, \rho) \mid \lambda>0, \rho \geq \theta \& G(\lambda, \rho)=\frac{1}{2 \sqrt{3}}\right\} .
$$

Thus using (6.3) and Python computations we obtain the following bifurcation curves of (1.3) when $\gamma=0.3, \alpha=0.32, \delta=3.05$ and $A=-4$ as $M$ varies.


Figure 7. Evolution of bifurcation diagrams of positive solutions to (1.3) when $M$ varies.
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