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Abstract: Agent navigation has been a crucial task in today’s service and automated factories.
Many efforts are to set specific rules for agents in a certain scenario to regulate the agent’s behaviors.
However, not all situations could be in advance considered, which might lead to terrible performance
in a real-world application. In this paper, we propose CrowdGAIL, a method to learn from expert
behaviors as an instructing policy, can train most ‘human-like’ agents in navigation problems without
manually setting any reward function or beforehand regulations. First, the proposed model structure
is based on generative adversarial imitation learning (GAIL), which imitates how humans take actions
and move toward the target to a maximum extent, and by comparison, we prove the advantage of
proximal policy optimization (PPO) to trust region policy optimization, thus, GAIL-PPO is what
we base. Second, we design a special Sequential DemoBuffer compatible with the inner long short-
term memory structure to apply spatiotemporal instruction on the agent’s next step. Third, the paper
demonstrates the potential of the model with an integrated social manner in a multi-agent scenario by
considering human collision avoidance as well as social comfort distance. At last, experiments on the
generated dataset from CrowdNav verify how close our model would act like a human being in the
trajectory aspect and also how it could guide the multi-agents by avoiding any collision. Under the
same evaluation metrics, CrowdGAIL shows better results compared with classic Social-GAN.
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1. Introduction

Human-agent interactions are getting more frequent along with the booming robotic industry.
Robots are appearing on many occasions like in hotels, restaurants and probably transportation, in the
future. However, it is common sense that current robots are still acting clumsily. Especially when an
agent encounters an obstacle on its original planned navigation route, it usually vibrates or stops,
spending some time re-profiling another choice and then moving on. This is how traditional agent
navigation is acting. Just imagine that, if a transporting robot is hesitating its way while some traffic is
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passing by, it will be extremely dangerous. In order to train more ‘human-like’ agents, many attempts
have been tried as shown below.

The navigation tasks are tightly connected with pedestrian interaction issues. To make a robot
better navigate, by helping it model the interactive scenarios more effectively could be a sound voice.
Based on this, the Social Force Model [1] was proposed and enlightened later work [2–4]. However,
this method is usually regarded as a fixed decision policy with manually set regulations. Next, with the
development of reliable sensors, a sensor-informed goal navigation method was utilized to assist robots
to keep active rather than getting lost in dense crowd situations [5]. However, these still cannot act like
humans in some sharp turns or crossing scenes. Some scholars attribute the solution to this problem
as a better route planning algorithm [6], some trajectory smoothing technologies are proposed to help
robots pursue more feasible route planning, but this method mainly tends to solve the fixed obstacle
troubles, and usually fails when applied to human dynamic changing behaviors. Our work mainly
focuses on mimicking human social behaviors from expert demonstration to training a learned robot
more hominoid in navigating. And this ‘human-like’ not only refers to a human-like trajectory but
social awareness in terms of considering neighbors’ relative positions to avoid collision and maintain
a certain comfortable distance. To address the ‘human-like’ navigation challenge, and as a result
of being inspired by the generative adversarial imitation learning algorithm, we proposed innovation
to directly learn from the expert’s behavior policy. As the original GAIL algorithm was introduced
based on TRPO [7], we further verified the model’s learning effectiveness by using PPO [8] in policy
optimization through a comparison experiment under the metrics ADE and FDE [9]. By using GAIL-
PPO as our base model, we discover the problem of agents could lose directions when there is a
crossing scene, after analyzing the possible causes, we extend the model into GAIL-PPO-Padding-
LSTM (or we call it MemoryGAIL), and design its sequential DemoBuffer to provide a compatible
learning structure. Then, at last, we integrate a special social awareness feature extraction part to better
mimic human social manners. In conclusion, the contributions to this paper are:

• First, we verify that GAIL-PPO outperforms GAIL-TRPO in our task with detailed analysis.
• Second, we found the best structure to integrate the spatial feature into the temporal observations

using LSTM and a specially designed sequential demobuffer, and we prove the model’s accurate
imitation result.
• Third, we design a socially aware part and our trained model could capture the social manners to

avoid collision with a certain social distance when navigating.
• Finally, we conduct comparison experiments and an ablation study to analyze each part’s

functioning of CrowdGAIL.

2. Related work

There have been some related attempts to solve robotics navigation problems. The first type of
work is based on hand-crafted interaction models. The social force model [1] has inspired other
methods by modeling the common behavior manners of pedestrians at intersections from aspects:
destinations, other agents’ influences, other agents’ attractions, and the fluctuations. Based on that,
some predicting methods grew [10–12]. They are trying to solve the problem by conducting accurate
trajectory predictions first or navigating based on the predicted results.
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Another direction leads researchers to learn from expert demonstrations, which is known as
imitation learning (IL) [13]: given an expert experience dataset, train an agent to learn from an expert
on their decision policies behind the behaviors. And the generative adversarial network (GAN) [14]
inspired the domain with game theory: the generator competes with the discriminator to learn a
trade-off, eventually maximizing the generator’s performance. A lot of work achieves success by
applying a GAN to the imitation learning process, such as [15–17].

Reinforcement Learning (RL), as a recently prevalent machine learning method, is showing
potential in sequential decision-making tasks. With the help of RL, using the Markov decision model
to solve continuous programming problems has been a trend. In [18], the author proposed a visualized
simulator depicting the commonly seen robot and human encountering scenes. Also, by fixing the
human policy as ORCA [19], they trained a well-performed robot agent who could navigate through
the crowds and successfully get to the destinations. However, the training of RL models is a quite
time-consuming task, and sometimes it would result in global optimal solutions, and then it will need
resetting at some of the environment settings or reward functions. Due to the difficulty of defining
reward functions in many real-world scenarios, inverse reinforcement learning has been proposed, and
learning an internal and potential reward function first, from the demonstration data, and then using
the learned function to instruct the next step of the classic RL process. Doing so is taken as a more
probable way to solve real-world problems. And after that, generative adversarial imitation
learning [20] was proved to get through from IRL to IL [21], and it is shown to be a more effective
way of conducting IRL [22].

3. Methods

3.1. Problem definition with Markov decision process

In our setting, the raw observation features item of an agent at time ti is a tuple ⟨ti, xi, yi, xg, yg⟩,
then, We define a Markov decision process as a tuple ⟨S,A,P,R, γ⟩, where an agent interacts with the
environment through a sequence of observations, actions and reward signals. Because our model is
set up in three steps, so gradually, the observation space is getting complicated, shifting from a single
agent’s present feature to its n steps sequential states, and then, a perception of the scene’s neighbors’
visible states. And each agent would execute an action at ∈ A at time step t from its state space st ∈ S,
according to its learned policy π : S → A, applying this to the navigation problem, we define the
continuous action space as ⟨vx, vy⟩, signifying the speed change in the X direction and Y direction, [-1,
1]. The model then receives a reward signal rt : S → R from the discriminator and transits to the next
state st+1 according to the environment’s dynamics. We use πE to denote the expert policy.

This observation space and the work’s structure are finally settled through three steps. For each
step, we are trying to solve different problems. 1). At step one, we are designing a basic model to
compare traditional GAIL behavior by respectively using PPO and TRPO optimization policies, so
for the state space, it only considers its current position and transit to the next state based on the
actions vx and vy. Its observation is ⟨ti, xi, yi, xg, yg⟩. 2). at step two, we try to solve the agent lost
direction problem, so based on our method, we need to memorize the agent’s state window with a
certain fixed window size: obs length n. So here in the LSTM-GAIL, the observation will be
⟨ti1 , xi1 , yi1 , xg, yg, ti2 , xi2 , yi2 , xg, yg.....tin , xin , yin , xg, yg⟩. The window will be initialized at the very
beginning of each round, and its structure is in a padding way, which means that when at the step1,
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there is no other historical information, so the value will be set as 0s. 3). At step three, we are
applying the CrowdGAIL in a social scene and the scene will include a certain number of robots, also
taken as an individual agent, here in our settings, we have 5 agents in total. So we eventually set the
space as a joint state space, where the center agent will carry its own sequential observations and will
also add its neighbors’ current positions, for example. When there exist 4 neighbor agents, an agent’s
observation will be expanded to its original sequence add: ⟨xi1 , yi1 , xi2 , yi2 , xi3 , yi3 , xi4 , yi4⟩.

3.2. Generative adversarial imitation learning

Inspired by [14], GAIL was proposed [20], which surpasses the intermediate step of learning a
reward function, but it can directly learn a policy from expert demos. In the GAIL model, the generator
πθ is to generate state-action (S × A) pairs matching that from the expert distributions, while the
discriminator Dω learns to tell the generated policy πθ(θ denotes the parameters of the generator of the
GAIL model) apart from the expert policy πE. The objective of GAIL is to optimize the function below
(H(π) represents the causal entropy of the policy):

Eπθ[log(D(s, a))] + EπE [log(1 − D(s, a))] − λH (πθ) (3.1)

Following this objective, the learning procedure of GAIL updating the parameters ω of the
discriminator Dω to maximize Eq (3.1) and performing trust region policy optimization (TRPO) to
minimize Eq (3.1) with respect to θ, which parameterizes the policy generator πθ. Here, the
discrimination scores of the generated samples are regarded as costs (can be viewed as the negative
counterpart of rewards) of the state-action pairs in the learning process of TRPO. When the GAIL was
proposed in 2017, it was then taken as state-of-the-art on policy reinforcement learning method,
TRPO constraints the deviation of the updated policy from the original policy according to their
Kullback–Leibler divergence [23]. However later two versions of PPO methods were proposed to first
use variable penalty parameters to adjust the KL threshold, and they later used the clipped objective
function [8] to reduce the overall computational complexity. We assume the GAIL base on PPO
would lead to a more effective result, so we later verify it through our experiment. To explore an
effective and socially aware model structure, we set the procedure into three main steps: First, explore
a more reliable basic GAIL model, and propose the spatial feature-sensitive version by using
LSTM [24], finally extend to the final socially-aware version by aggregate the relative positions of
neighborhoods. The content below will introduce this in detail.

3.3. Generative adversarial imitation learning for navigation trajectory

In order to mimic an expert human’s trajectory, we decide to implement the classic GAIL
algorithm, however, we are curious about which policy optimization would suit such a problem best,
so we conduct a comparison experiment the results show that GAIL-PPO has a better convergence
speed and accuracy.

Figure 1 demonstrates the overall GAIL structure in the combination of two major parts, the
generator and discriminator. The GAIL algorithm adopts the idea of the Generative Adversarial
Network (GAN), that is, a generator is trained to generate the corresponding action based on a certain
distribution of data to deceive another discriminator trained at the same time. As far as possible, the
discriminator cannot distinguish the real trajectory from the generated trajectory; The function of the
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discriminator is to distinguish which are true trajectories and which are false trajectories generated by
the generator. In such a trade-off process, the model parameters of the two parts are constantly
optimized. The goal is for the data distribution generated by the generator to be closest to the real data
distribution; During this process, we implement both trust region policy optimization and proximal
policy optimization and compared each method’s effectiveness.

Figure 1. The GAIL with PPO/TRPO as policy optimization.

3.4. Temporal enhancement by LSTM

To better capture the temporal and sequential features, and to help the agent make reasonable
actions. We explored the most suitable feature fusion structure and then integrate such LSTM
structure into the original GAIL model, in the experiment settings, users could customize a variable to
describe the length of previous observations to be considered while making next-step movements.

Assuming the current position of a pedestrian as shown in Figure 2 on the right red arrow parts, we
want to know his next position or predict the action he takes from now, traditional GAIL model will
only base on previously learned experts distribution to correct the strategically sampled behaviors, but
it was found that in the crossing points or interaction parts around some pedestrians, a trained model
can appear larger deviation and volatility. Therefore, given this phenomenon, we propose to add LSTM
layers, which would be formulated as:

hi,t = LS T M([tra ji,t−len : tra ji,t],hi,t−1) (3.2)

where hi,t is the representation of history temporal information based on the current agent i’s position
at time t, and [tra ji,t−len : tra ji,t] consists of a certain length len of the movement records for extracting
the external dynamic features from the frame at t− len to that at the frame t. Then based on the current
state, we could aggregate the temporal feature as:

aggregatedinput = cat(statet,hi,t) (3.3)
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where statet signifies the direct absolute position tuple at time t, we concatenate the two sets of data
and input them to an embedding layer for feature fusion. In the previous few steps, LSTM layers
could extract certain long temporal characteristics from the hidden layer’s output into the model, thus
CrowdGAIL can take the history of temporal information and the current state of observation for
consideration at the same time. Decision-making based on the feature fusion product is as below:

action = MLP(Embedding(aggregatedinput)) (3.4)

where the MLP module is a composite of a few Linear () layers with ReLU activation, then as defined
in the action space to output the final decision. Making actions based on the former several time steps
would be more reasonable and acceptable, and this would improve the forecasting accuracy. And more
effective action selection by f eature f usion that contains rich temporal dynamics would accelerate the
convergence speed.

Figure 2. How the LSTM structure stores the spatial info.

3.5. Multi agent social manner and crowdGAIL

In the multi-agent scenario, we borrow the same structure for each agent from the previous proposed
LSTM with the sequential demobuffer GAIL, and train the agents in a co-working scene, at the same
time, the observation space is expanded from a single view to a global view, which means that the
agents could capture others agent’s movements to help its own next decision making. In the process,
we develop a global information updating mechanism to ensure that the cooperation goes tightly and
smoothly. Note that, in this section, the method is still in an early exploring stage, more solid work
could be studied in the future.

4. Experiments

In this section, we conduct sufficient experiments in three sub-steps. All the experiments were
conducted on a device with Intel(R) Core(TM) i5-4590 CPU@3.30GHz. And for the basic GAIL
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implementation, we refer to the GitHub repository: CherryPieSexy for its simplicity and friendly code
structure. First, we will demonstrate the comparison between GAIL-TRPO and GAIL-PPO in the same
experiment settings. The evaluation metrics are the ADE and FDE [10].

Figure 3. Left:GAIL-TRPO vs GAIL-PPO vs Social-GAN results; Right:various LSTM
structures.

• ADE: Average displacement error, (MSE) of all estimated and true points in a trajectory.
• FDE: Final displacement error, distance between the predicted and true final destination.

Algorithm 1: CrowdGAIL
Input: Observe length n, expert trajectory τE ∼ πE, policy and discriminator param θ0, ω0

1 for i = 0, 1, 2, . . . do
2 Sample ξi from DemoBuffer (traj τi ∼ πθi)
3 Split In f onow: ξi[t − 5 : t]
4 Calculate hi,t by Eq 3.2
5 Feature fusion by Eq 3.3
6 Action output by Eq 3.4
7 Update discriminator params: wi ∼ wi+1

8

Êτi
[
∇w log (Dw(s, a))

]
+ Êτk

[
∇w log (1 − Dw(s, a))

]
(4.1)

Use PPO (clip) to update the policy params: θi ∼ θi+1

JPPO2(θ)
∑
(εi,ai

min
[

pθ (at | st)
pθ′ (at | st)

Aθ
′

(st, at) , clip
((

pθ (at | st)
pθ′ (at | st)

)
, 1 − ϵ, 1 + ϵ

)
· Aθ

′

(st, at)
]

(4.2)

9 End for

4.1. Study on different policy gradient algorithms & exploration on LSTM structures

In the RL domain, different policy gradient algorithms would have an uneven influence on specific
tasks. Developed from REINFORCE, the original GAIL was studied on TRPO by then, however,
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with the prosperous and excellent work, PPO showed up a few years ago and has been performing
exceedingly in lots of application scenes. We first introduce the PPO-based GAIL to our problem and
conducted a fair comparison between the two methods. As shown in Figure 3, on the left hand, the
results demonstrate that GAIL-PPO, outperforms GAIL-TRPO due to its effective policy optimization
algorithm, and it is also even better on the FDE aspect when compared with SGAN (one of the state-of-
the-art methods), the comparison was conducted on 10 cases of testing scenarios, while it was trained
on another 10 scenarios. And the actions were taken from the 3 predicted results’ average values. The
following settings will maintain the same if no special statement. To be more statistical, the error bar
was applied to the figure in black vertical line representing the std of results, and the numerical value
printed on the bar represents the statistical mean value. It is noticeable that the method of GAIL-PPO
not only achieves the highest accuracy on average values but also a more compact range from lowest to
highest bound on std. On the right hand, it shows the different history of info fusion structures leading
to various results, which in the end, we take the second structure as described in Algorithm 1.

4.2. Ablation study on CrowdGAIL and their performances

Since the proposed method consists of several sub-modules, for a better understanding of their
contributions to the preciseness, we conducted an ablation analysis. Figure 4 shows the ablation
studies results, please notice that here we haven’t integrated social awareness into the model, so we
only name it MemoryGAIL for now, the final CrowdGAIL product’s performance could be found at
the end of Section 4. Here in the below figures, MemoryGAIL represents the structure of
GAIL-PPO-Padding-LSTM, We could witness the ADE and FDE increasing when cutting off the
LSTM (Memory) part, Padding (Sequential Demo Buffer/SDBuffer) part respectively, which verifies
the necessity of each module. In general, the GAIL-PPO-Padding version fails to compete with
MemoryGAIL in term of both ADE and FDE because the memory module is taken away, leading to
the temporal consequence not being well captured, and proving the importance of timing modeling in
the agent trajectory projection scenario. When wiping off the DemoBuffer from GAIL-PPO-Padding,
leaving a sole GAIL-PPO, both two metrics of evaluation increased (worse), because the data using
efficiency is greatly impaired. The fair results comparison is conducted on mean values, std ranges for
statistical rationality.

Another metric we adopt is Success Rate (SR), it is a by-product that when the agent is able to mimic
human’s decision behaviors, they tend to successfully reach the goal. When defining the ‘reaching’, we
describe it as a situation when the final distances between the agents’ stopping point and the goals are
less than the agents’ radius. Since Social-GAN is only trying to predict a certain length of the future
trajectory, it eventually failed at reaching the goals. Our results as presented in Table 1.

The collision rate was not compared because we studied some related work, e.g., the CADRL
algorithm’s motivation is to avoid collision by specially designing a value network to query a collision-
free velocity vector, LSTM-RL method mainly intends to better solve the collision rate by introducing
LSTM structure and SARL tries to improve the time efficiency while keeping a low collision rate. The
above methods heavily rely on designed reward functions to execute any behavior features. Whereas,
our CrowdGAIL’s purpose is to mimic human’s inner policy (intentions) which are not to directly avoid
the collision, but to understand trajectory level distributions, like moving in a group way, detouring,
etc.
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Figure 4. Ablation results of each component of CrowdGAIL.

According to the experimental process, we conduct a case investigation on different methods by
applying them to the same scene and then observe the results. As shown in Figure 5, GAIL-TRPO
fails to converge on reaching the destination and easy to get deviated. While the second sub-figure
of GAIL-PPO slightly remedies such deviation but is still not promising enough. By comparison, the
shown Social-GAN’s result also suffers severe deviation problems, destination of which is highlighted
by Yellow, as it mainly to a failure of long-term predictions. In the end, our model CrowdGAIL shows
the most outstanding results both on ADE and FDE.

Table 1. Success rate across different methods.

Methods Success rate
GAIL-PPO-Padding 0.55
MemoryGAIL 0.82
GAIL-PPO 0.48
GAIL-TRPO 0.11
Social-GAN 0

4.3. Initial exploration on social awareness of CrowdGAIL

By here, we’ve largely improved the agent’s performance by introducing the temporal module and
designing a sequential demobuffer. However, our settings are only explored in a single agent. To
approximate real life and inspect our method’s extensibility, we provided a multi-agent setting. Figure
6 is a demonstration how the social manner and safety distance would influence the decisions. It
consists of two main parts, up and down, signifying without/with social awareness, we could monitor
the upper movements, and the agents collide with each other. At the same time, the same thing never
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happens in the lower half. And the lower agents seem to cultivate a sense of group action by the left
bottom two agents because they share a similar direction.

Figure 5. Different methods results comparison: In each sub-figure, a light blue solid circle
signifies the starting points of the agents, green triangle signifies the expert traj’s real goal.
The solid and dashed line means expert trajectory and agent’s trajectory. Note that for
simplicity, all sub-figures share the same legends shown in the last sub-figure.

5. Conclusions

This paper attempts to address the spatial-temporal aware problem in agent navigation scenarios
and realized a method free of the reward function compared to most RL methods. We consider a
good behavior policy means that it acts like real human beings when navigating to its goals, and, with
more difficulty, there exist social interactions while navigating. The paper developed the CrowdGAIL
in three steps, first we analyze different policy optimization approaches, and then base on the GAIL-
PPO, we integrate LSTM into the model, after much effort, we developed the most suitable structure
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to help the temporal feature fusion, meanwhile, we designed a sequential demo buffer to help out the
data’s usage efficiency. We analyzed the proposed methods across several baselines, like GAIL-TRPO,
GAIL-PPO, Social-GAN, etc. In the end, collision avoidance [25] and social comfort distance were
considered, and by the result, we could monitor agents’ cooperation and social awareness obviously.
However, the social feature was only an attempt in this work, and future deeper study is expected.

Figure 6. CrowdGAIL with social aware vs no aware in a multi-agent scene: Green triangle
signifies the destinations of the navigation, the red circle signifies each agent in the scene,
from left to right, the upper (no-aware) and lower (with aware) part consists of 5 frames
respectively, displaying on the horizontal axis. For an example video, please refer to:
https://youtu.be/CSerPna3O9E.
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