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Abstract: In this paper, we focus on the research of a priori estimates of several types of semi-linear
fractional Laplacian equations with a critical Sobolev exponent. Employing the method of moving
planes, we can achieve a priori estimates which are closely connected to the existence of solutions to
nonlinear fractional Laplacian equations. Our result can extend a priori estimates of the second order
elliptic equation to the fractional Laplacian equation and we believe that the method used here will be
applicable to more general nonlocal problems.
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1. Introduction

The objective of this paper is to investigate the following semi-linear fractional Laplacian equation(−∆)
α
2 u(x) = f (u(x)), u(x) > 0, x ∈ Ω,

u(x) = 0, x ∈ Rn\Ω,
(1.1)

where 0 < α < 2, Ω ⊂ Rn, n ≥ 3 is a smooth bounded domain. We will focus on the research of a
priori estimates of the solutions to Problem (1.1), which plays a crucial role in the existence theory of
solutions to Problem (1.1).

It is well known that Problem (1.1) originates from its local case α = 2, i.e., the following semilinear
second order elliptic equation:−∆u(x) = f (u(x)), u(x) > 0, x ∈ Ω,

u(x) = 0, x ∈ ∂Ω.
(1.2)

During the past few decades, Eq (1.2) has arisen in many fields of mathematics. For example,
in the branch of conformal geometry, the famous Nirenberg problem is stated as follows: does there
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exist a positive function K(x) on a standard sphere (Sn, gSn), n ≥ 2, such that the scalar curvature Rg

of another conformal metric g = ewgSn (w(x), x ∈ Sn) equals exactly to itself on the sphere Sn? We
know that the problem can be equivalently transformed to solve the following semi-linear second order
elliptic equations:

− ∆gSnw(x) + 1 = K(x)e2w(x), x ∈ S2, (1.3)

and
− ∆gSnv(x) + c(n)R0v(x) = c(n)K(x)v

n+2
n−2 (x), x ∈ Sn, n ≥ 3, (1.4)

where c(n) = n−2
4(n−1) , R0 = n(n − 1) is the scalar curvature of (Sn, gSn) and v(x) = e

n−2
4 w(x). Since their

significant contribution to the research on the Nirenberg problem, a priori estimates have attracted a
large amount of attention. In a seminal series of papers, Chang et al. [1], Han [2] and Schoen-Zhang [3]
obtained some interesting qualitative analysis on the solutions of (1.3) (n = 2) and (1.4) (n = 3). They
have demonstrated that a sequence of solutions cannot blow up at more than one point. For higher
dimensions (n ≥ 4), Li [4, 5] has proved that a sequence of solutions can blow up at more than one
point, which is quite different from the case in lower dimensions.

Apart from the Nirenberg problem, in another classical paper, Gidas and Spruck [6] investigated
the priori estimates of the following semi-linear second order elliptic equation which arises in the
variational problems −∆u(x) = up(x), u(x) > 0, x ∈ Ω,

u(x) = 0, x ∈ ∂Ω,
(1.5)

where 1 < p < n+2
n−2 , Ω ⊂ Rn and n ≥ 3 is a smooth bounded domain. They proved that there exists a

constant C(n, p,Ω), such that
∥u∥L∞(Ω) ≤ C. (1.6)

Furthermore, one can refer to [7–12] and the references therein to see more details about a priori
estimates of the classical elliptic equations.

Motivated by the above results, we mainly consider the priori estimates of Problem (1.1). The
operator (−∆)

α
2 is the well known fractional Laplacian, which arises in many models related to diverse

physical phenomena, such as turbulence, quasi-geostrophic flows, water waves, anomalous diffusion
and molecular dynamics (see [13, 14] and the references therein). The fractional Laplacian (−∆)

α
2 (0 <

α < 2) is a nonlocal operator which can be well defined on smooth functions

(−∆)
α
2 u(x) = Cn,αP.V.

∫
Rn

u(x) − u(y)
|x − y|n+α

dy,

where P.V. stands for the Cauchy principle value. In addition, this operator can also be defined as

(−∆)
α
2 u(x) =

1
2

∫
Rn

2u(x) − u(x + y) − u(x − y)
|y|n+α

dy,

where the integral is absolutely convergent for sufficiently smooth functions. Define

Lα =

{
u : Rn → R |

∫
Rn

|u(y)|
1 + |y|n+α

dy < +∞
}
.

Then it is easy to see that for u ∈ C1,1
loc(Ω) ∩ Lα, (−∆)

α
2 u(x) is well defined for all x ∈ Ω.
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However, compared to the priori estimates for Laplacian equations, fewer results concerning the
priori estimates of fractional Laplacian equations have been acquired to date. For example, Jin et
al. [15] considered the following fractional Nirenberg problem (1.7):

cn,−σ

∫
Sn

v(ξ) − v(η)
|ξ − η|n+2σ dvolgSn + Rg

σv(ξ) = cn,σK(ξ)v
n+2σ
n−2σ (ξ), ξ ∈ Sn, (1.7)

where cn,−σ =
22σΓ( n+2σ

2 )
π n

2Γ(1−σ) , 0 < σ < 1, Rg
σ represents the Qσ curvature (see [16, 17] for details) and

v ∈ C2(Sn). Under some constraints on K(ξ), they obtained a priori estimates of the solutions by
employing the blow up analysis method. However, we should mention that their problem is defined
on a sphere which is a special domain without a boundary. In [18], the authors have pointed that the
boundary estimates of solutions to fractional Laplacian equations cannot be good enough to proceed
the blow up analysis. So the method used in [15] fails for the general domain whose boundary set is
not empty.

In addition to Problem (1.7), a recent paper [19] analyzed the following fractional Laplacian equa-
tion

(−∆)
α
2 u(x) = up(x), x ∈ Ω, (1.8)

where 1 < p < n+α
n−α and Ω ⊂ Rn is a smooth bounded domain. They derived that there exists a uniform

constant C(n, α, p,Ω) such that ∥u∥L∞(Ω) ≤ C. Their result extended the famous results of Gidas and
Spruck [6] to the fractional Laplacian equation, however, only covering subcritical nonlinearities. Then
a natural question arises: what will happen for the critical case?

In this paper, we will concentrate on the analysis of semi-linear fractional Laplacian equations with
a critical exponent on general domains whose boundary sets are not empty. We derive a priori estimates
of solutions near the boundary which can partially solve the priori estimates for fractional Laplacian
equations with a critical exponent.

Because of the nonlocal property, it is often hard to investigate the fractional Laplacian. In or-
der to overcome this difficulty, Caffarelli and Silvestre [20] introduced an extension method which
transformed the nonlocal operator to the local case in higher dimensions. According to the extension
method, the fractional Laplacian can be equivalently defined as follows: for a function u : Rn → R,
consider U : Rn × [0,∞)→ R satisfyingdiv(y1−α∇U) = 0, (x, y) ∈ Rn × [0,∞),

U(x, 0) = u(x).
(1.9)

Then

(−△)
α
2 u = −Cn,α lim

y→0+
y1−α∂U
∂y
.

In the last decades, many researchers have applied the extension method to deal with the nonlinear
equations involving a fractional Laplacian operator (see [15, 18, 21–28] and the references therein).
For instance, Jin et al. [15] studied Problem (1.7) with the help of spherical projection transformation
which switches the domain of Problem (1.7) to the whole space; they used the extension method to
deal with a nonlinear fractional Laplacian equation which is defined in the whole space. Unfortunately,
the extension method will lose its magic when the domain of the equation is not the whole space Rn.
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More precisely, we will study a priori estimates of the semi-linear fractional Laplacian equation
with more general nonlinearities(−∆)

α
2 u(x) = f (x, u), u(x) > 0, x ∈ Ω,

u(x) ≡ 0, x ∈ Rn\Ω,
(1.10)

where α ∈ (0, 2) and Ω ⊂ Rn is a smooth, bounded domain. If f (x, u) = up, p = n+α
n−α , then (1.10) can

cover the critical case of (1.8). The lack of a Liouville type theorem and sufficient boundary regularity
makes it hard for us to use the blow-up analysis, so here we search another new method to overcome
this setback.

The strategy we will follow is the method of moving planes. The method of moving planes was
initiated by Aleksandrov [29] and has been further developed to study the monotonicity and radial
symmetry properties of the positive solutions to many elliptic equations; the details can be seen in
Serrin [30], Gidas et al. [31, 32], Berestycki and Nirenberg [33, 34], Chen and Li [35], Li [36, 37], and
so on. However, due to the nonlocality of the fractional operator, for the fractional Laplacian equation
(1.10), it is difficult to use the method of moving planes directly.

Recently, Chen et al. [38] systematically developed a direct method of moving planes to deal with
the nonlocal problems. In [38], they proved some maximum principles for antisymmetric functions and
applied the method of moving planes to nonlocal operators. They considered the following problem

(−∆)
α
2 u(x) = f (u), x ∈ Rn. (1.11)

Under some suitable assumptions on f , with the help of the Kelvin transform and these maximum
principles, they obtained some interesting results on the classifications of solutions to Eq (1.11).

In this paper, with the help of this direct method of moving planes for the fractional Laplacian, we
will investigate a priori estimates of the positive solutions to the equations with a nonlocal operator. Our
results can exclude the possibility of solutions from being blown up near the boundary. In particular, in
a strictly convex domain, we will obtain a priori bounds of the solutions to a larger family of semi-linear
fractional Laplacian equations like type (1.8), which has the exponent p that lies in (1,∞).

Our first result concerns the case in a strictly convex domain.

Theorem 1.1. Let Ω be a smooth, bounded, strictly convex domain in Rn. Suppose that u ∈ C1,1
loc(Ω) ∩

C(Rn) is a positive solution which solves the following equation(−∆)
α
2 u(x) = up(x), x ∈ Ω,

u(x) ≡ 0, x ∈ Rn\Ω,
(1.12)

where 0 < α < 2 and p > 1. Then there exists a positive number δ and a constant C (independent of u)
such that ∥u∥L∞(Ωδ) ≤ C with Ωδ = {x|dist(x, ∂Ω) ≤ δ}.

The assumptions that u ∈ C1,1
loc(Ω) ∩ C(Rn) and u is compact supported is essential to the definition

of the fractional Laplacian (−∆)
α
2 u.

A similar result can also be proved for Eq (1.10) with more general nonlinearities.
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Corollary 1.2. Let Ω be a smooth, bounded, strictly convex domain in Rn. Suppose that u ∈ C1,1
loc(Ω) ∩

C(Rn) is a positive solution that solves the following equation(−∆)
α
2 u(x) = f (x, u), x ∈ Ω,

u(x) ≡ 0, x ∈ Rn\Ω,
(1.13)

where 0 < α < 2 and f (x, u) satisfies the following conditions:

(i) ∀x0 ∈ Ω,∃δx0 such that for u ≥ 0, |x− x0| < δx0 , x ∈ ∂Ω, h(t) = f (x+ tν(x0), u) is a nondecreasing
function of t and t ∈ [0, δx0], where ν(x0) is the unit inner normal vector;

(ii) f (x, u) is locally Lipschitz continuous for u;
(iii) f (x, u) ≥ c1up, ∀x ∈ Rn, 1 < p < ∞ and c1 > 0.

Then there exists a positive number δ′ and a constant C′ (independent of u) such that ∥u∥L∞(Ωδ′ ) ≤ C′

with Ωδ′ = {x|dist(x, ∂Ω) ≤ δ′}.

However, when the domain is not strictly convex, new complexity arises since the method of moving
planes can not be applied to the equation directly. In order to overcome this difficulty, we first make
use of the smoothness of the domain to pull in a uniform ball which is tangent to the boundary of
the domain. Consequently, by the technique of the Kelvin transform, we manage to bring back the
strict convexity. With these minor adjustments, we can use the method of moving planes again. In this
way, we can also get a priori estimates of the solutions to the equations whose domains are not strictly
convex.

Theorem 1.3. LetΩ be a smooth bounded domain in Rn. Suppose that u ∈ C1,1
loc(Ω)∩C(Rn) is a positive

solution which solves (1.13) and f (x, u) ∈ C1(Rn × R) satisfies

(i) |∇x f (x, u)| ≤ C1 f (x, u) for x ∈ Σ = {x|dist(x, ∂Ω) < δ1};
(ii) f (x, u) ≥ c1up, ∀x ∈ Rn, p > 1 and c1 > 0;

(iii) f (x,t)
tp is nonincreasing for t, 1 ≤ p < n+α

n−α .

Then there exists a positive number δ2 and a constant C2 (independent of u) such that ∥u∥L∞(Ωδ2 ) ≤

C2, with Ωδ2 = {x|dist(x, ∂Ω) ≤ δ2}.

Condition (iii) in Theorem 1.3 implies that the order of u belongs to the subcritical case. Moreover,
we can also treat the critical case in the domain which may not be strictly convex.

Theorem 1.4. LetΩ be a smooth bounded domain in Rn. Suppose that u ∈ C1,1
loc(Ω)∩C(Rn) is a positive

solution which solves the following equation(−∆)
α
2 u(x) = up(x), x ∈ Ω,

u(x) ≡ 0, x ∈ Rn\Ω,
(1.14)

where 0 < α < 2 and p = n+α
n−α . Then there exists a positive number δ and a constant C3 (independent

of u) such that ∥u∥L∞(Ωδ) ≤ C3 with Ωδ = {x|dist(x, ∂Ω) ≤ δ}.

Theorem 1.4 improves the results in [19] for the critical exponent case near the boundary of the
domain.
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This paper is organized as follows. In Section 2, we will provide a new type of maximum principle
for λ-antisymmetric functions which is similar to the one discovered by Chen et al. in [38]. We will
use this maximum principle to carry on the method of moving planes in Sections 3 and 4 to get a priori
estimates near the boundary in strictly convex domains and non-strictly convex domains respectively.

Remark 1.5. For f (x, u) = Q(x)up(x), the result of this paper can also be applied to the well known
Q-curvature problem which is an important topic in conformal geometry; more details about the topic
of Q-curvature can be seen in [16, 17].

Remark 1.6. The condition (i) in Corollary 1.2 seems to be artificial; however, we can point out that
for f (x, u) = R(x)h(u) + g(u) with the conditions R(x) ∈ C1(Ω) and ∂R

∂ν
|∂Ω < 0, where ν is the unit outer

normal vector of ∂Ω, it is easy to check that f (x, u) can satisfy Condition (i).

Remark 1.7. We should point out that the Condition (i) in Theorem 1.3 eliminates the monotonicity
condition of the nonlinear term f (x, u) near the boundary which is exactly the Condition (i) in Corollary
1.2 (similar conditions to Condition (i) in Corollary 1.2 have been mentioned in [39]). The improve-
ment in this condition has expanded the range of the nonlinear term f (x, u). For example, Ω = BR(0)
and f (x, u) = eC1 |x|up. In this case, f (x, u) can not satisfy the Condition (i) in Corollary 1.2; however, it
can be contained in the class which is attached to Theorem 1.3.

Remark 1.8. In fact, we can reduce the assumption on Ω to be C2,α. Here we demand the smoothness
of Ω for simplicity.

Remark 1.9. Particularly, we can derive the priori estimates for Eq (1.14) in the whole domain by
combining the results in [15] and Theorem 1.4 together.

Apart from the semi-linear fractional Laplacian equation, we believe that this method can also be
beneficial to some types of fully nonlinear fractional Laplacian equations as long as we have the cor-
responding a priori integral estimates; hence, the key to obtaining a priori estimates of fully nonlinear
equations is to derive some types of integral estimates.

Open problem: Can we prove that there exists some uniform constant C such that all solutions of
the equations Fαu(x) = up(x), u(x) > 0, x ∈ Ω,

u(x) ≡ 0, x ∈ Rn\Ω,

with Fα(u(x)) = Cn,αP.V.
∫
Rn

G(u(x)−u(y))
|x−y|n+α , 0 < α < 2,

G(0) = 0,G′(·) ≥ σ > 0,

satisfy that
∫
Ω′

u(x)dx ≤ C, Ω′ ⊂⊂ Ω ?

2. Preliminary lemma

In order to apply the method of moving planes directly to the fractional Laplacian, we will introduce
the maximum principle which is similar to the ones discovered by Chen et al. [38].
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Lemma 2.1. (Narrow Region Maximum Principle) Let D be a bounded domain which is contained in
Hλ = {x|λ − l < x1 < λ} with a small l. Consider u ∈ C1,1

loc(D) ∩Lα which is a λ-antisymmetric function
being lower semi-continuous on D̄ that satisfies u(x) ≥ 0 in Σλ\D, Σλ = {(x1, x′) ∈ Rn|x1 < λ}.

Suppose u(x0) = min
x∈D

u(x), x0 ∈ D and

(−△)α/2u(x0) + c(x0)u(x0) ≥ 0,

where c(x0) is bounded from below. Then, for a sufficiently small l, we have

u(x) ≥ 0, x ∈ D. (2.1)

The details of the proof is similar to the proof of Theorem 2 in [38], so we omit it here.

3. Strictly convex domain

Before proving the main theorems, we need to define some notations which will be frequently used
throughout this paper:

x = (x1, x′) ∈ Rn, x1 ∈ R, x′ ∈ Rn−1, xλ = (2λ − x1, x′),Tλ = {(x1, x′) ∈ Rn|x1 = λ},

Σλ = {(x1, x′) ∈ Rn|x1 > λ}, Σ̃λ = {(x1, x′) ∈ Rn|x1 < λ}.

Proof of Theorem 1.1: For any y⋆ ∈ ∂Ω, we prove that

u(x) ≤ C, x ∈ Bδ(y⋆) ∩Ω,

for some positive number δ depending only on Ω. It is worth pointing out that we only need to treat the
case in which Bδ(y⋆) ∩ Ω contains only one connected component because of the convexity condition
of Ω and the assumption that y⋆ ∈ ∂Ω.

Since the operator (−∆)
α
2 is invariant under translation and orthogonal transformation, without loss

of generality, we can assume that ν0 = (−1, 0 · · · , 0) is the inner unit normal vector of Ω at y⋆. Due to
the fact that Ω is a bounded domain, we may assume that Ω ⊂ {x ∈ Rn||x1| ≤ 1} and ∂Ω ∩ {x ∈ Rn|x1 =

1} , ∅. Set
uλ(x) = u(xλ), wλ(x) = uλ(x) − u(x), ∀x ∈ Σλ ∩Ω.

Claim: There exists a small enough l such that

wλ(x) ≥ 0, ∀x ∈ Σλ ∩Ω, ∀λ ∈ [1 − l, 1]. (3.1)

Suppose not. Then there exists x0 such that

wλ(x0) = min
x∈Σλ∩Ω

wλ(x) < 0.

By 0 ≤ u(x) ∈ C(Rn), u(x) ≡ 0,x ∈ Rn\Ω, we can notice that wλ(x) ≥ 0 on ∂(Ω ∩ Σλ), so x0 must be
an interior point in Ω ∩ Σλ.

Now we can achieve that

(−∆)
α
2 wλ(x0) = up

λ(x0) − up(x0) ≥ pup−1(x0)wλ(x0).
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Compared to Lemma 2.1, here c(x0) = up−1(x0) is uniformly bounded since u(x) ∈ C(Rn) which has
compact support. Now by Lemma 2.1, we can get that, for l small enough, wλ(x) ≥ 0, x ∈ Σλ ∩ Ω; this
yields a contradiction and proves (3.1).

With the help of (3.1), u(y + tν0(y)) is increasing for t ∈ [0, t0], y ∈ Bt0(y
⋆) ∩ ∂Ω, t0 < l and

ν0(y) denotes the inner unit normal vector. By the smoothness and strictly convex property of ∂Ω near
the point y⋆, we can derive that the inner normal directions at Bt0(y

⋆) ∩ ∂Ω can form a uniform cone
centered at some point b = (1 − b′, 0) with 0 < b′ ≤ k0 <

t0
2 and a positive angle θ0 depending only on

Ω. Let
I =

{
ν

∣∣∣∣∣ν · ν0 ≥ |ν| cos θ0, |ν| ≤
t0

2

}
be a typical piece of the cone.

For any b ∈ B t0
2
(y⋆) ∩Ω, we can denote the cone which is centered at b by

Ib = {b + ν |ν ∈ I } .

The above arguments simply imply that

u(y) ≥ u(b), b ∈ B t0
2
(y⋆) ∩Ω, y ∈ Ib ∩Ω. (3.2)

Refer to the potential theory stated in Section IV, Chapter IV of [40]; since the domain Ω is smooth,
the Green function G(x, y) exists and u(x) can be represented as

u(x) =
∫
Ω

G(x, y)up(y)dy. (3.3)

Thus by using (3.3), we can deduce that

u(b) ≥
∫

Ib

G(b, y)up(y)dy

≥

∫
Ib

G(b, y)dy · up(b)

⇒ up−1(b) ≤ C =
1∫

Ib
G(b, y)dy

.

We should notice that |Ib| has a uniform lower bound L1 > 0 and G(b, y) ≥ L2, y ∈ Ib with L2

independent of b, so a constant C is independent of b. Combined with (3.1), we have that

u(x) ≤ C, x ∈ B t0
2
(y⋆) ∩Ω. (3.4)

The estimate (3.4) is valid for any point y⋆ ∈ ∂Ω; thus, we can have

∥u∥L∞(Ωδ) ≤ C (3.5)

for δ = δ(Ω) and C = C(n,Ω, p, α). This completes the proof of Theorem 1.1.
The proof of Corollary 1.2 is similar to the proof of Theorem 1.1; for the sake of completeness, we

give a proof here.
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Proof of Corollary 1.2: Similar to the proof of Theorem 1.1, we also need to prove that there exists
δ′(Ω) such that for any y⋆ ∈ ∂Ω, ∥u∥L∞(Bδ′ (y⋆)∩Ω) ≤ C′.

By completely using the notation introduced in the proof above, we also need to show the mono-
tonicity property of the solutions along the direction of each inner normal vector at y ∈ Bδ′(y⋆) ∩ ∂Ω.
By the compactness of Ω, we can easily deduce that there exists a uniform δ′ which is independent of
y ∈ Bδ′(y⋆) ∩ ∂Ω such that h(t) = f (y + tν(y)) is nondecreasing for t ∈ [0, δ′], where ν(y) denotes the
inner normal vector at the point y, and |y − y| < δ′. Similar to the proof in Theorem 1.1, we pick out
the typical x1 direction to show that wλ(x) = uλ(x) − u(x) ≥ 0 for x ∈ Σλ ∩ Ω when λ ∈ [1 − l, 1] with
l < δ′ sufficiently small. If not, there exists x0 such that

w(x0) = min
x∈Σλ∩Ω

wλ(x) < 0. (3.6)

Similar to the analysis mentioned above, x0 can only be located in the interior part of Ω. We will
concentrate on the analysis at the point x0 again by making use of Condition (i) and (ii) imposed on
f (x, u) :

(−∆)
α
2 wλ(x0)

= f (xλ0, uλ(x0)) − f (x0, u(x0))
= f (xλ0, uλ(x0)) − f (x0, uλ(x0)) + f (x0, uλ(x0)) − f (x0, u(x0))
≥ f (x0, uλ(x0)) − f (x0, u(x0))

=
f (x0, uλ(x0)) − f (x0, u(x0))

uλ(x0) − u(x0)
(uλ(x0) − u(x0)).

By the locally Lipschitz continuous condition of f (x, u) on u, here c(x0) = f (x0,uλ(x0))− f (x0,u(x0))
uλ(x0)−u(x0) is

bounded from below; then, by Lemma 2.1 we get wλ(x) ≥ 0, x ∈ Σλ∩Ω for a sufficiently small l, which
is a contradiction of (3.6).

With the above argument, we can have the desired monotonicity property of u along the direction
of the inner normal vector. With the help of the Green representation formula, we have

u(x) =
∫
Ω

G(x, y) f (y, u(y))dy. (3.7)

Repeating the process which is similar to the proof of Theorem 1.1, we can derive the following
results

u(b) ≥
∫

Ib

G(b, y) f (y, u(y))dy

≥ c1

∫
Ib

G(b, y)dy · up(b),

for b ∈ B t0
2
(y⋆) ∩ Ω with t0 the same definition as mentioned in the proof of Theorem 1.1. Then it

is easy to see that u(b) ≤ C′. By the monotonicity property we have proved already, we can get that
∥u∥L∞(Ωδ′ ) ≤ C′(p, n, α, c1,Ω).
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4. Generalized domain

In this section, we will turn our attention to a priori estimates for the case of more generalized
domains. The main difficulties lie in the lack of a convexity condition, which brings tremendous
difficulties to the application of the method of moving planes. In order to deal with this setback, we
shall rely on the Kelvin transform to help us recover the convexity condition. After that, we can apply
the method of moving planes again to deal with the problem of a priori estimates.

Proof of Theorem 1.3: Since Ω is a smooth domain, there exists a uniform ball with a radius equal
to ε0 (0 < ε0 < 1). Set ε1 = min

{
ε0, ε

′
0

}
, where ε′0 is a constant which will be confirmed later. For any

x0 ∈ ∂Ω, we also want to prove that

u(x) ≤ C, x ∈ Bδ2(x0) ∩Ω,

for some positive number δ2 depending on Ω, δ1, n, α, p and C1. Similar to the proof of Theorem
1.1, we only also need to consider that Bδ2(x0) ∩ Ω contains only one connected component. Set
x1 = x0 + ε1ν

0 where ν0 is the unit outward normal direction of Ω at the point x0. We may assume that
ν0 = {−1, 0, · · · , 0}. It is easy to see that the ball Bε1(x1) is tangent to Ω at x0 and Bε1(x1) ∩ Ω = ∅.
Then we transform Ω to Ω∗ via the conformal transformation

x→ y = x1 +
x − x1

|x − x1|2
= T (x), x ∈ Ω. (4.1)

An elementary calculation can show that Ω∗ ⊂ B 1
ε1

(x1) and Ω∗ is tangent to B 1
ε1

(x1) at the point

x⋆ = T (x0). Without loss of generality, we may assume x1 to be the original point O, so x⋆ can be
represented as x⋆ =

{
1
ε1
, 0, · · · , 0

}
.

Let v(x) = 1
|x−x1 |n−α

u(x1 + x−x1

|x−x1 |2
). By a direct calculation, for v(x), we have the following equations(−∆)

α
2 v(x) = 1

|x|n+α f
(

x
|x|2 , |x|

n−αv(x)
)
, x ∈ Ω∗,

v(x) ≡ 0, x ∈ Rn\Ω∗,
(4.2)

or (−∆)
α
2 v(x) = f ⋆(x, v), x ∈ Ω∗,

v(x) ≡ 0, x ∈ Rn\Ω∗,
(4.3)

where 0 < α < 2 and

f ⋆(x, v) =
1

|x|n+α−p(n−α)

f
(

x
|x|2 , t

)
tp

vp, t = |x|n−αv(x). (4.4)

The outward normal direction of ∂Ω∗ at x⋆ is v⋆ = (1, 0, · · · , 0) and Ω∗ is strictly convex around x⋆;
then, the convexity condition of the domain is retrieved after the Kelvin transform. So we can apply
the method of moving planes near the neighborhood of x⋆ provided that f ⋆ is monotone decreasing
along the outward normal direction for x in a small neighborhood of x⋆. Next, we will prove that f ⋆

has desired monotone properties near the point x⋆.
Define

Ω∗δ = {x|x ∈ Ω
∗, dist(x, ∂Ω∗) ≤ δ} ; (4.5)
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we can see that Ω∗δ3 ⊂ T (Ωδ2) for a δ3 sufficiently small. For x = (x1, 0, · · · , 0) ∈ Ω∗δ3 with |x− x⋆| ≤ 1
2ε1

and ν⋆ = (ν⋆1 , ν
⋆
2 , · · · , ν

⋆
n ) which is the unit outward normal vector whose direction is sufficiently close

to the direction of the vector ν⋆ with ν⋆1 ≥
9

10 , we set g⋆ = tp f⋆

vp (t and v can be regarded as variables
independent of x). Then

∂g⋆

∂ν⋆
(x, v) =

∂

∂ν⋆

(
1

|x|n+α−p(n−α)

)
f +

1
|x|(n+α)−p(n−α)

∇x f · ∇
(

x
|x|2

)
· ν⋆

≤ −((n + α) − p(n − α))
1

|x|(n+α)−p(n−α)+1

ν⋆1 x1 + ν
⋆
2 x2 + · · · + ν

⋆
n xn

|x|
f

+
n(2n + 2)C1

|x|(n+α)−p(n−α)+2
f

≤ −
f

|x|(n+α)−p(n−α)+1

(
7(n + α − p(n − α))

20
−

2n(n + 1)C1

|x|

)
≤ −

f
|x|(n+α)−p(n−α)+1

(
7(n + α − p(n − α))

20
− 4n(n + 1)C1ε

′
0

)
< 0;

here we may choose ε′0 sufficiently small to ensure that 7(n+α−p(n−α))
20 −4n(n+1)C1ε

′
0 > 0. Since t, v > 0,

we can get that ∂ f⋆

∂ν⋆
< 0.

Now we will use the method of moving planes to the new function v(x). Set

vλ(x) = v(xλ), wλ(x) = vλ(x) − v(x), ∀x ∈ Σλ ∩Ω∗.

We prove that there exists l small enough such that

wλ(x) ≥ 0, ∀x ∈ Σλ ∩Ω∗, ∀λ ∈
[

1
ε1
− l,

1
ε1

]
. (4.6)

Suppose not, there exists x0 such that

wλ(x0) = min
x∈Σλ∩Ω∗

wλ(x) < 0. (4.7)

Similar to the previous argument, we will try to get a contradiction on the negative minimal point
x0:
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(−∆)
α
2 wλ(x0)

=
1

|xλ0 |
n+α−p(n−α)

f
(

xλ0
|xλ0 |

2 , |xλ0 |
n−αv(xλ0)

)
(|xλ0 |

n−αv(xλ0))p
vp
λ(x0) −

1
|x0|

n+α−p(n−α)

f
(

x0
|x0 |2
, |x0|

n−αv(x0)
)

(|x0|
n−αv(x0))p

vp(x0)

=
1

|xλ0 |
n+α−p(n−α)

f
(

xλ0
|xλ0 |

2 , |xλ0 |
n−αv(xλ0)

)
(|xλ0 |

n−αv(xλ0))p
vp
λ(x0) −

1
|x0|

n+α−p(n−α)

f
(

x0
|x0 |2
, |xλ0 |

n−αv(xλ0)
)

(|xλ0 |
n−αv(xλ0))p

vp
λ(x0)

+
1

|x0|
n+α−p(n−α)

f
(

x0
|x0 |2
, |xλ0 |

n−αv(xλ0)
)

(|xλ0 |
n−αv(xλ0))p

vp
λ(x0) −

1
|x0|

n+α−p(n−α)

f
(

x0
|x0 |2
, |x0|

n−αv(x0)
)

(|x0|
n−αv(x0))p

vp
λ(x0)

+
1

|x0|
n+α−p(n−α)

f
(

x0
|x0 |2
, |x0|

n−αv(x0)
)

(|x0|
n−αv(x0))p

(vp
λ(x0) − vp(x0))

≥
1

|x0|
n+α−p(n−α)

f
(

x0
|x0 |2
, |x0|

n−αv(x0)
)

(|x0|
n−αv(x0))p

(vp
λ(x) − vp(x0))

≥
p

|x0|
n+α−p(n−α)

f
(

x0
|x0 |2
, |x0|

n−αv(x0)
)

(|x0|
n−αv(x0))p

vp−1(x0)wλ(x0),

where the first inequality was deduced by using the property ∂ f⋆

∂ν⋆
< 0 and the condition (iii) imposed on

f (x, u). By Lemma 2.1, we can get a contradiction, so (4.6) is true. By applying (4.6) to different inner
normal directions ν(x) at the point x ∈ ∂Ω∗ with |x− x⋆| ≤ t0, we can find that v(x+ tν(x)) is increasing
for t ∈ [0, t0] for some positive number t0 depending on n, α, p,Ω, δ1 and C1. The smoothness and the
strict convexity of Ω∗ near x⋆ imply that the inner normal directions at Bt0(x⋆) ∩ Ω∗ can form a cone
with a positive angle θ1 depending on Ω. Repeating the process of proof conducted in Theorem 1.1,
we can also prove that ∥v∥L∞(Ω∗δ3 ) ≤ C for Ω∗δ3 ⊂ Ω

∗ ∩ Bt0(x⋆). By the definition of the Kelvin transform

u(x) = 1
|x−x1 |n−α

v
(
x1 + x−x1

|x−x1 |2

)
, we can get that ∥u∥L∞(Ωδ2 ) ≤ C2.

The proof of Theorem 1.4 is entirely similar to the proof of Theorem 1.3, so we omit the details
here.
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