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1. Introduction

Periodicity is such an important phenomenon; people have studied it for a long time, and many
researchers have investigated the properties about asymptotically almost automorphic, almost
periodic, asymptotically almost periodic and S-asymptotically ω-periodic solutions of various
determinate differential systems (see, e.g., [1–4]). The differential equations of fractional order have
received great attention in recent years (see, e.g., [1, 5–8]). Cuevas and de Souza [9] considered the
S-asymptotically ω-periodic solution of the semilinear integro-differential equation of fractional order
given by  x′(t) =

∫ t

0
(t−s)α−2

Γ(α−1) Ax(s)ds + f (t, x(t)),
x(0) = c0.

Moreover, in [10], Cuevas and de Souza considered the S-asymptotically ω-periodic solutions of the
following form:  x′(t) =

∫ t

0
(t−s)α−2

Γ(α−1) Ax(s)ds + f (t, xt),
x(0) = ψ0 ∈ B,
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where B is some abstract phase space. Shu et al. [11] considered the existence of the S-asymptotically
ω-periodic solutions of the following Caputo fractional differential equations with infinite delay{

Dα
t (x(t) + F(t, xt)) + A(x(t)) = G(t, xt), t ≥ 0

x(0) = ψ0 ∈ B,

where 0 < α < 1. Recently, stochastic perturbations have been taken into consideration in the
mathematical systems [12]; specially, Liu and Sun [13] made an initial contribution to the concepts
of Poisson square-mean almost automorphy and almost automorphy in distribution and got the
existence results of the almost automorphic in distribution solutions for a kind of stochastic
differential equations with Lévy noise. Additionally, Li [14] considered the weighted pseudo almost
automorphic solutions for nonautonomous stochastic partial differential equations driven by Lévy
noise. Ma et al. [15] investigated the existence of almost periodic solutions for a class of fractional
impulsive neutral stochastic differential equations with infinite delay.

Inspired by the work mentioned above, we investigate the existence of the mild solutions and the
S-asymptotically ω-periodic solutions in distribution in an abstract space for a class of stochastic
fractional functional differential equations driven by Lévy noise of the form

dD(t, xt) =
∫ t

0
(t−s)α−2

Γ(α−1) AD(s, xs)dsdt + f (t, xt)dt
+ g(t, xt)dw(t) +

∫
|u|U<1

F(t, x(t−), u)Ñ(dt, du)
+
∫
|u|U≥1

G(t, x(t−), u)N(dt, du), x0 = ϕ ∈ Cb
F0

([−τ, 0],X),
(1.1)

where 1 < α < 2, D(t, φ) = φ(0) + h(t, φ), the operator A : D(A) ⊂ X → X is a linear densely defined
operator of sectorial type on a Banach space X, and f , g, F and G are functions subject to some
additional conditions. The convolution integral in (1.1) is known as the Riemann-Liouville fractional
integral [16]. We introduce the concept of a Poisson square-mean S-asymptoticallyω-periodic solution
for (1.1) in order to correspond to the effect of the Lévy noise. We make an initial consideration of the
S-asymptotically ω-periodic solution in distribution in an abstract space C for (1.1).

In Section 2, we review and introduce some concepts about the square mean S-asymptotically ω-
periodic process and some of their basic properties. We show the existence and uniqueness of the
mild solution and the S-asymptotically ω-periodic solution in distribution to (1.1) in Sections 3 and 4,
respectively. An example and the conclusions of this paper are given in the last two sections.

2. Preliminaries

Let (Ω,F , P) be a complete probability space equipped with some filtration {Ft}t≥0 which satisfies
the usual conditions, and (H, | · |) and (U, | · |) are real separable Hilbert spaces. L(U,H) denote the space
of all bounded linear operators from U to H which with the usual operator norm ∥ · ∥L(U,H) is a Banach
space. L2(P,H) is the space of all H-valued random variables X such that E|X|2 =

∫
Ω
|X|2dP < ∞.

For X ∈ L2(P,H), let ∥X∥ := (
∫
Ω
|X|2dP)1/2; it is well known that (L2(P,H), ∥ · ∥) is a Hilbert space.

We denoteM2([0,T ],H) for the collection of stochastic processes x(t) : [0,T ] → L2(P,H) such that
E
∫ T

0
|x(s)|ds < ∞. Let τ > 0 and we introduce the space.
C := C([−τ, 0]; H) denotes the family of all right-continuous functions with left hand limits φ

from [−τ, 0] to H. If x(t) ∈ M2([−τ,T ],H) with right-continuous functions and with left-hand limits;
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then, xt(θ) = x(t + θ) ∈ C for each θ ∈ [−τ, 0]. The space C is assumed to be equipped with the
norm ∥φ∥C = sup−τ≤θ≤0 |φ(θ)|H. Cb

F0
([−τ, 0]; H) denotes the family of all almost surely bounded F0-

measurable, C-valued random variables. {xt}t∈R is regarded as a C-valued stochastic process. In the
following discussion, we always consider the Lévy processes that are U-valued.

2.1. Lévy process

Let L be a Lévy process on U; we write ∆L(t) = L(t) − L(t−) for all t ≥ 0. We define a counting
Poisson random measure N on (U − {0}) through

N(t,O) = ♯{0 ≤ s ≤ t : ∆L(s)(ω′) ∈ O} = Σ0≤s≤tχO(∆L(s)(ω′))

for any Borel set O in (U − {0}), where χO is the indicator function. We write ν(·) = E(N(1, ·)) and call
it the intensity measure associated with L. We say that a Borel set O in (U − {0}) is bounded below if
0 ∈ Ō, where Ō is a closure of O. If O is bounded below, then N(t,O) < ∞ almost surely for all t ≥ 0
and (N(t,O), t ≥ 0) is a Poisson process with the intensity ν(O). So, N is called a Poisson random
measure. For each t ≥ 0 and O bounded below, the associated compensated Poisson random measure
Ñ is defined by Ñ(t,O) = N(t,O) − tν(O) (see [17, 18]).

Proposition 2.1. (see [17]) (Lévy-Itô decomposition). If L is a U-valued Lévy process, then there exist
a ∈ U, a U-valued Wiener process w with the covariance operator Q, the so-called Q-wiener process
and an independent Poisson random measure N on R+ × (U − {0}) such that, for each t ≥ 0,

L(t) = at + w(t) +
∫
|u|U<1

uÑ(t, du) +
∫
|u|U≥1

uN(t, du), (2.1)

where the Poisson random measure N has the intensity measure ν which satisfies
∫

U
(|y|2U ∧1)ν(dy) < ∞

and Ñ is the compensated Poisson random measure of N.

For more properties of the Lévy process and Q-Wiener processes, we refer the readers to [19]
and [20]. We assume the covariance operator Q of w is of the trace class, i.e., TrQ < ∞ and the Lévy
process L is defined on the filtered probability space (Ω,F , P, (Ft)t∈R+) in this paper. We also denote
b :=
∫
|y|U≥1

ν(dx) throughout the paper.

2.2. Poisson square-mean S-asymptotically ω-periodic process

In [13], if for any s ∈ R, limt→s ∥x(t) − x(s)∥ = 0, then the stochastic process x : R → L2(P,H) is
said to be L2-continuous; if ∥x∥∞ = supt∈R ∥x(t)∥ < ∞, the stochastic process x : R → L2(P,H) is said
to be L2-bounded. Denote by Cb(R; L2(P,H)) the Banach space of all L2-bounded and L2-continuous
mappings from R to L2(P,H) endowed with the norm ∥ · ∥∞.

Definition 2.1. 1) An L2-continuous stochastic process x : R+ → L2(P,H) is said to be square-
mean S-asymptotically ω-periodic if there exists ω > 0 such that limt→∞ ∥x(t+ω)− x(t)∥ = 0. The
collection of all S-asymptotically ω-periodic stochastic processes x : R+ → L2(P,H) is denoted
by S APω(L2(P,H)).

2) A function g : R+ × C → L(U, L2(P,H)), (t, φ) 7→ g(t, φ) is said to be square-mean
S-asymptotically ω-periodic in t for each φ ∈ C if g is continuous in the following sense:

E∥(g(t, ϕ) − g(t′, φ))Q1/2∥2
L(U,L2(P,H)) → 0 as (t′, φ)→ (t, ϕ)
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and
lim
t→∞
E∥(g(t + ω, ϕ) − g(t, ϕ))Q1/2∥2

L(U,L2(P,H)) = 0

for each ϕ ∈ C.
3) A function F : R+ ×C×U → L2(P,H), (t, ϕ, u) 7→ F(t, ϕ, u) with

∫
U
∥F(t, ϕ, u)∥2ν(du) < ∞ is said

to be Poisson square-mean S-asymptotically ω-periodic in t for each ϕ ∈ C if F is continuous in
the following sense:∫

U
∥F(t, ϕ, u) − F(t′, φ, u)∥2ν(du)→ 0 as (t′, φ)→ (t, ϕ),

and that

lim
t→∞

∫
U
∥F(t + ω, ϕ, u) − F(t, ϕ, u)∥2ν(du) = 0

for each ϕ ∈ C.

Remark 2.1. Any square-mean S-asymptotically ω-periodic process x(t) is L2-bounded and, by [3],
S APω(L2(P,H)) is a Banach space when it is equipped with the norm

∥x∥∞ := sup
t∈R+
∥x(t)∥ = sup

t∈R+
(E|x(t)|2)

1
2 .

For the sequel, we introduce some definitions about square-mean S-asymptotically ω-periodic
functions with parameters.

Definition 2.2. 1) A function f : R+ × C → L2(P,H) is said to be uniformly square-mean
S-asymptotically ω-periodic in t on bounded sets if for every bounded set K of C, we have
limt→∞ ∥ f (t + ω, ϕ) − f (t, ϕ)∥ = 0 uniformly on ϕ ∈ C.

2) A function g : R+ × C → L(U, L2(P,H)) is said to be uniformly square-mean S-asymptotically
ω-periodic on bounded sets if for every bounded set K of C, we have

lim
t→∞
E∥(g(t + ω, ϕ) − g(t, ϕ))Q1/2∥2

L(U,L2(P,H)) = 0

uniformly on ϕ ∈ K.
3) A function F : R+ × C × U → L2(P,H) with

∫
U
∥F(t, ϕ, u)∥2ν(du) < ∞ is said to be uniformly

Poisson square-mean S-asymptotically ω-periodic in t on bounded sets if for every bounded set K
of C,

lim
t→∞

∫
U
∥F(t + ω, ϕ, u) − F(t, ϕ, u)∥2ν(du) = 0

uniformly on ϕ ∈ K.

Lemma 2.1. Let f : R+ × C → L2(P,H), (t, ϕ) 7→ f (t, ϕ) be uniformly square-mean S-asymptotically
ω-periodic in t on bounded sets of C, and assume that f satisfies the Lipschitz condition in the sense
∥ f (t, ϕ) − f (t, φ)∥2 ≤ L∥ϕ − φ∥2

C
for all ϕ, φ ∈ C and t ∈ R, where L is independent of t. Then for any

square-mean S-asymptotically ω-periodic process Y : R → L2(P,H), the stochastic process F : R →
L2(P,H) given by F(t) := f (t,Yt) is square-mean S-asymptotically ω-periodic.
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Proof. Since Y(t) ∈ S APω(L2(P,H)), the range of Y(t) is a bounded set in L2(P,H), which means that
{Yt}t∈R+ is also a bounded set in C. Then, limt→∞ ∥F(t+ω,Yt+ω)− F(t,Yt+ω)∥ = 0. For any ϵ > 0, ∃ T (ϵ)
such that ∥F(t + ω,Yt+ω) − F(t,Yt+ω)∥ < ϵ/2 and ∥Yt+ω − Yt∥ <

ϵ
2L . We get

∥F(t + ω) − F(t)∥ ≤ ∥F(t + ω,Yt+ω) − F(t,Yt)∥
= ∥F(t + ω,Yt+ω) − F(t,Yt+ω)∥
+ ∥F(t + ω,Yt+ω) − F(t,Yt)∥
≤ ϵ.

□

Lemma 2.2. Let F : R+ × C × U → L2(P,H) be uniformly Poisson square-mean S-asymptotically
ω-periodic in t on bounded sets of C and F satisfy the Lipschitz condition in the sense∫

U
∥F(t, ϕ, u) − F(t, φ, u)∥2ν(du) ≤ L∥ϕ − φ∥2C

for all ϕ, φ ∈ C and t ∈ R, where L is independent of t. Then, for any square-mean S-asymptotically
ω-periodic process Y(t) : R → L2(P,H), the stochastic process F̃ : R × U → L2(P,H) given by
F̃(t, u) := F(t,Yt, u) is Poisson square-mean S-asymptotically ω-periodic.

Proof. Since F is uniformly Poisson square-mean S-asymptotically ω-periodic in t on bounded sets
of C and Y(t) ∈ S APω(L2(P,H), the range R(Y) of Y(t) is a bounded set in L2(P,H), namely, {Yt}t∈R

is bounded in C; we get limt→∞

∫
U
∥F(t + ω, ϕ, u) − F(t, ϕ, u)∥2ν(du) = 0 uniformly for ϕ ∈ {Yt}t∈R+ .

For any ϵ > 0, there is a T (ϵ) > 0 such that for any t ≥ T (ϵ), the inequalities
∫

U
∥F(t + ω, ϕ, u) −

F(t, ϕ, u)∥2ν(du) ≤ ϵ/4, ∀ ϕ ∈ {Yt}t∈R+ and ∥Yt+ω − Yt∥
2 < ϵ

2L hold. Note that

F̃(t + ω, u) − F̃(t, u) = F(t + ω,Yt+ω, u) − F(t + ω,Yt, u) + F(t + ω,Yt, u) − F(t,Yt, u);

so, for the above ϵ, when t ≥ T (ϵ),∫
U
∥F̃(t + ω, u) − F̃(t, u)∥2ν(du) ≤ 2

∫
U
∥F(t + ω,Yt+ω, u) − F(t,Yt+ω, u)∥2ν(du)

+ 2
∫

U
∥F(t,Yt+ω, u) − F(t,Yt, u)∥2ν(du)

≤ ϵ/2 + 2L∥Yt+ω − Yt∥
2

≤ ϵ.

We deduce that
lim
t→∞

∫
U
∥F̃(t + ω, u) − F̃(t, u)∥2ν(du) = 0,

which means that F̃(t, u) is Poisson square-mean S-asymptotically ω-periodic. □

Let P(C) be the space of Borel probability measures on C; for P1, P2 ∈ P(C), denote the metric dL
as follows:

dL(P1, P2) = sup
f∈L
|

∫
C

f (σ)P1(dσ) −
∫
C

f (σ)P2(dσ)|,

where
L = { f : C → R : | f (ϕ) − f (φ)| ≤ ∥ϕ − φ∥C and | f (·)| ≤ 1}.
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Definition 2.3. A stochastic process xt : R → C is said to be S-asymptotically ω-periodic in
distribution if the law µ(t) of xt is a P(C)-valued S-asymptotically ω-periodic mapping, i.e., there is a
positive number ω such that

lim
t→∞

dL(µ(t + ω), µ(t)) = 0.

Lemma 2.3. Any square-mean S-asymptotically ω-periodic solution of (1.1) is necessarily
S-asymptotically ω-periodic in distribution.

Proof. Let x(t) ∈ S PAω(L2(P,H)) be a solution of (1.1), then, ∃ ω > 0,

lim
t→∞
∥x(t + ω) − x(t)∥ = 0. (2.2)

We need to show that the law µ(t) of xt satisfies

lim
t→∞

dL(µ(t + ω), µ(t)) = 0,

which is equivalent to show that, ∀ ϵ > 0, ∃ T > 0,

sup
f∈L
|

∫
C

f (σ)µ(t + ω)(dσ) −
∫
C

f (σ)µ(t)(dσ)| ≤ ϵ, ∀t ≥ T.

For any f ∈ L,

|E( f (xxω
t )) − E( f (xϕt ))| ≤ E(2 ∧ ∥xxω

t − xϕt ∥C).

According to (2.2), there is a Tϵ > 0 satisfying E∥xxω
t − xϕt ∥

2
C
≤ ϵ2. For the arbitrary f ∈ L, we get

sup
f∈L
|

∫
C

f (σ)µ(t + ω)(dσ) −
∫
C

f (σ)µ(t)(dσ)| ≤ ϵ, ∀t ≥ T.

The proof is completed. □

2.3. Sectorial operators

The definitions and the properties about sectorial operators have been studied well in the past
decades; for details, see [21, 22].

Definition 2.4. Let X be an Banach space; A : D(A) ⊆ X → X is a closed linear operator. A is said
to be a sectorial operator of the type µ and angle θ if there exist 0 < θ < π/2, M > 0 and µ ∈ R such
that the resolvent ρ(A) of A exists outside of the sector µ + S θ = {µ + λ : λ ∈ C, |arg(−λ)| < θ} and
∥(λ − A)−1∥ ≤ M

|λ−µ|
when λ does not belong to µ + S θ.

Definition 2.5. (see [23]) Let A be a closed and linear operator with domain the D(A) defined on a
Banach space X. We call A the generator of a solution operator if there exist µ ∈ R and a strongly
continuous function S α : R+ → L(X,X) such that {λα : Re(λ) > µ} ⊂ ρ(A) and λα−1(λα − A)−1x =∫ ∞

0
e−λtS α(t)dt, where Re(λ) > µ, x ∈ X. In this case, S α(·) is called the solution operator generated

by A.

If A is a sectorial operator of the type µ with 1 < θ < π(1 − α
2 ), then A is the generator of a solution

operator given by S α(t) = 1
2πi

∫
γ

eλtλα−1(λα − A)−1dλ, where γ is a suitable path lying outside of the
sector µ + S θ . Cuesta and Mendizabal [24] showed that, if A is a sectorial operator of the type µ < 0,
for some M > 0 and 0 < θ < π(1 − π

2 ), there is C > 0 such that

∥S α(t)∥ ≤
CM

1 + |µ|tα
, t ≥ 0. (2.3)
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3. Existence of mild solution

Definition 3.1. An Ft-progressively measurable stochastic process {x(t)}t∈R is called a mild solution
of (1.1) if it satisfies the corresponding stochastic integral equation:

x(t) = S α(t)(ϕ(0) + h(0, ϕ)) − h(t, xt) +
∫ t

0
S α(t − s) f (s, xs)ds

+

∫ t

0
S α(t − s)g(s, xs)dw(s) (3.1)

+

∫ t

0

∫
|u|<1

S α(t − s)F(s, x(s−), u)Ñ(ds, du)

+

∫ t

0

∫
|u|≥1

S α(t − s)G(s, x(s−), u)N(ds, du),

x0 = ϕ(·) ∈ Cb
F0

([−τ, 0]; H)

for all t ≥ 0.

In the following discussion, we impose the following conditions.

(H1) A is a sectorial operator of the type µ < 0 and angle θ with 0 ≤ θ ≤ π(1 − α/2).
(H2) h(t, 0) = 0 and, for all φ, ψ ∈ C there exists a constant k0 ∈ (0, 1) such that |h(t, φ) − h(t, ψ)| ≤

k0∥φ − ψ∥C.

(H3) f : R+ × C → L2(P,H), g : R+ × C → L(U, L2(P,H)), f (t, 0) = 0, g(t, 0) = 0, F : R+ × C ×U →
L2(P,H), G : R+ × C × U → L2(P,H), F(t, 0, u) = 0 and G(t, 0, u) = 0. For all t ∈ R+,

∥ f (t, ϕ) − f (t, φ)∥2 ≤ L∥ϕ − φ∥2C,

E∥(g(t, ϕ) − g(t, φ))Q1/2∥2
L(U,L2(P,H)) ≤ L∥ϕ − φ∥2C,∫

|u|U<1
∥F(t, ϕ, u) − F(t, φ, u)∥2ν(du) ≤ L∥ϕ − φ∥2C,∫

|u|U≥1
∥G(t, ϕ, u) −G(t, φ, u)∥2ν(du) ≤ L∥ϕ − φ∥2C,

where the constant L > 0 is independent of t.

Theorem 3.1. If (H1)–(H2) hold, then the Cauchy problem (1.1) has a unique mild solution.

Proof. Define x0
0 = ϕ, and x0(t) = S α(t)(ϕ(0) + f (0, ϕ)) for t ≥ 0.

Set xn
0 = ϕ; for n = 1, 2, ..., ∀ T ∈ (0,∞), we define the sequence of successive approximations

to (1.1) as follows:

xn(t) + h(t, xn
t ) = S α(t)(ϕ(0) + h(0, ϕ)) +

∫ t

0
S α(t − s) f (s, xn−1

s ))ds

+

∫ t

0
S α(t − s)g(s, xn−1

s )dw(s) +
∫ t

0

∫
|u|<1

S α(t − s)F(s, xn−1
s− , u)Ñ(ds, du) (3.2)

+

∫ t

0

∫
|u|≥1

S α(t − s)G(s, xn−1
s− , u)N(ds, du),
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for t ∈ [0,T ]. Obviously, x0(·) ∈ Cb(R, L2(P,H)) and ∥x0(·)∥2∞ ≤ c′, where c′ = 2(CM)2(1 + k2
0)∥ϕ∥2

C
is

a positive constant.

E sup
0≤s≤t
|xn(t) + h(t, xn

t )|2 = 5E sup
0≤s≤t
|S α(t)(ϕ(0) + h(0, ϕ))|2

+ 5E sup
0≤s≤t
|

∫ s

0
S α(s − r) f (r, xn−1

r )dr|2

+ 5E sup
0≤s≤t
|

∫ s

0
S α(s − r)g(r, xn−1

r )dw(r)|2

+ 5E sup
0≤s≤t
|

∫ s

0

∫
|u|<1

S α(s − r)F(r, xn−1
r− , u)Ñ(dr, du)|2

+ 5E sup
0≤s≤t
|

∫ s

0

∫
|u|≥1

S α(s − r)G(r, xn−1
r− , u)N(dr, du)|2

=

5∑
i=1

Ii.

Obviously, I1 ≤ 5c′, and

I2 = 5E sup
0≤s≤t
|

∫ s

0
S α(s − r) f (r, xn−1

r )dr|2

≤ 5E sup
0≤s≤t

∫ s

0
S α(s − r)dr

∫ s

0
S α(s − r)| f (r, xn−1

r )|2dr

≤ 5CM
|µ|−1/απ

α sin(π/α)
LE
∫ t

0
S α(t − r)∥xn−1

r ∥
2
Cdr

≤ 5(CM)2 |µ|
−1/απ

α sin(π/α)
LE
∫ t

0
∥xn−1

r ∥
2
Cdr.

It follows from Itô’s isometry that

I3 = 5E sup
0≤s≤t
|

∫ s

0
S α(s − r)g(r, xn−1

r )dw(r)|

≤ 5(CM)2E

∫ t

0
∥g(r, xn−1

r )Q1/2∥2
L(U,L2(P,H))dr

≤ 5(CM)2LE
∫ t

0
∥xn−1

r ∥
2
Cdr.

By using the properties of integrals for Poisson random measures, we get

I4 = E sup
0≤s≤t
|

∫ s

0

∫
|u|<1

S α(t − r)F(r, xn−1
r− , u)Ñ(dr, du)|2

≤ 5(CM)2LE
∫ t

0
∥xn−1

r ∥
2
Cdr,
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I5 = 5E sup
0≤s≤t
|

∫ s

0

∫
|u|≥1

S α(s − r)G(r, xn−1
r− , u)N(dr, du)|2

≤ 10(CM)2[
∫ t

0
E

∫
|u≥1|

(
1

1 + |µ|(t − s)α
)2|G(r, xn−1

r− , u)|2ν(du)ds

+

∫ t

0

1
1 + |µ|(t − r)α

∫
|u|≥1

ν(du)dsE
∫ t

0
(
∫
|u|≥1
|G(r, xn−1

r− , u)|2ν(du))ds]

≤ 10(CM)2L(1 + b
|µ|−1/απ

α sin(π/α)
)E
∫ t

0
∥xn−1

r ∥
2
Cdr.

Note that

|xn(t)|2 = |xn(t) + h(t, xn
t ) − h(t, xn

t )|2

≤
1

1 − k0
(|xn(t) + h(t, xn

t )|2 + k0(1 − k0)∥xn
t ∥

2
C);

by taking the expectation on both sides of the above inequality, we get

E sup
0≤s≤t
|xn(s)|2 ≤

1
1 − k0

E sup
0≤s≤t
|xn(s) + h(s, xn

s)|
2 + k0E sup

0≤s≤t
∥xn

s∥
2
C.

Combining the estimations for I1 − I5, we get

E sup
0≤s≤t
|xn(s)|2 ≤

1
1 − k0

5(CM)2[(1 + k2
0)∥ϕ∥2C] +

1
1 − k0

5(CM)2L

×
( |µ|−1/απ

α sin(π/α)
+ 2 + 2(1 + b

|µ|−1/απ

α sin(π/α)
)
)
E

∫ t

0
∥xn−1

r ∥
2
Cdr

= c1 + c2E sup
0≤s≤t

∫ s

0
∥xn−1

r ∥
2
Cdr.

Then, for any arbitrary positive integer k̃, we have

max
1≤n≤k̃
E sup

0≤s≤t
|xn(s)|2 ≤ c1 + c2

∫ t

0
∥ϕ∥2Cdr + c2

∫ t

0
sup
0≤r≤t

max
1≤n≤k̃
E∥xn−1(r)∥2Cdr.

By the Gronwall inequality, we get

max
1≤n≤k̃
E sup

0≤s≤t
|xn(s)|2 ≤ (c1 + c2∥ϕ∥

2T )ec3t.

Due to the arbitrary k̃, we have

E sup
0≤s≤T

|xn(s)|2 ≤ (c1 + c2∥ϕ∥
2
CT )ec3T . (3.3)

So, xn(t) ∈ M2([0,T ],H).
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Obviously, we have

E( sup
0≤s≤t
|xn+1(s) − xn(s)|2) ≤

1
1 − k0

E( sup
0≤s≤t

(|xn+1(s) − xn(s) + h(s, xn+1
s ) − h(s, xn

s)|
2

+ k0E( sup
0≤s≤t
|xn+1(s) − xn(s)|2),

namely,

E( sup
0≤s≤t
|xn+1(s) − xn(s)|2) ≤

1
(1 − k0)2E sup

0≤s≤t
|xn+1(s) − xn(s) + h(s, xn+1

s ) − h(s, xn
s)|

2,

and

E sup
0≤s≤t
|[xn+1(s) − xn(s)] + [h(t, xn+1

s ) − h(t, xn
s)]|

2 ≤ 4E sup
0≤s≤t
|

∫ s

0
S α(s − r)[ f (r, xn

r )) − f (r, xn−1
r ))]dr|2

+ 4E sup
0≤s≤t
|

∫ s

0
S α(s − r)[g(r, xn

r ) − g(r, xn−1
r )]dw(r)|2

+ 4E sup
0≤s≤t
|

∫ t

0

∫
|u|<1

S α(s − r)[F(r, xn
r− , u)

− F(r, xn−1
r− , u)]Ñ(dr, du)|2

+ 4E sup
0≤s≤t
|

∫ s

0

∫
|u|≥1

S α(s − r)[G(r, xn
r− , u)

− G(r, xn−1
r− , u)]N(dr, du)|2.

By the fact that

E sup
0≤s≤t
|

∫ s

0
S α(s − r)[ f (r, xn

r )) − f (r, xn−1
r ))]dr|2 ≤ LE sup

0≤s≤t

∫ s

0
S α(s − r)dr

∫ s

0
S α(s − r)∥xn

r − xn−1
r ∥

2
Cdr

≤ L(CM)2 |µ|
−1/απ

α sin(π/α)
E

∫ t

0
∥xn

r − xn−1
r ∥

2
Cdr,

E sup
0≤s≤t
|

∫ s

0
S α(s − r)[g(r, xn

r ) − g(r, xn−1
r )]dw(r)|2 ≤ E

∫ t

0
S 2
α(t − r)∥[g(r, xn

r ) − g(r, xn−1
r )]Q1/2∥2

L(U,L2(P,H))dr

≤ L(CM)2E

∫ t

0
∥xn

r − xn−1
r ∥

2
Cdr,

E sup
0≤s≤t

∫ t

0

∫
|u|<1

S α(s − r)[F(r, xn
r− , u) − F(r, xn−1

r− , u)]Ñ(dr, du)|2 ≤ LE
∫ t

0
S 2
α(t − r)∥xn

r− − xn−1r−∥2Cdr

≤ L(CM)2E

∫ t

0
∥xn

r− − xn−1r−∥2Cdr

and
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E sup
0≤s≤t
|

∫ s

0

∫
|u|≥1

S α(s − r)[G(r, xn
r− , u) −G(r, xn−1

r− , u)]N(dr, du)|2

≤ 2CM
∫ t

0
S α(t − r)dr

∫
|u|≥1

ν(du)E
∫ t

0

∫
|u|≥1
|G(r, xn

r− , u) −G(r, xn−1
r− , u)|2ν(du)dr

+ 2(CM)2
∫ t

0
E

∫
|u|≥1
|G(r, xn

r− , u) −G(r, xn−1
r− , u)|2ν(du)ds

≤ (2(CM)2 |µ|
−1/απ

α sin(π/α)
b + 2(CM)2)LE

∫ t

0
∥xn

r− − xn−1r−∥2Cdr,

we get

E( sup
0≤s≤t
|xn+1(s) − xn(s)|2) ≤ c

∫ t

0
E( sup

0≤r≤s
|xn(r) − xn−1(r)|2)dr,

where c = 4L(CM)2

(1−k0)2 ( |µ|
−1/απ

α sin(π/α) + 4 + 2 |µ|−1/απ

α sin(π/α)b)L. Note that

E sup
0≤s≤t
|x1(s) − x0(s)|2 ≤ c0,

where c0 = 5[k2
0c′+Lc′(1+2b)(CM |µ|−1/απ

α sin(π/α) )
2+4Lc′(CM)2 |µ|

− 1
2α π

2α sin(π/2α) ] is a positive number; by induction,
we get

E( sup
0≤s≤t
|xn+1(s) − xn(s)|2) ≤ c0

(c6t)n

n!
. (3.4)

Taking t = T in (3.4), we have

E( sup
0≤t≤T
|xn+1(t) − xn(t)|2) ≤ c0

(c6T )n

n!
. (3.5)

Hence

P{ sup
0≤t≤T
|xn+1(t) − xn(t)| >

1
2n } ≤

c0[c6T ]n

n!
.

Note that
∑∞

n=0
c0[c6T ]n

n! < ∞; by using the Borel-Cantelli lemma, we can get a stochastic process x(t)
on [0,T ] such that xn(t) uniformly converges to x(t) as n→ ∞ almost surely.

It is easy to check that x(t) is a unique mild solution of (1.1). The proof of the theorem is complete.
□

4. Existence of S-asymptotically ω-periodic solution in distribution

Lemma 4.1. If x(t) ∈ S APω(L2(P,H) and T (t − s) ∈ L(R,R) then
Γ1(t) =

∫ t

0
T (t − s)x(s)ds ∈ S APω(L2(P,H)).

The proof process is similar to that of Lemma 1 in [25], so we omit it.
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Lemma 4.2. If x(t) ∈ S APω(L2(P,H)), then

Γ2(t) =
∫ t

0
S α(t − s)x(s)dw(s) ∈ S APω(L2(P,H)).

Proof. It is obvious that Γ2(t) is L2-continuous since

∥Γ2(t + ω) − Γ2(t)∥2 = ∗ ∥
∫ t+ω

0
S α(t + ω − s)x(s)dw(s) −

∫ t

0
S α(t − s)x(s)dw(s)∥2

= 2∥
∫ ω

0
S α(t + ω − s)x(s)dw(s)∥2

+ 2∥
∫ t+ω

ω

S α(t + ω − s)x(s)dw(s) −
∫ t

0
S α(t − s)x(s)dw(s)∥2

≤ 2∥
∫ ω

0
S α(t + ω − s)x(s)dw(s)∥2

+ 2∥
∫ t

0
S α(t − s)(x(s + ω) − x(s))dw(s)∥2.

Since x(t) ∈ S APω(L2(P,H)), for any ϵ > 0, we can choose Tϵ > 0 such that when t > Tϵ , ∥x(t + ω) −
x(t)∥ < ϵ. For the above ϵ, we have

2∥
∫ t

0
S α(t − s)(x(s + ω) − x(s))dw(s)∥2 ≤ 4

∫ Tϵ

0
∥S α(t − s)∥2∥x(s + ω) − x(s)∥2ds

+ 4
∫ t

Tϵ
∥S α(t − s)∥2∥x(s + ω) − x(s)∥2ds.

Note that

2∥
∫ ω

0
S α(t + ω − s)x(s)dw(s)∥2 ≤ 2

(CM)2

1 + |µ|2t2α

∫ ω

0
∥x(s)∥2ds→ 0, t → ∞,

that ∫ Tϵ

0
∥S α(t − s)∥2∥x(s + ω) − x(s)∥2ds ≤ 4

(CM)2

1 + |µ|2(t − Tϵ)2α ∥x∥∞Tϵ → 0, t → ∞

and that ∫ t

Tϵ
∥S α(t − s)∥2∥x(s + ω) − x(s)∥2ds ≤ ϵ2 (CM)2|µ|−2/απ

2α sin(π/2α)
;

we get limt→∞ ∥Γ2(t + ω) − Γ2(t)∥ = 0. So Γ2(t) ∈ S APω(L2(P,H)). □

The following lemma is made obvious by using Lemmas 2.1 and 2.2 and a similar discussion as
that for Lemma 4.2.

Lemma 4.3. If x(t) ∈ S APω(L2(P,H)) and F : R+ × C × U → L2(P,H) is uniformly Poisson square-
mean S-asymptotically ω-periodic in t on bounded sets of C, then

Γ3(t) =
∫ t

0

∫
|u|U<1

S α(t − s)F(s, xs, u)Ñ(du, ds) ∈ S APω(L2(P,H))

and

Γ4(t) =
∫ t

0

∫
|u|U≥1

S α(t − s)G(s, xs, u)N(du, ds) ∈ S APω(L2(P,H)).
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Theorem 4.1. Assume that (H1)–(H3) are satisfied and h, f and g are uniformly square-mean
S-asymptotically ω-periodic on bounded sets of C. F and G are uniformly Poisson square-mean
S-asymptotically ω-periodic on bounded sets of C. Then, (1.1) has a unique S-asymptotically
ω-periodic solution in distribution if

5k2
0 + 5(CM)2L(

|µ|−1/απ

α sin(π/α)
)2(1 + b) + 20L(CM)2 |µ|−1/2απ

2α sin(π/2α)
< 1.

Proof. Let us first show the existence of the square-mean S-asymptoticallyω-periodic solution of (1.1);
so, we consider the operator Φ acting on the Banach space S APω(L2(P,H)) given by

Φx(t) = S α(t)(ϕ(0) + h(0, ϕ)) − h(t, xt) +
∫ t

0
S α(t − s) f (s, xs)ds

+

∫ t

0
S α(t − s)g(s, xs)dw(s) +

∫ t

0

∫
|u|<1

S α(t − s)F(s, xs− , u)Ñ(ds, du) (4.1)

+

∫ t

0

∫
|u|≥1

S α(t − s)G(s, xs− , u)N(ds, du).

From a previous assumption one can easily see that Φx(t) is well defined and L2-continuous.
Moreover, from Lemma 2.1, Lemma 4.1, Lemma 4.2, and Lemma 4.3 we infer that Φ maps
S APω(L2(P,H)) into itself. Next, we prove that Φ is a strict contraction on S APω(L2(P,H)). Indeed,
for x, x̃ ∈ S APω(L2(P,H)), we get

∥Φx̄(t) − Φx̃(t)∥2 ≤ 5k2
0∥x̄t − x̃t∥

2
C + 5(CM)2L(

|µ|−1/απ

α sin(π/α)
)2∥x̄(t) − x̃(t)∥2∞

+ 20L(CM)2 |µ|−1/2απ

2α sin(π/2α)
∥x̄(t) − x̃(t)∥2∞ + 10L(CM)2(

|µ|−1/απ

α sin(π/α)
)2b∥x̄(t) − x̃(t)∥2∞

= [5k2
0 + 5(CM)2L(

|µ|−1/απ

α sin(π/α)
)2(1 + b) + 20L(CM)2 |µ|−1/2απ

2α sin(π/2α)
] × ∥x̄(t) − x̃(t)∥2∞.

Since 5k2
0 + 5(CM)2L( |µ|

−1/απ

α sin(π/α) )
2(1 + b) + 20L(CM)2 |µ|−1/2απ

2α sin(π/2α) < 1, it follows that Φ is a contraction
mapping on S APω(L2(P,H)). By the classical Banach fixed-point principle, there exists a unique
x ∈ S APω(L2(P,H)) such that Φx = x, which is the unique square-mean S-asymptotically ω-periodic
solution of (1.1). By Lemma 2.3, we deduce that (1.1) has a unique S-asymptotically ω-periodic
solution in distribution. The proof is now complete. □

5. An example

In this section, an example is provided to illustrate the results obtained in previous sections. Let
H = L2([0, π]) and w(t) be an H-valued Wiener process; given τ > 0, we consider the following initial
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problem 

d[x(t, ξ) − sin t
8 x(t − τ, ξ)] =

∫ t

0
(t−s)α−2

Γ(α−1)
∂2

∂ξ2 [x(s, ξ) − sin s
8 x(t − τ, ξ)]dsdt

+ 1
8 (sin ln(t + 1) + cost)x(t − τ, ξ)dt
+ 1

8 (sin ln(t + 1) + cost)x(t − τ, ξ)dw(t)
+
∫
|u|U<1

1
8 (cos t + ln(t+1)

t )x(t − τ, ξ)Ñ(dt, du),
x(t, 0) = x(t, π) = 0,
x0(θ, ξ) = ϕ(θ, ξ) ∈ Cb

F0
([−τ, 0],H), θ ∈ [−τ, 0], ξ ∈ [0, π].

(5.1)

The operator A : H → H by A = ∂2

∂x2 and D(A) = {z ∈ H : z′′ ∈ H, z(0) = z(π) = 0} is the infinitesimal
generator of a strongly continuously cosine family [26]. Based on the estimates on the norms of the
operators of Theorems 3.3 and 3.4 in [27], the operators S q(t) in the mild solution of (5.1) satisfy
∥S q(t)∥L(H,H) ≤ 3, and h(t, φ) = sin t

8 x(t − τ, ξ); obviously, the function h satisfies (H2) and k0 =
1
8 .

f (t, ϕ) =
1
8

(sin ln(t + 1) + cost)ϕ(t − τ), g(t, ϕ) =
1
8

(sin ln(t + 1) + cost)ϕ(t − τ),

F(t, ϕ, u) =
1
8

(cos t +
ln(t + 1)

t
)ϕ(t − τ)

satisfy (H3), and L can be chosen as L = 1
4 . According to Theorem 3.1 in Section 3, the Cauchy

problem (5.1) has a mild solution . Moreover, if

5k2
0 + 5(CM)2L(

|µ|−1/απ

α sin(π/α)
)2(1 + b) + 20L(CM)2 |µ|−1/2απ

2α sin(π/2α)

≤
5

64
+ 45(

|µ|−1/απ

α sin(π/α)
)2(1 + b) + 90

|µ|−1/2απ

2α sin(π/2α)
< 1,

the Cauchy problem (5.1) has a unique S-asymptotically ω-periodic solution in distribution.

6. Conclusions

In this work, inspired by the idea in [13], we established the concept of a Poisson square-mean
S-asymptotically ω-periodic solution for (1.1) in order to correspond to the effect of Lévy noise.
Furthermore, we made an initial consideration of the S-asymptotically ω-periodic solution in
distribution in an abstract space C for (1.1). We established the existence and uniqueness of a mild
solution of a class of stochastic fractional differential evolution equations with delay and Piosson
jumps. First, the existence and the uniqueness of the mild solution for this type of equation are
derived by means of the successive approximation under Lipschitz conditions. We also obtained
sufficient conditions for the existence and the uniqueness of the S-asymptotically ω-periodic solution
in distribution. To the best of our knowledge, this is the first attempt to discuss this property for these
kinds of stochastic fractional functional differential equations.

Acknowledgments

This work was supported by the Support Plan on Science and Technology for Youth Innovation of
Universities in Shandong Province (NO. 2021KJ086).

Electronic Research Archive Volume 31, Issue 2, 599–614.



613

Conflict of interest

The authors declare that there is no conflict of interest.

References

1. J. He, F. Kong, J. J. Nieto, H. Qiu, Globally exponential stability of piecewise pseudo almost
periodic solutions for neutral differential equations with impulses and delays, Qual. Theor. Dyn.
Syst., 21 (2022). https://doi.org/10.1007/s12346-022-00578-x

2. T. Zhang, Y. Li, S-asymptotically periodic fractional functional differential equations with off-
diagonal matrix Mittag-Leffler function kernels, Math. Comput. Simulat., 193 (2022), 331–347.
https://doi.org/10.1016/j.matcom.2021.10.006
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