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Abstract: The Cahn-Hilliard equation is a fundamental model that describes the phase separation
process in multi-component mixtures. It has been successfully extended to different contexts in various
scientific fields. In this survey article, we briefly review the derivation, structure as well as some
analytical issues for the Cahn—Hilliard equation and its variants. Our focus will be placed on the
well-posedness as well as long-time behavior of global solutions for the Cahn—Hilliard equation in the
classical setting and recent progresses on the dynamic boundary conditions that describe non-trivial
boundary effects.
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1. Introduction

The Cahn—Hilliard equation provides a continuous description of the phase separation process for
binary mixtures. It was first proposed in [1-3] to model the so-called spinodal decomposition of binary
alloys in a rapid cooling process, assuming isotropy of the material. As pointed out in [4], the Cahn—
Hillirad equation is rather broad ranged in its evolution scope such that it is capable of describing
important qualitative features of many systems undergoing phase separation at different time stages.
Besides the spontaneous heterogenization of a binary mixture like spinodal decomposition, it can also
model other mechanisms in pattern formation such as the process of nucleation and growth, and the
process of coarsening [3-5]. The Cahn—Hilliard equation is a representative of the so-called diffuse
interface models describing the evolution of free interfaces during phase transitions. Instead of the
classical sharp-interface formulation, the diffuse interface model represents free interfaces that separate
different components of the mixture as thin layers with finite thickness over which material properties
vary smoothly. This approach has several advantages, see e.g., [6,7]. First, explicit tracking of the
free interface, which is usually a difficult task, can be avoided in both mathematical formulation and
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numerical computation. Second, evolution of complex geometries and topological changes of the free
interface can be handled in a natural way. In the past years, the Cahn—Hilliard equation and its variants
have been successfully applied in different scientific fields and turned out to be efficient tools for the
study of a wide variety of segregation-like phenomena [8], for instance, diblock copolymer [9], image
inpainting [10, 11], tumor growth [12, 13], biology [14], two-phase flows [7, 15-18], moving contact
line dynamics [19, 20], and so on.

Assume that 7 € (0, +o0], Q ¢ R? (d = 1,2,3) is a bounded domain with a sufficiently smooth
boundary 9Q2. When d = 1, Q is simply an interval, e.g., Q = (0,]) for some [ > 0. The classical
Cahn-Hilliard equation can be written in the following form:

00 =V - [M(¢)Vpu], inQx(0,7), 1
u=—-Ap+ F'(¢), in Qx(0,7). (.1

The unknown function ¢ is called the order parameter or phase-field, which is related to local concen-
trations of the two components of a binary mixture. It may have different interpretations according to
the physical context, for instance, the volume fraction, mass fraction, or mole fraction [4, 6]. Usually
people consider a rescaled form of ¢ such that it denotes the difference between local concentrations
for the two components, that is, ¢ = c4 — cp. Since the concentrations satisfy c4,cp € [0, 1] and
ca + cp = 1, it is straightforward to check that ¢ should take its value in the physical interval [—1, 1],
with +1 corresponding to the pure states. In a general framework for the description of free interfaces,
the phase-field function ¢ takes distinct values in different bulk phases away from the diffuse interface
separating them, and the free interface can be identified with an intermediate level set of ¢ (e.g., the
zero-level set).

In Eq (1.1), u denotes the chemical potential, € is a positive constant and M is a nonnegative quantity
standing for the diffusion mobility that can be chosen as either a positive constant or a concentration
dependent function M = M(¢). From the mathematical point of view, (1.1) is a fourth order parabolic
equation for the unknown variable ¢ when M > (. Thus, suitable initial and boundary conditions
should be taken into account to form a well-posed problem. For the initial condition, we take

Pli=o = Po(x), in Q. (1.2)

On the other hand, one of the classical choices for boundary conditions is the following homogeneous
Neumann type:

M(@$)Vu-n=0, on 0Q x (0,7), (1.3)
On =0, on 0Q x (0, T). (1.4)

Here, n = n(x) denotes the unit exterior normal to the boundary dQ and 9, stands for the outward nor-
mal derivative on 0Q2. Other boundary conditions that are of interest are Dirichlet boundary conditions
(for ¢ and w) and periodic boundary conditions (cf. [21]).

The Cahn-Hilliard equation has been extensively studied in the literature both analytically and nu-
merically. Our aim in this paper is to review the derivation, mathematical structure and some analytical
issues for the Cahn—Hilliard equation and its variants, with main focus on the well-posedness and
long-time behavior of global solutions. Some other important and interesting problems like nonlocal
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interactions, limit motions, formal and rigorous justifications of the sharp-interface limit etc are be-
yond the scope of this paper. In Section 2, we present results for the Cahn—Hilliard equation in the
classical setting, i.e., the initial boundary value problem (1.1)—(1.4). In Section 3, we discuss some
recent developments on the dynamic boundary conditions.

2. Cahn-Hilliard equation in the classical setting

2.1. Derivation and structure

For an isotropic binary mixture with nonuniform composition at a fixed temperature, we consider
the following Ginzburg-Landau type free energy:

2
E") = [ SIVR + F@a @1
Q

The energy functional E** consists of two contributions, that is, the bulk part and the gradient part.
The bulk energy part represents the interaction of different components in a homogeneous system,
where F(¢) denotes the (Helmholtz) free energy density of mixing. A typical thermodynamically
relevant example is the following logarithmic potential (see [2,4])

Flog(s) = g[(l +5)In(1 + ) + (1 — s)In(1 — s)] - %sz, se(-1,1), (2.2)
for some constants 6,6, > 0, where 6 is the absolute temperature of the system and 6, is the critical
temperature of phase separation. The potential (2.2) is also related to the Flory—Huggins free energy
density in assessing the mutual miscibility of polymer solutions. When 0 < 8 < 6., it is easy to verify
that Fi,, has a double-well structure with two minima +¢, € (-1, 1), where ¢, is the positive root of
the equation Fj g(s) = 0 (see [22]). This case is of physical importance since the phase separation may
occur, see the phase diagram in [4,23]. The interval (—¢*, ¢*) with ¢* = (1 — 8/6.)"/> > 0 is called
the spinodal region, in which it holds F' {(’)g(s) < 0. When a homogeneous state is located in (—¢*, ¢*),
any small fluctuation in composition will lower the free energy and yield spontaneous phase separation
of the mixture towards the equilibrium compositions of two phases corresponding to +¢.. When the
system temperature 6 is closed to the critical temperature 6., i.e., the so-called “shallow quenching”
case, the singular potential Fj is often approximated by a polynomial of degree four like the following
form

1
Freg(s) = 2(1 = s?)’, seR. (2.3)
More precisely, in view of (2.2), we can apply Taylor’s expansion at s = 0 to get (cf. [24])

Fiog(s) = (g — %)52 + %s4.
For the special case 6§ = 3, . = 4, we recover (2.3) after adding the resultant with a constant 1/4.
The above simple approximation brings great convenience in the mathematical analysis and numeric
simulation for the Cahn—Hilliard equation. Nevertheless, we note that it leads to a shift of the location
of minima, i.e., from ¢, to 1. In the literature, there is another type of singular potential called
the double obstacle potential, which can be obtained in the “deep-quench limit” of the logarithmic
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potential (2.2) by letting 8§ — 0" (see [22]). In this case, the spinodal region eventually expands to
(=1, 1) and the corresponding free energy density usually takes the following form (after a shift by
adding the constant 6,/2):

6, N
S=s), ifsel-11], 0

0,
Fons(s) = 3(1 =) +L1(s) =
+00, if |s| > 1.

The gradient part of E® represents the spatial variation in composition of the mixture, where
€2 > 0 is a parameter often called the coefficient of gradient energy [2,21,23]. The small positive
constant € measures the capillary width of the mixture (i.e., thickness of the transition layer), see [6,7].
Formally speaking, this gradient term can be obtained by making expansion of a free energy density in
a region of nonuniform composition

. 2
F(¢)($. V9,92, ..) ~ F($) + %WF T

see e.g., [2,23] for details. As pointed out in [25], the gradient part accounts for heterogeneity of the
mixture and serves as a penalty for the phase-field function ¢ having sudden changes with respect to
the spatial variable x. It corresponds to the tendency of the mixture to prefer to be uniform in space
and gives an approximation of the interfacial surface energy [6]. Here, this gradient term can also be
regarded as an elliptic regularization against the possible backwards diffusion (noting that F can be
nonconvex in the spinodal region), in order to guarantee the system of partial differential equations to
be well-posed (cf. [4,25]). We note that the idea of regularization by gradient terms dates back to the
earlier work [26].

2.1.1. Derivation from the mass balance law

There are several ways to derive (and to understand) the Cahn—Hilliard equation (1.1). We first
present the derivation by using basic thermodynamics (cf. [2,23]). Recalling the definition of the
order parameter ¢, we see that local concentrations of the two components of a binary mixture can be
determined once the scalar function ¢ is known. Thus, dynamics of the composition can be predicted
by a single evolution equation for ¢.

The conserved dynamics of a phase separation process is due to the generalized (non-Fickian) diffu-
sion driven by gradients in the chemical potential i (see [2], and also [21,23,27]). Phenomenologically,
we consider a continuity equation

op+V-J=0, (2.5)

where the vector J denotes the mass flux. Equation (2.5) yields a differential (local) form for the
law of mass balance. The natural and possibly the simplest boundary conditions are as follows (cf.

(1.3)—(1.4))

J-n=0, on 0Q x (0,7), (2.6)
Ond = 0, on 0Q x (0, 7). 2.7)

The first boundary condition (2.6) is usually called the no-flux boundary condition such that after
integration by parts, we can easily deduce from (2.5) the mass conservation of the system (at least in a
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formal manner by assuming that the solution is smooth):

if(bdx:fat(pdx:—fV-de: J-ndS =0, Vre,T).
dr Jg Q Q o0

Therefore, it holds
fqﬁ(x, 1) dx = f ¢o(x) dx, Ytel0,T]. (2.8)
Q Q

On the other hand, the homogeneous Neumann boundary condition (2.7) for ¢ also has its physical in-
terpretation: the free interface between the two components intersects the solid wall (i.e., the boundary
0Q) at a perfect static contact angle of /2 (cf. [19,20]). Under this choice, the chemical potential y,
that is defined as the variational derivative of the bulk free energy E®* with respect to ¢, is given by

5Ebulk(¢)
# —_———

_ 2 ’
5 EAg + F'(¢), (2.9)

where F’ denotes the derivative of the bulk potential F with respect to ¢ (cf. [23,25]). The chemical
potential may be viewed as a forcing term proportional to the local distance from equilibrium [23].
Then the right expression of the mass flux J should be chosen to fulfill the basic thermodynamics, that
is, the evolution of ¢ must occur in such a way that the free energy E™* does not increase in time. For
instance, we may postulate the following constitutive equation

J=-M(p)Vpu. (2.10)

Thus, combining (2.5), (2.9) and (2.10), we arrive at the Cahn—Hilliard equation (1.1). Besides, it is
obvious that (2.6) together with (2.10) yields the boundary condition (1.3). An important consequence
of (2.6), (2.7) and (2.10) is that the free energy E® X is indeed non-increasing in time, which can be
seen from a direct calculation (cf. [21,28]):

4

E™™(g(1)) = f (Ve Vo + F(¢)d,0) dx
dr Q

- [(wogar= [ uv- a7 as
Q Q
= - fQ Vi - (M(¢)Vu) dx + fa Qﬂ(M(cb)Vﬂ-n)dS
=- f M(¢)|Vul* dx, Vte(0,T). (2.11)
Q

In this sense, (2.7) is sometimes referred to as the variational boundary condition such that it guar-
antees the validity of the energy dissipation property (2.11) and thus the resulting system fulfills the
requirement from the laws of thermodynamics.

When the Cahn-Hilliard equation (1.1) is subject to other types of boundary conditions for ¢ and g,
for instance, the periodic boundary conditions or the (nonhomogeneous) Dirichlet boundary conditions,
a similar energy dissipation law can still be derived, see e.g., [21].
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2.1.2. Gradient flow structure

Another possible derivation of (1.1) we would like to mention is based on the gradient flow ap-
proach, see e.g., [25], where the author treated the case with M being a positive constant. Within this
framework, the Cahn—Hilliard equation (1.1) can be derived by considering the constrained gradient
dynamics for the free energy E™, subject to the mass conservation property (2.8). Namely, we seek a
law of evolution in the form

0,0 = —Mgrad,E™™(¢), (2.12)

for some constant mobility M > 0. To specify the meaning of the constraint gradient denoted by grad,),
we introduce some function spaces (cf. [25,28]). For every f € H'(Q)’, we denote by 7 its generalized
mean value over Q such that f = [Q"'(f, gy if f € L'(Q), then its mean is simply given by
]_‘ = Q! fQ f(x)dx. Consider the realization of the minus Laplacian with homogeneous Neumann
boundary condition Ay € L(H'(Q), H'(Q)") defined by

(ANUVYry 1 o= fVu-Vvdx, Yu,ve H(Q).
Q

For the linear spaces
H@Q) ={uecHQ): u=0}, H'(Q) ={uecHQ) : u=0},

we can check that the operator Ay is self-adjoint, positively defined on H'(Q) and the restriction of
Ay from H'(Q) onto H~'(Q) is an isomorphism (an easy consequence from the Poincaré—Wirtinger
inequality and the Lax-Milgram theorem). Denote its inverse by N = Ay : H™'(Q) — H'(Q). Then
for every f € H'(Q), u = Nf € H'(Q) is the unique weak solution of the Neumann problem

—Au=f, inQ,
O =0, on 0Q.

Moreover, it holds

& DN = @ NHgrm =[N g1 = fQV(Ng)-V(Nf)dx, Ve, feH .
Let
Hy(Q) = [¢ € HY(Q) : 0n¢p = 0nAd = 0 0n 0Q}.

We remark that the second boundary condition for A¢ is actually equivalent to d,u = 0 on 0€ thanks to
(1.3)-(1.4). Let ¢ € H}‘V(Q). Then for any smooth function f satisfying ? = 0and d,f = 0 on 0Q, we
use the expression f = —A(N f) and integration by parts to obtain (in the sense of Gateaux derivative,
cf. [28, Section 3])

S k(g 1 1)

gradgE™"(¢)[ f] =

r=0

f (€96 -Vf + F/($)f)dx
Q

_ f (€A + F'(@))f d
Q
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- f (—EAp + F(G)AN ) dx
Q

= f V(-€A¢ + F'(9)) - VIN f) dx
= ( - A=A + F'($)). f)y1-
Hence, we can identify in H~'(€) that
grad)E™™ () = —A(-€’A¢ + F'(¢)), (2.13)
and specify its domain as H3(€). From (2.12) and (2.13) we obtain
0.6 = MA(=€’A¢ + F'(9)),

which is exactly the Cahn—Hilliard equation (1.1) with the mobility M being a positive constant and
subject to the boundary conditions (1.3)—(1.4).

The above simple argument indicates that in case of a constant mobility, the Cahn—Hilliard equa-
tion can be regarded as a constrained gradient flow in the Hilbert space H~'(€2). Concerning the more
general case with concentration dependent mobilities, it was shown in [29] that for the linear mo-
bility M(s) = s, the Cahn—Hilliard equation generates a gradient flow in the space endowed with a
non-Hilbertian metric, i.e., the L>-Wasserstein distance (note that the solution considered in [29] is
nonnegative in the framework therein). Moreover, in [30], the authors considered the Cahn—Hilliard
type equation with some general nonlinear mobilities (e.g., nonnegative concave functions) as a gradi-
ent flow in certain weighted-Wasserstein metric spaces and proved the existence of weak solutions by
the variational minimizing movement approach.

2.1.3. Derivation by the energetic variational approach

We note that the previous derivations, though performed along different procedures, aim to derive a
set of partial differential equations that mainly fulfill two physical constraints: the mass conservation
(expressed either in a local or a global form) and the energy dissipation. The constitutive relation
(2.10) is postulated to guarantee the energy dissipation (2.11), which may not be the unique choice for
this purpose. There are some other evolution equations that have similar properties, for instance, the
conservative Allen—Cahn equation (see [31])

0,0 = €€Ap — F' () + 1 f F'(¢)dx, inQx(0,7),
1Qf Jg

subject to the homogeneous Neumann boundary condition d,¢ = 0 on 9Q X (0, T'). In this case, a direct
calculation yields that (2.8) holds and the free energy E** is still non-increasing in time:

4

4 i) - fg (€99 - Vaip + F'(¢)0,¢) dx

= fg (-€A¢ + F'(¢)) 4 dx

= L(—8t¢+m)6,¢dx
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=—f|5z¢|2dX+F’(¢)faz¢dx
Q Q

=— f 10,01 dx, Yie(0,T). (2.14)
Q

Below we provide an alternative derivation of the Cahn—Hilliard equation (1.1) via the energetic
variational approach, which combines the least action principle and Onsager’s principle of maximum
energy dissipation in continuum mechanics [32-34]. Within this general framework, one can easily
include different physical processes by choosing specific form of the free energy as well as the dissi-
pation for the nonequilibrium system. Then based on suitable kinematic and energetic assumptions,
the corresponding partial differential equations can be uniquely determined by force balance relations.
This approach has been successfully applied to derive complex hydrodynamic systems in fluid dynam-
ics, liquid crystals, electrokinetics, visco-elasticity, and so on, we refer to [35-39] and the references
cited therein.

In the domain €, ¢ is assumed to be a locally conserved quantity that satisfies the continuity equa-
tion

09+ V- (gu) =0, (x,1) e QA% (0, 7). (2.15)

Here, the mass flux is given by J = ¢u, where u : Q — R¢ stands for the microscopic effective velocity
(e.g., due to certain diffusion process). Concerning the boundary conditions, we again assume the
no-flux boundary condition J - n = 0 on 092, which can be guaranteed by

u-n=0, (x,1) € 0Q2 x (0, T). (2.16)

For an isothermal closed system, we assume that the evolution of a binary mixture satisfies the
following energy dissipation law, which is a natural consequence of the first and second laws of ther-
modynamics (see e.g., [36]):

d
&Ebulk(t) = —D™k(p), 1€(0,7), (2.17)

where the bulk free energy E™X takes the form in (2.1) and the rate of energy dissipation D™ is
chosen as

D) = f ¢—2|u|2dx, (2.18)
oM

with M > 0 being the mobility.

It remains to determine the microscopic velocity uin (2.15). Let QX, QF ¢ R? be bounded domains
with smooth boundaries Ff)‘ ,I'Y, respectively. We introduce the flow map x(X, ) : Qg — QF, which is
defined as a solution to the system of ordinary differential equations

%X(X, N =uwxX, 0,0, >0,
x(X,0) = X,

(2.19)

where X = (X;, ..., Xy)" € Qg L X = (X1, . Xg)T € QF, and u(x, £) € R? is a (sufficiently smooth) velocity
field. The coordinate system X is called the Lagrangian coordinate system and it refers to © that we

Electronic Research Archive Volume 30, Issue 8, 2788—-2832.



2796

call the reference configuration. Meanwhile, the coordinate system x is called the Eulerian coordinate
system and it refers to Q' that we call the deformed configuration. We shall denote V, the spatial
gradient operator in € under the Eulerian coordinate system. Introduce now the action functional

T
AKX, 1) = - f E™%(¢(1)) dt. (2.20)

0

Then applying the least action principle, which states that the dynamics of a Hamiltonian system is
determined by a critical point of the action functional with respect to the trajectory (in the Lagrangian
coordinates), we eventually get

T
S A = — f f (V) - 6xdxdz,  with u = —€*A¢ + F'(¢). (2.21)
0o Jor
In the above computation, we have assumed a trivial boundary dynamics for ¢ such that the boundary
condition (1.4) holds. The relation (2.21) yields the conservative force (written in the strong form,
cf. [38, Section 2.2.1])
feony = _¢V/J

On the other hand, from Onsager’s maximum dissipation principle for a dissipative system, we can
calculate the dissipative force by taking variation of the Rayleigh dissipation functional R = %Z)b“"‘
(recall (2.18)) with respect to the rate function u, that is,

1 1 d
Sul=ok) = = =
(21) ) 2 dr

2
D" (u + i) = f %u-éudx.

Q

r=0
This gives the generalized dissipative force (again written in the strong form, cf. [38, Section 2.2.1]):

2

fdiss = - Mu-

By the force balance relation, i.e., Newton’s second law e a1 + feony + faiss = O (recalling that here we
have fi,..ia = O because the kinetic energy is neglected), we obtain

2
OV + %u =0, inQx(,7),

where y = —€*A¢ + F'(¢). Finally, solving u from the above algebraic equation and inserting it back
into (2.15), we arrive at the Cahn—Hilliard equation (1.1), subject to the boundary conditions (1.3)-
(1.4).

The above derivation via the energetic variational approach reveals that the Cahn—Hilliard equation
together with the classical boundary conditions naturally fulfills three important physical constraints:
conservation of mass, dissipation of energy and, in addition, the force balance.

2.2. Well-posedness

The Cahn—Hilliard equation (1.1) subject to the initial and boundary conditions (1.2)—(1.4) has
been extensively studied in the literature. A rather complete picture about the existence, uniqueness,
regularity and long-time behavior of global solutions has been obtained. For details, we refer the reader
to the recent book [41] and the references cited therein.
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2.2.1. The case with a regular potential

Concerning problem (1.1)—(1.4) with a constant mobility (e.g., M = 1 without loss of generality)
and a regular potential F (e.g., a fourth order polynomial like (2.3)), existence of global weak solutions
with an initial datum ¢, € H'(Q) can be easily obtained by using the Faedo—Galerkin method, thanks
to the Lyapunov structure (2.11) (see [21,42]). Existence and uniqueness of more regular solutions
with an initial datum ¢y € Hy(Q) = {¢ € H*(Q) : 9a¢p = 0 on Q} was proved in [91]. More precisely,
they considered

p=-EAp+F(9), with F'($) =6’ +y:0” - ¢,

where 7y, y, are two constant parameters. It was shown that the sign of y, (coefficient of the leading
order term) plays a crucial role in the study of existence of global solutions. If y, > 0, for any initial
datum there is a unique global solution, while for y, < 0, the solution must blow up in a finite time
for large initial data. The proofs therein relied on the Picard iteration scheme (for local existence and
uniqueness) and the energy method (for global existence and finite time blow-up). Besides, the authors
studied a finite element Galerkin approximation of the initial boundary value problem and obtained the
existence result as well as some optimal order error bounds. We also refer to [44], in which the authors
considered a general polynomial of the following form

2p-1

F'(s) = Zajsf, peN, p>2

J=1

and boundary conditions of either Neumann or periodic type. The specific form and growth condition
on the regular potential F' can be relaxed when studying the regularity of solutions, see for instance, [41,
Chapter 3, Section 3.4] such that F € C3(R), F(0) = F’(0) = 0 and

F'(s)>—cy, ¢9>0, VseR,
F'(s)s > c F(s)—cy, F(s)>-c3, ¢ >0, c,c3>0, VYseR,
|F'(s)| < eF(s)+c,, Ye>0, seR,

Besides, in [45], the author analyzed the Cahn—Hilliard equation (1.1) with M = 1, subject to (1.2)
and the homogeneous Dirichlet boundary conditions ¢ = A¢ = 0 on 02, where Q C RY d=1,2,3,is
a bounded domain with smooth boundary. He proved the unique global solvability in Hy(€) and the
existence of a global attractor, for a general regular function F € C3(R) satisfying F(0) = 0 and

F'(s)s—F(s)>-C, VYseR,
F(s)>-C, F'(s)>-C, F'(s)s>-C, VseR,
[F"'(s)| < C( +|s”), VseR,

where C > 0, p < 1 when d = 3 and p is arbitrary when d = 2. In the above assumptions, the growth
condition on the nonlinearity is essentially due to the Sobolev embedding theorem.

It is worth noting that when the mobility M is a positive constant, (1.1) is a fourth-order semilin-
ear parabolic equation. In general, a fourth-order parabolic equation does not maintain the maximum
principle that holds for second-order parabolic equations. Concerning the equation (1.1), its solution
¢ needs not to stay in the physically relevant interval [—1, 1] as time evolves, even if the initial datum
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¢o satisfies this property. We can refer to [41, Chapter 4, Remark 4.10] for a simple counterexam-
ple regarding the Cahn-Hilliard equation with M = 1 and F’(¢) = ¢ — ¢ in the case of one space
dimension.

Next, we would like to mention the viscous Cahn—Hilliard equation

{M = Au, in Qx (0, 7),

2 ’ ) (2.22)
u=aop—eAp+ F(p), in Qx(0,7),

with the viscous parameter @ > 0. Equation (2.22) was introduced in [46] to include certain viscoelastic
relaxation effects in the phase separation process, which was neglected in the original work [2]. The
viscous term ad,¢ is also related to the influence of certain internal microforces in the mixture (see
[47]). From the energetic point of view, it yields some additional dissipation in the system, for instance,
any smooth solution to the initial boundary value problem (2.22) with (1.2)—(1.4) satisfies

4

EPK(g) = — f |Vul>dx — « f 10,0/ dx, Vte(,T). (2.23)

Thus, the viscous Cahn—Hilliard equation (2.22) can be regarded as a regularized version of the original
Cahn-Hilliard equation (1.1). When the potential F' is regular, e.g., a general polynomial, we refer
to [43,48] for an extensive study on the computation and mathematical analysis for the equation (2.22)
subject to the homogeneous Dirichlet (or Neumann) boundary conditions as well as the initial condition
(1.2). The results in [43,48] showed that in a suitable sense the viscous Cahn—Hilliard equation (2.22)
can actually be viewed as an interpolation between the Cahn—Hilliard equation (1.1) (with M = 1) and
the Allen—Cahn equation for the grain-boundary migration (see [40]), that is,

dip = €Ap — F'(¢).

2.2.2. The case with a degenerate mobility

Next, we consider the situation that the diffusion mobility M is concentration dependent, and even
may be degenerate at some values of ¢. This case appeared in the original derivation of the Cahn—
Hilliard equation [1] and a thermodynamically reasonable choice is M(s) = 1 — s* (see [4,23,67,68]).
Concerning the mathematical analysis, the author of [49] studied a general Cahn—Hilliard type equation
in one space dimension (i.e., on the interval (0, 1)) with F’ being continuous and M being Holder
continuous such that

M@O)=M(1)=0, M(s)=>0, Vse(,1).

Then for any initial datum ¢ € H}(0,1) = {¢ € H*(0,1) : Du=0atx =0, 1} satisfying 0 < ¢y < 1, he
proved the existence of a global generalized solution ¢ with a uniform bound in L*(0, T; H'(0, 1)) and a
local L2-estimate on D*¢ when the equation does not degenerate. In particular, thanks to the degeneracy
of the mobility, he obtained nonnegativity of the solution such that 0 < ¢(x,7) < 1, see [49, Theorem
3.2]. We note that in [49], the phase function ¢ stands for the concentration of one component, not the
difference of concentrations. The result of [49] implies that the degenerate mobility M turns out to be
a sufficient condition for the existence of weak solutions with the physical property 0 < ¢(x,7) < 1 for
(x,7) € (0,1) X (0, +00), as long as 0 < ¢po(x) < 1 for x € (0, 1).

Later on, the Cahn—Hilliard equation (1.1) with a degenerate concentration dependent mobility as
well as a singular potential was analyzed in [50]. Assume that
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F{(s)=(- uz)‘”iF(s) form > 1anda Cl-iunction F:[-1,1] > R*U{0}; N
(ii) M(s) = (1 — s*>)"M(s) with a C'-function M : [-1,1] — R satisfying 0 < my < M(s) < M, for
s € [-1, 1], and M(s) is extended to R by setting M(s) = O for |s| > 1.

1) F(s) = Fi(s) + Fz(j), with ||[F2($)|lc2j-1,17 £ C and E‘ : (-=1,1) — R being convex, satisfying

It is easy to check that these general assumptions cover the physically relevant case with the logarithmic
potential (2.2) and M(s) = 1 — 5%, s € [-1, 1]. Let either 8Q € C"! or Q be convex in R (d > 1). Then
for any initial datum ¢, € H'(Q) with |¢o| < 1 almost everywhere in Q and fQ F(¢o) + D(¢pp) dx < +00,
problem (1.1)—(1.4) admits a global weak solution on an arbitrary time interval [0, T'], see [50, Theorem
1]. Here, the function ® : (—1,1) — R* U {0} is determined by

D”(s) = M(s)™", ®(0) = d’'(0) = 0.

The proof therein relied on some suitable approximation of the degenerate mobility and a specific
regularization of the singular potential such that (see [50, Section 3])

M(-1+¢g), fors<-1+eg,
M_(s) := < M(s), for|s| <1 -—g,
M(1 - ¢), fors>1-¢,

F,=F! + F, with

F/(-1+¢g), fors<-1+g,
(F))'(s) := F!'(s), for[s| <1 -g, F(0) = F1(0), (F})'(0) = F;(0),
F{(1-eg), fors>1-¢,

and F, being extended to be a function on R such that [|F5||c2®) < C. We note that the special structure
that M(s)F"(s) is bounded plays a crucial role in the proof of existence in [50].

Recently, the authors of [51] considered the Gibbs—Thomson effect in the phase separation process.
For the Cahn—Hilliard equation (1.1) in Q = [0, 27r]¢ subject to periodic boundary conditions, assuming
that the double-well potential F is smooth at its minima +1 (cf. (2.3)) and the mobility is of the form
M(s) = |1 — s?| without zero extension outside [-1, 1] (m > O when d = 1,2, and m € (0,2/(d — 2))
when d > 3), they proved that for any initial datum ¢, € H'(Q), the resulting initial boundary value
problem admits a global weak solution on an arbitrary time interval [0, T'], see [51, Theorem 2]. The
proof is again based on some regularization of the degenerate mobility and then passing to the limit in
the non-degenerate approximating problem. One difference from the previous results (cf. those in [50])
is that for the solution ¢, even if its initial value lies in [-1, 1], it may not remain inside [—1, 1] as long as
the interface has nonzero mean curvature, which accommodates the physical Gibbs—Thomson effect.
Nevertheless, we remark that in all the studies mentioned above, the uniqueness of weak solutions
(in various formulations) to the Cahn—Hilliard equation with a degenerate mobility remains an open
problem.

2.2.3. The case with a singular potential

A lot of attentions have been paid to the problem (1.1)—(1.4) with a constant mobility M > 0 and a
singular potential F including the typical ones (2.2) and (2.4), see [27,41,58] for some surveys on this
topic.

Electronic Research Archive Volume 30, Issue 8, 2788—-2832.



2800

To study the existence of solutions, one basic strategy is to regularize the singular potential in a suit-
able manner, prove the existence of solutions to the regularized problem, derive uniform estimates with
respect to the approximating parameter and then pass to the limit to extract a convergent subsequence.

In [22], the authors studied problem (1.1)—(1.4) in a bounded smooth domain Q c R? (d = 1,2,3)
with the double obstacle potential (2.4). They proved that for any initial datum ¢y € H'(Q), |po| < 1
almost everywhere in Q with its spatial average in (-1, 1), problem (1.1)—(1.4) admits a unique global
weak solution ¢ satisfying —1 < ¢(x,) < 1 almost everywhere in Q X (0, T), see [22, Theorem 2.2].
Some regularity results on the weak solutions were also obtained in [22, Section 2.2]. The proof
therein relied on the following C*-regularization for the singular potential (see [22, (2.9)]) such that
fore € (0, 1),

1 2 1
2—8(s—(1+§)) +§(1—s2)+§, fors>1+¢,
1 1
@(s—1)3+§(1—s2), forl <s<1+eg,
1
F(s) = 5(1—s2), for |s| < 1,
1 1
—@(S+1)3+§(1—s2), for —1-g<s<-1,
1 en2 1 €
Z(s+(1+5)) to=sh)+ fors<-1-e.

When the logarithmic potential (2.2) is concerned, several different methods have been developed
in the literature. The authors of [52] studied a general multi-component problem in a bounded smooth
domain Q c R? (d = 1, 2, 3) subject to homogeneous Neumann boundary conditions. Their results can
easily apply to the two-component problem, that is, for potentials like

F(s)=6[slns+ (1 - s)In(l = 5)] = (as* + a;s + az), s€(0,1),

if the initial datum ¢y € H'(Q), 0 < ¢o(x) < 1 almost everywhere in Q with its spatial average
belonging to (0, 1), problem (1.1)—(1.4) admits a unique global weak solution ¢ satisfying 0 < ¢(x, 1) <
1 almost everywhere in Q X (0, T), see [52, Theorem 1] for a general statement of the result. Indeed,
the arguments in [52, Section 3] also implied that 0 < ¢(x, ) < 1 almost everywhere in Q X (0, T), i.e.,
the set of singular points for F”’(s) has zero measure. Besides, in [52, Theorem 2] they justified the
“deep-quench limit” problem studied in [22] by letting § — 0*. The key idea of the proof in [52] is to
regularize the function G(s) = sln s by

slns, for s > ¢,
(;s(s) = S2

&
— +slne——=, fors<e,
2e 2

for some € € (0, 1). After solving the regularized problem, they derived estimates that are uniform in
€ and then passed to the limit as € — 0" to extract a convergent subsequence, whose limit is a global
weak solution to the original problem.

Later in [24], the authors introduced a different approximation of the logarithmic potential (2.2) in
terms of the following polynomials

S2k+2

F.(s)=6 - =5 Vse(=1,1), neN.
(5) ;(2“ 2° se (=L, n

D2k +2)
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Then for any initial datum ¢, € L*(Q) (or H'(Q)), ||¢oll @ < 1 with its spatial average in (-1, 1),
they prove that the initial boundary value problem (1.1)—(1.4) (or in a periodic setting) admits a unique
global weak solution satisfying ||¢(#)|| =) < 1 for # > 0 and for ¢ > 0, the set {x € Q : |p(x, 1) = 1}
has measure zero, see [24, Theorem 2.2]. Moreover, they showed the continuity property of weak
solutions, which yields the existence of a Cy-semigroup defined by S (¢) : ¢o — #(¢) in suitable phase

spaces.
In [27], the author considered the following equation
09 + xo = Ap, inQx(0,7),
i X2¢ Hu , | 0,7) (2.24)
p=—€Ap+ F(9), in Q% (0,7),

with some constant y > 0 and a general class of singular nonlinearities F’ € C'(-1, 1) satisfying
F(0) = F'(0) =0and
lim F’(s) = o0, lim F”(s) = +oo. (2.25)

s—+1 s—+1
In particular, the logarithmic potential (2.2) fulfills the above assumptions. By adapting the methods
in [50, 52], he made use of the following approximation F, € C '(R) such that for € € (0, 1),

F(-1+e)+F'(-1+¢e)s+1-¢), fors < -1 + ¢,
Fi(s) = {F'(s), for|s| < 1-g,
FFl-g)+F’'(1-¢e)(s—1+¢), fors>1-e¢.

Let Q ¢ R, d = 1,2,3 be a smooth bounded domain. The author proved that for any initial datum
$o € H'(Q), |¢o(x)| < 1 almost everywhere in Q with its spatial average belonging to (-1, 1), the initial
boundary value problem (2.24) with (1.2)—(1.4) admits a unique global weak solution ¢ satisfying
-1 < ¢(x,1) < 1 ae. in Q x (0,7), see [27, Theorem 2.6, Remark 2.7, Remark 2.8]. We note that
when y > 0, the equation (2.24) is usually referred to as the Cahn—-Hilliard—Oono equation, which
was introduced in [53] to model certain long-ranged (nonlocal) interactions. For further details on its
mathematical analysis, see e.g., [54] (with the regular potential (2.3)) and [55] (with singular potentials
including (2.2)). In [54], it was also shown that, in certain sense (i.e., the existence of a robust family
of exponential attractors as y — 07), the dynamics of the original Cahn—Hilliard equation is “close” to
that of the Cahn—Hilliard—Oono equation, for y > 0 being sufficiently small.

Besides the approximating arguments described above, there are some other approaches to handle
the Cahn—Hilliard equation with singular potentials. We first mention the work [56], which treated
problem (1.1)—(1.4) (again with a constant mobility) in a rather general setting. For a wide class of
non-smooth potentials including both (2.2) and (2.4), thanks to the decomposition

F(s) = B(s) +8(s),

where Eis a proper, lower semi-continuous and convex function and g is a C! function with Lipschitz
continuous derivative g = g’, the Cahn—Hilliard equation (1.1) can be written in a generalized form
involving multi-valued mappings via subdifferential operators. In this framework, the authors of [56]
first regularized the Cahn—Hilliard equation by the viscous one (cf. (2.22)) written in the following
form

(al + N)O,p = €A¢p — F'(¢) + Q! fg F’(x)dx, inQx(0,7),
Ond = 0, on 0Q x (0, T),
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where @ > 0 and N denotes the inverse of minus Laplacian subject to the homogeneous Neumann
boundary condition on the space Lj(Q) = {¢ € L*(Q) : fQ #(x)dx = 0}. Then they solved the vis-
cous problem (indeed in a more general form) using an argument based on Yosida’s approximation of
monotone operators. After deriving uniform estimates for the approximate solutions with respect to
the viscous parameter «, they obtained the existence of a global weak solution to the original problem
(1.1)—(1.4) by finding a convergent subsequence as @ — 0 (see [56, Theorem 6.1] for a complete
statement including also results on uniqueness and long-time behavior). On the other hand, with the
help of monotone operator methods [57], the authors of [65] provided a different proof for the exis-
tence and uniqueness of global weak solutions to problem (1.1)—(1.4) with logarithmic type potentials
(see [65, Theorem 1.2]). After decomposing the nonlinear singular term F” in (1.1) into a monotone
operator plus a globally Lipschitz continuous one, they achieved the conclusion in a direct manner
by solving an abstract Cauchy problem for a suitable Lipschitz perturbation of a monotone operator,
which is the subgradient of the convex part of the energy E™ (see [65, Theorem 3.1]).

2.2.4. Regularity of solutions and separation from the pure states

Regularity of solutions to problem (1.1)—(1.4) has been investigated in some works mentioned above
and the references cited therein. Roughly speaking, the parabolic nature of the Cahn—Hilliard equation
(valid when M > 0) can yield some instantaneous regularizing effect of its weak solutions for # > 0.
This fact is well understood for the case with regular potentials, while the case with singular potentials
like (2.2) and (2.4) turns out to be more tricky. On one hand, the possible singularity of the potential
(or its derivatives) at the pure states +1 guarantees that the order parameter ¢ stays in the physically
relevant interval (-1, 1) (cf. the case with a degenerate mobility). On the other hand, it brings further
difficulties to gain higher-order spatial regularity of the solution, see extensive discussions made in
[22,24,27,41,56,58,59,65].

The case with a logarithmic potential like (2.2) is of particular interest, because its two minima +¢.,
which are the two nonzero solutions to the equation

In(l+s) 26,

— = —y, ith0<6<80,,
I —s) HS wi <0<

locate exactly inside the interval (-1, 1). From the dissipative nature of the Cahn—Hilliard equation,
if the initial value is not a pure state (e.g., |Q|™| fgd)o(x) dx| < 1), one may expect in this case the
following strict separation property along evolution:

lp()llroy < 1 -6, (2.26)

for some constant 6 € (0,1). The property (2.26), if it holds, implies that in the conserved phase
separation process governed by the Cahn—Hilliard equation, the pure states can never be completely
reached. From the mathematical point of view, it plays an important role in the analysis of (1.1), since
the singular potential (2.2) can thus be regarded as a smooth, globally Lipschitz function so that further
regularity of solutions to (1.1) can be obtained, see e.g., [27,41,59,65].

In [59], the authors considered the viscous Cahn—Hilliard equation (2.22) when the spatial dimen-
sion is less or equal than three. Taking advantage of the viscous term ad,¢ (with @ > 0) and using the
comparison principle for second-order parabolic equations, they proved that the separation property
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(2.26) holds for all # > 0 (i.e., the so-called instantaneous strict separation property) and the separation
is indeed uniform when ¢ > 7, for an arbitrary but fixed > 0 (see [59, Corollary 3.2]). However, the
distance ¢ from the pure states +1 depends on the size of the viscous parameter « so that one cannot
pass to the limit as @ — 0 to draw the same conclusion for the original Cahn—Hilliard equation (1.1).

When @ = 0, the spatial dimension indeed plays a crucial role in the argument. In one and two
dimensions, the instantaneous strict separation property was proved in [59, Proposition 7.1, Theorem
7.2] for general singular potentials satisfying the conditions in (2.25). When the spatial dimension is
two, an additional assumption was also required therein:

|FI/(S)| < eC1|F,(S)|+C2

with some positive constants C, C,. The above condition allows one to apply the Trudinger—Moser
type inequality (see e.g., [60]). Nevertheless, the assumptions mentioned above are fulfilled by the
logarithmic potential (2.2). Later on, the authors of [55] extended the result to the two dimensional
Cahn—Hilliard—Oono equation (2.24) by employing an alternative approach, which relies on the analy-
sis of the following Neumann problem of an elliptic equation with a singular nonlinearity:

_ 2 Il — :
{ EA¢ + F'(¢) = f, inQ, 027

8n¢ = 05 OIl 8Q.

Here, the nonlinear function F is the strictly convex part of F satisfying limy_,., F(s) = +o0 (see [55,
Section 3]). We refer to [61-64] for generalizations to the higher order Cahn—Hilliard type equation
and some coupled systems with fluid interactions. In [55], an essential step to derive the separation
property of ¢ is to prove that the singular derivative satisfies F'(¢) € L¥(Q X (0, T)), which follows
from the fact u € L®(0, T; H*(Q)) (this corresponds to assuming f € H*(Q) in the elliptic problem
(2.27)). In the recent work [63], the requirement on the L;"’Hﬁ—regularity of the chemical potential u
was weakened to be u € L*(0,T; H'(Q)) by applying a suitable chain rule concerning the singular
nonlinearity F'(¢) (see [63, Lemma 3.2]).

When the spatial dimension is three, the situation is less satisfactory, because the singularity of the
logarithmic potential at +1 seems not strong enough. In [59], the authors obtained the instantaneous
strict separation property, under a stronger assumption on the potential such that (2.25) is satisfied
together with

[F”(s)| < C(F' ()P + 1)

for some C > 0 (see also [127] for some recent improvements). The above assumption is valid, for
instance, for a class of nonlinearities like (see [59, Remark 7.1])

h(s)

=5y where h € C'([-1,1]), h(x1)#0Oandy > I,

but it is not satisfied by the logarithmic potential (2.2) which is physically important. On the other hand,
in [65], using the strict separation property for solutions to the stationary problem of the Cahn—Hilliard
equation (see [65, Proposition 6.1]), the authors proved that global weak solutions of problem (1.1)—
(1.4) with logarithmic type potential will eventually stay away from the pure states +1 for sufficiently
large time. Besides, the stability result for the Cahn—Hilliard—Hele—Shaw system that was obtained
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in [61, Theorem 2.5] implies that (after simply neglecting the fluid interaction), if the initial datum ¢,
is not a pure state and belongs to a suitably small H?-neighborhood of a local minimizer of the free
energy E™¥, then the unique global strong solution to problem (1.1)—(1.4) with a logarithmic potential
exists and is strictly separated from the pure phases +1 for all # > 0.

2.3. Long-time behavior

In what follows, we review some results on the long-time behavior of global solutions to problem
(1.1)-(1.4) as t — +oco. Generally speaking, the study of long-time behavior of global solutions to a
nonlinear evolution equation can be divided into two categories: the first category is to investigate the
long-time behavior of the solution corresponding to a given initial datum, while the second category is
to investigate the long-time behavior of a bundle of solutions whose initial data vary in a bounded set
(see [146]). The latter category is related to the study of the associated infinite dimensional dynamical
system [140], for instance, the existence of (finite dimensional) global attractors, exponential attractors,
inertial manifolds, and so on. In this direction, there is a huge literature on problem (1.1)—(1.4) and its
variants, we refer to [24,27,42,44,45,54,55,58,59,101,136,138,140] and the references cited therein.
In particular, we refer to the recent book [41] for more detailed information.

In this paper, we confine ourselves to the discussion on the long-time behavior of a single trajectory
defined by the global solution to problem (1.1)—(1.4). In view of the energy dissipation relation (2.11),
it is natural to ask whether every bounded global solution to the evolution problem (1.1)—(1.4) will
converge to a single equilibrium (e.g., local or global minimizers of the energy functional E® ) as
t — +oo. This property is sometimes called the uniqueness of asymptotic limit as time tends to
infinity. In the one dimensional case, the long-time behavior of global solutions to problem (1.1)-
(1.4) with a regular potential like (2.3) was first analyzed in [145]. Based on the well-posedness
result obtained in [91] and the Lyapunov structure (2.11), the author proved that for any initial datum
oo € Hj‘v(Q), the trajectory of solution is relatively compact in H*(Q) and moreover, when t — +oo,
@(x,t) converges to the w-limit set of ¢y denoted by w(¢,), which is a compact, connected subset
of H*(Q) and is positive invariant under the nonlinear semigroup S(¢) : ¢y — ¢(¢) defined by the
solution (see [145, Theorem 2.2]). Besides, he proved that each element of w(¢y) is an equilibrium
and in the one dimensional case, the associated stationary problem has only finite number of solutions
(see [145, Theorem 3.4]). As a consequence, the connected set w(¢g) consists of only one point so that
the global solution ¢(t) to the time-dependent Cahn—Hilliard equation must converge to an equilibrium
as t — +oo (see [145, Theorem 3.5]). In this regard, we also refer to [137] for an extended result for
the one dimensional non-isothermal Cahn—Hilliard system.

The situation in higher spatial dimensions is more complicated. Although the dissipative structure
of problem (1.1)—(1.4) (cf. (2.11)) guarantees that the w-limit set of a given initial datum ¢, contains
only the steady states. However, this property is not sufficient to show that w(¢y) is a singleton. One
difficulty is that, in higher dimensions, the study on stationary solutions to the Cahn—Hilliard equation
turns out to be rather involved (see e.g., [72, 141]). In particular, due to the possible non-convexity
of the free energy E™, the structure of the set of equilibria seems far from being well understood
and estimates on the number of equilibria are only available in the one dimensional case so far [118,
145]. On the other hand, examples have been given in the literature such that even for certain simple
semilinear second order parabolic equation with a specific smooth nonlinear term, it admits a globally
bounded solution whose w-limit set is diffeomorphic to the unit circle S', namely, a continuum (see
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e.g., [131]).

Various assumptions have been made in the literature to assure that a bounded global solution of
an evolution equation will converge to a single equilibrium as t — +co. Among these attempts, an
efficient approach was proposed by [139], in which the author generalized the L.ojasiewicz inequality
for analytic functions in the finite-dimensional space R™ to the infinite dimensional spaces and proved
that, if the nonlinear term is real analytic in the unknown function then the convergence to a single
equilibrium as ¢t — +oco holds.

For problem (1.1)—(1.4) with a constant mobility (M = 1) and a general regular potential F :
Q xR — R depending analytically on x, ¢ uniformly in x with suitable growth assumptions, the
authors of [135] applied the Lojasiewicz—Simon approach and proved that the unique global solution
converges to a single equilibrium as  — +oo in the topology of C**(Q) with u € (0, 1) (see [135,
Theorem 3.1]). The proof therein relied on a generalized gradient inequality of f.ojasiewicz—Simon
type (see [135, Theorem 3.2]), which is applicable to the H~'-gradient flow defined by the Cahn—
Hilliard equation (cf. (2.12)). Indeed, from the energy dissipation relation (2.11) (with M = 1) and the
equation (1.1), we see that

+00 +00
fo IVu@)|I}> ) df < +00 = fo 8.1y A < +00.

On the other hand, from the precompactness of the trajectory ¢(¢) in certain space, for instance, C**(Q)
as shown in [135], one can find a convergent subsequence ¢(t,,) — ¢, in C*(Q), as t, ,/* +oo for some
equilibrium ¢, € w(¢y) (thanks to the characterization on w(¢,) for gradient systems). At this stage, if
one can show (which is not obvious indeed, since h(t) € L*(0, +00) does not imply h(¢) € L'(0, +o0))

+00
f 10:0(Ol 11 )y dt < +00,  for some 1, > 0,

4]
then it holds .
tl_l){rlgo f ||(9t¢(T)||(H1(Q))' dr =0.
t

As a consequence, we have
llp(®) = deollmry < Nld(2) = @y + 1¢() = deolliar @y
< ftt 10:6(Ol a1 @y AT + lp(t1) — Pooll it )y
- OT forallt >1¢,, ast, — +oo,
which further implies the convergence of ¢(¢) to ¢, for all t — +oco, namely,
(o) = {¢eo}-

We emphasize that the Lojasiewicz—Simon type inequality played an essential role in obtaining the
required L'-integrability of 10:6(Oll (11 )y on the unbounded interval R™ from its L*-integrability on
R™*, where the latter is an easy consequence from the energy dissipation (2.11). To achieve such a goal
(not limited to the Cahn—Hilliard equation but also for other gradient-like systems), different arguments
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have been developed in the literature, we may refer to, for instance, [77,94,120,121] and the references
cited therein.

Later in [65], the authors studied problem (1.1)—(1.4) with M = 1 and a logarithmic type potential
like (2.2). They derived an extended L.ojasiewicz—Simon type inequality (see [65, Proposition 6.3]) and
applied it to show that every global solution converges to a single equilibrium as t — +oo in H*(Q) for
r € (0, 1). In this case, we note that the regularity of stationary solutions, in particular, the property of
strict separation from pure states (which is indeed a direct consequence from the observation that every
solution of the stationary Cahn—Hilliard equation solves the viscous Cahn—Hilliard equation), plays a
crucial role in the derivation of the Lojasiewicz—Simon inequality involving a singular potential. In a
similar sprit, the authors of [97] presented a direct constructive descent method for finding minimiz-
ers of nonconvex functionals via the Lojasiewicz—Simon approach and applied it to phase separation
problems in multicomponent systems as well as image segmentation. Recently, in [55] the authors
extended the convergence result for global weak solutions to the Cahn—Hilliard—Oono equation (2.24)
with a logarithmic potential subject to (1.2)—(1.4), see [55, Theorem 7.1]. Besides, we would like to
mention that the above convergence results for problem (1.1)-(1.4) can be extended to the case with
non-constant mobilities, provided that M(¢) is non-degenerate.

3. Cahn-Hilliard equation with dynamic boundary conditions

The influence of boundaries (solid walls) on the phase separation process of binary mixtures has
attracted a lot of attentions of scientists. For instance, the occurring structures of a binary polymer
mixture during the phase separation process may get frozen by a rapid quench into the glassy state
and micro-structures at surfaces on small length scales can be produced [95]. In order to describe the
short-range interactions between the wall and both components of the mixture, suitable surface free
energy functional should be introduced into the system (see e.g., [95])

E*(¢) = fm glquﬁl2 +G(g)dS, (3.1)

where Vr stands for the tangential (surface) gradient operator defined on the boundary dQ and G is a
surface potential function that may take different forms in various physical contexts. The coeflicient x >
0 is related to the influence of spatial order parameter fluctuations on 9Q (e.g., the surface diffusion).
When « = 0, the model is closely related to the evolution of a free interface in contact with the solid
boundary, namely, the well-known moving contact line problem [19,20, 73,106, 107].

Like in Section 2, the Cahn—Hilliard equation for phase separation processes with boundary effects
still has to be supplemented by two boundary conditions, with natural considerations from the mass
conservation and energy dissipation (or in other words, energy balance). However, the crucial differ-
ence is that one now has to take into account the non-trivial boundary effects driven by the surface
energy (3.1). Different types of dynamic boundary conditions have been proposed and analyzed in
the literature. In what follows, we shall review some recent progresses in this direction. Before pro-
ceeding, we just remark that dynamic boundary conditions can be found in various physical problems
(e.g., heat conduction with heat source on the boundary, kinetic motion on the boundary of a vibrat-
ing object etc), see for instance, [92,93, 115] and the references cited therein. In particular, we refer
to [74,76,105,117] for the Caginalp phase-field system with dynamic boundary conditions accounting
for the non-isothermal phase transition process of a two-phase material.

Electronic Research Archive Volume 30, Issue 8, 2788—-2832.



2807

Remark 3.1. In the remaining part of this section, since we do not consider the asymptotic behavior
with respect to the parameter € in E® (recall (2.1)), without loss of generality, we simply set € = 1.

3.1. Dynamic boundary conditions of Allen—Cahn type

The first set of boundary conditions we would to mention are those proposed in [95, 123] (see
also [66] for a derivation from the semi-infinite Ising model with Kawasaki spin exchange dynamics).
To ensure the conservation of mass in the bulk (cf. (2.8)), one can again assume the following no-flux
boundary condition (for the sake of simplicity, hereafter we set the mobility M = 1)

Onut = 0, on 0Q % (0, 7). (3.2)

On the other hand, to guarantee that the Cahn—Hilliard system tends to minimize its total free energy,
the following variational boundary condition was proposed:

Fi(’)@ —kArd + Ondp + G(0) =0,  ondQx (0,T), (3.3)

where I'y > 0 denotes the surface kinetic coeflicient, Ar stands for the Laplace—Beltrami operator on
0Q and the possible interaction with the bulk part is presented by the term d,¢. The above boundary
condition is usually referred to as a dynamic one, since it contains the time derivative of the order
parameter. On the other hand, it can be viewed as a relaxation dynamics (L>-gradient flow) of the
surface free energy E*f on AQ. Then one can verify that the following energy dissipation relation
holds:

d%[Ebulk(qﬁ(t))+ES““C(¢(t))]+ f |Vy|2dx+rl 0,02dS =0, VYte(0,T). (3.4
Q s JoQ

When k = 0, the dynamic boundary condition (3.3) was proposed to describe some other physically
relevant situation for the dynamics of fluid—fluid free interface at the solid boundary (see e.g., [20])
such that the contact angle on 9Q turns out to be time dependent and may deviate from the static one
like /2 (cf. (1.4)).

3.1.1. Gradient flow structure

Besides the Lyapunov structure given by (3.4), the Cahn—Hilliard equation (1.1) subject to boundary
conditions (3.2)-(3.3) can actually be interpreted as a gradient flow of the total energy E°%(¢) =
EPX(¢) + ES"(¢) in the space H™'(Q) x L*(0Q) with respect to the following inner product:

(g,f)=fV(Ng)-V(Nf)dx+f gfds.
Q Fre)

Roughly speaking, the gradient flow is of a mixed type such that it is H~! in the bulk and L* on the
boundary (see [111, Section 3] for further details).
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3.1.2. Well-posedness

Now we review some presentive works on the well-posedness of the initial boundary value problem

09 = Au, in Qx(0,7),
u=-Ap+ F'(¢), inQx(0,7),
Ot = 0, on 0Q x (0, T),

(3.5)
riatqs —kArd + O0nd + G () =0,  ondQx (0,T),

Pli=o = po(x), in Q.

Let us first focus on the case with k > 0. The first result on the existence and uniqueness of global
strong solutions to problem (3.5) was obtained in [134]. There the authors considered the following
specific choice of free energies

@)= | (%IWIZ v 0t~ %aﬁz)dx,
Q (3.6)

surf — 5 2 & 2
E <¢>—fm(2|vr¢| + 54 - ng) as.

where the constant g; > 0 accounts for a modification of the effective interaction between the com-
ponents at the solid wall, and i; # 0 describes the possible preferential attraction of one of the two
components by the wall [123]. To overcome the mathematical difficulties due to the presence of the dy-
namic boundary condition as well as the Laplace—Beltrami operator on the boundary, they introduced
an approximate problem related to the phase-field system of Caginalp type

8(9[/1 - A/J = _al¢9 in Q x (Oa T)’
Ot = 0, on 0Q x (0,7),
€016 — Ap = i~ F'(9), in Qx(0,7),

(3.7
ric’),qb — KAr¢ + 0hop + G'(¢) = 0, on 0Q x (0, T),

Hli=o = Ho(X), Plizo = do(), in Q,

for some positive parameter £ > 0. Here, we note that the system (3.7) is slightly different from the
exact form of the approximate problem in [134, Section 2]. The reason is that we just want to describe
the main idea but not to get into some technical details therein. The approximate problem (3.7) can
be locally solved by first analyzing its linearized problem and then applying the contraction mapping
theorem (see [134, Theorem 3.1]). After deriving some uniform-in-time a priori estimates, the authors
were able to extend the unique local solution to be a global one (see [134, Theorem 4.1]). Finally, with
the help of uniform a priori estimates that are independent of &, they passed to the limit as € — 0%, to
obtain the existence of global strong solutions to the original problem (3.5).

Uniqueness of solutions can be proved by using the standard energy method, however, it was not
clear whether the solution obtain in [134] defines a Cy-semigroup in the energy space (cf. (2.1), (3.1)
and note that here « > 0):

V' = {(¢,9) € H(Q) x H(0Q) : ¥ = Ploa). (3.8)
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To handle this issue, in a subsequent paper [132], the authors studied the maximal L”-regularity of
the system (see [132, Theorem 2.1]) and provided an alternative proof on the global well-posedness
of problem (3.5) (see [132, Theorem 4.1]), which further implies that the solution indeed defines a
Co-semigroup in V! as expected. Based on this fact, they were able to prove the existence of a
global attractor in suitable phase spaces, see [132, Theorem 5.1, Theorem 5.2]. Later, the maximal
LP-regularity approach was also used in [133] to analyze the non-isothermal Cahn—Hilliard equation
with dynamic boundary conditions. For further applications to parabolic problems with boundary dy-
namics of relaxation type, we refer to [90].

A third approach to study problem (3.5) was given in [129], where the authors considered the
viscous Cahn-Hilliard equation for @ > 0:

0,6 = Au, in QX (0,7),

1t = adp— A+ F'(d), inQx(0,7),

Ot = 0, on 0Q x (0, T), 3.9
8,6 — kA1 + Bndp + G'(¢) = O, on 8Q % (0, T),

Pli=0 = Po(x), in Q,

where F,G € C*(R) are some general (but regular) potentials with arbitrary growth and satisfy the
following dissipative conditions:

liminf F”(s) > 0, liminf G”(s) > 0.

|s|]—+00 | s]—>+00

They introduced a new variable on the boundary, i.e., by taking the trace of the phase function ¢ such
that

¥ = dlaa

and then treated the dynamic boundary condition as a separate evolution equation (parabolic when
k > 0) on 0€2, namely,

8 = Ay, in Qx (0, 7),

u=aidp— Ao+ F'(¢), in Qx(0,7),

Ot = 0, on 0Q x (0, T),

o=, on 0Q x (0,T), (3.10)
O — KATY + 04¢ + G'(¥) = 0, on dQ x (0,7),

Bli=0 = Po(x), in Q,

Yli=o = Yo(x) := do(X)laqs on 9Q2.

Within this convenient framework, the authors proved the existence and uniqueness of global solutions
to problem (3.10) by using the Leray—Schauder principle, see [129, Theorem 2.1, Corollary 2.2, The-
orem 2.2]. Moreover, they constructed a robust family of exponential attractors (as @ — 0%) for the
semigroups associated with problem (3.10) in suitable phase spaces under the constraint due to mass
conservation (see [129, Theorem 3.1]). As a byproduct, the result therein also implies that the global
attractor obtained in the previous work [132] has finite fractal dimension.
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The analysis for problem (3.5) with singular potentials are more involved, since the combination of
dynamic boundary conditions with singular potentials can produce additional strong singularities on
the corresponding solutions close to the boundary (see [130]). In this direction, the first result on the
existence and uniqueness of global weak solutions was obtained in [113], within the following general
setting

8,6 = Au, inQx(0,T),
p = o — Ap + B(P) + n(P) — f, in Q% (0,7),

Ont = 0, on 0Q x (0, 7),

o=, on 0Q x (0, T), 3.11)
oW — kKArY + 0no + Br(¥) + nr(¥) = fr, on 0Q x (0, 7),

Pli=o = Po(x), in Q,

Yli=o = Yo(x) 1= do(X)laqs on 9<2.

where @,k > 0, see [113, Theorem 1, Theorem 2]. In the above system, the authors introduced a

suitable decomposition of the singular functions F” and G’ such as
F' =B+mn, G’ =pr + 7,

respectively, where 8 and B are monotone and possibly non-smooth, while 7 and 7 are some regular
(Lipschitz) perturbations. In [113], they aimed to keep the form of nonlinearities as general as possi-
ble. For instance, 8 and Sr are allowed to be essentially arbitrary, with some compatibility conditions
such that 8 grows faster than Sr (i.e., the bulk potential plays a dominating role) and that the other
boundary contributions satisfy a specific sign condition (see [113, Remark 6]). Well-posedness results
under certain alternative assumptions for 5, Sr, such as some growth conditions, were also discussed
in [113, Theorem 3]. The proofs for the existence results in [113] relied on the Yosida type regulariza-
tion of the possibly singular potentials, a suitable Faedo—Galerkin scheme (via eigenfunctions of the
elliptic problem —Au = Au subject to the homogeneous Neumann boundary condition) together with
the compactness method (based on suitable a priori estimates performed on the approximate solutions).
This argument indeed provides the fourth approach to handle problem (3.5) in a general setting.

Some further investigation was performed in [130]. We recall that the result obtained in [113]
yields the existence of global weak solutions if the (regular) surface nonlinearity G” has the “right”
sign at the singular points of the bulk nonlinearity F’ (i.e., at the pure states), that is, +G’(x1) > 0.
However, when the sign condition is violated, it was shown in [130, Remark 6.2] that one may not
be able to have classical solutions even in the one dimensional case. To overcome this difficulty, the
authors of [130] introduced a suitable notion of variational solutions (see [130, Definition 3.1]) and
proved its existence as well as uniqueness by using proper approximations of the singular potential
(see [130, Theorem 3.2]). Then they proved the existence of global and exponential attractors in [130,
Theorem 5.2]. Besides, connections between the variational solution and the solution in the usual sense
of distributions were established in [130]. The authors also discussed the possible separation of the
solutions from the singularities of the singular bulk potential (see [130, Section 4]). They showed that
those variational solutions are Holder continuous in space and will become solutions in the usual sense
if they do not reach the pure states on the boundary. This property can be guaranteed if either the sign
condition as in [113] holds or the singularity of the bulk potential F is strong enough (unfortunately, it
is not satisfied by the logarithmic one (2.2)). We refer to [27,41,58, 130] for detailed discussions.
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In [113,130], the authors mainly treated the case that the bulk potential F plays a dominating role.
Motivated by the study for the Allen—Cahn equation with singular potentials and dynamic boundary
conditions in [69], the authors of [85] considered the opposite side of the compatibility condition for
potential functions such that the boundary potential G is now the leading one (see [85, (2.11)]). For
problem (3.9) with @ > 0 and some general assumptions on the potentials that cover all these typical
cases (2.2), (2.3) and (2.4), the authors proved global existence, uniqueness and regularity results on
its solutions (see [85, Theorem 2.2, Theorem 2.3, Theorem 2.4, Theorem 2.6]). The argument therein
implies that in the case of a dominating boundary potential, the analysis can be somewhat simplified
and it indeed allows for a unified treatment for the initial boundary value problem (3.9). As far as
some extensions are concerned, we refer to [79] for the Cahn—Hilliard system with dynamic boundary
conditions and mass constraint on the boundary, and to [86] for the study of a nonstandard viscous
Cahn-Hilliard system with dynamic boundary condition.

When « = 0, i.e., the surface diffusion on 0Q is absent, we recall that existence and uniqueness of
global weak solutions to problem (3.5) have already been discussed in [113]. We also refer to [73] for
the analysis of problem (3.5) in a different context, which accounts for the evolution of fluid-fluid free
interfaces along the solid boundary in the “slow” dynamics such that the effect of flow can be neglected.
The authors proved well-posedness of the system with regular potentials (see [73, Theorem 2, Theorem
3]) and investigated its sharp interface limit via the method of matched asymptotic expansion. Besides,
the dynamics of the contact point and the contact angle were described and the theoretic results were
compared with numerical simulations.

Then a natural question arises, when the surface diffusion in the dynamic boundary condition is
vanishing as k — 0%, whether the solution to problem (3.5) with surface diffusion will converge to the
solution of problem (3.5) without surface diffusion? In [82], the authors gave an affirmative answer for
a wide class of potentials including (2.2), (2.3) as well as (2.4) (see [82, Theorem 2.2]). Their result
indicates that the solution of the limiting problem with x = 0 will lose some spatial regularity due to
the absence of the surface diffusion on 9Q as expected. For instance, the normal derivative d,¢ on the
boundary in general is no longer a function but an element in a dual space. Only under some specific
conditions it (as well as the boundary condition (3.3)) can hold almost everywhere (see [82, Theorem
5.1]).

3.1.3. Long-time behavior

When the long-time behavior of global solutions to problem (3.5) is concerned, we refer to [27,
41, 114, 129, 130, 132] for extensive studies within the theory of global and exponential attractors,
see also [70,71, 100, 101, 108, 109] for related results on some extended systems involving thermal
or memory effects. The role of surface diffusion in dynamic boundary conditions for parabolic and
elliptic equations was also discussed in [103] within the attractor theory.

Thanks to the energy dissipation relation (3.4), we see that the dynamics of the system can be
viewed as a mixing of the Cahn—Hilliard type in the bulk combined with the Allen—Cahn type on the
boundary. In particular, we expect that the global solution of problem (3.5) will converge to a single
equilibrium as t — +oo under suitable assumptions on the potentials F and G. When F, G take the
specific form in (3.6), in [144], the authors proved the convergence result (see [144, Theorem 1.1])
by applying an extended Lojasiewicz—Simon type inequality that involves a boundary term (see [144,
Lemma 3.4]). In [78], the authors obtained the convergence of global solutions to problem (3.5) with a
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general regular potential F being analytic in the phase function and under suitable growth assumptions
(see [78, Theorem 2.3]). They derived a L.ojasiewicz—Simon type inequality in the dual space (see [78,
Proposition 6.6]) by adapting the abstract result given in [77, Corollary 3.11]. Moreover, they proved
the convergence to a single equilibrium of global solutions to the phase-field model of Caginalp type
with dynamic boundary conditions (cf. (3.7)). In this aspect, we also refer to [143] for the convergence
result of an extended phase-field system with hyperbolic relaxation but without boundary diffusion.
More general case was treated in [114], where the authors considered a general singular bulk potential
(including (2.2)) together with a regular boundary potential, in the framework of [113]. They extended
the argument in [78] and derived an extended L.ojasiewicz—Simon inequality that also allows nonlinear
term on the boundary, see [ 114, Proposition 6.1] (recall that in [78,144] only linear boundary conditions
were considered). Then they proved the convergence to a single equilibrium for global solutions as
t — +oo. For related results on some extended Cahn—Hilliard systems, we may refer to [70,71, 106]
and the references cited therein.

We also mention [104] for the study on a nonlocal version of the Cahn—Hilliard equation character-
ized by a fractional diffusion operator which is subject to a fractional dynamic boundary conditions.
For the case with regular potentials, the author proved global well-posedness, regularity of solutions
(see [104, Theorems 3.3, 3.4, 3.5]) and the existence of an exponential attractor (see [104, Theorem
4.3]), which yields the existence of a global attractor with finite fractal dimension (see [104, Corollary

1.

3.2. Dynamic boundary conditions of Cahn—Hilliard type (1)

For simplicity, hereafter we consider the Cahn—Hilliard equation (1.1) with M = 1. In [98], the
author considered the phase separation in a binary mixture confined to a bounded domain with porous
walls, which may be (semi) permeable. In this case, due to the possible mass transfer on and through
the boundary 0Q, the homogeneous Neumann boundary condition (3.2) for the bulk chemical potential
w1 should be modified in a proper way. Alternatively, the author of [98] proposed the following Wentzell
type boundary condition for y, that is

Au+bdppt+cu=0,  ondQx(0,T), (3.12)

equation and wave equation). Then for sufficiently smooth solutions (¢, u), (3.12) is equivalent to the
following dynamic boundary condition

with some coefficients b > 0,c¢ > 0 (cf. [93, 115] for the Wentzell boundary condition for the heat

0ip + bt +cu=0,  ondQx(0,T). (3.13)

Under the above choice, we no longer have mass conservation in the bulk (unless letting b — +c0), but
anew conservation law for the “total mass” defined in the measure space (Q, dv) = (Q, dx)®(0Q, dS /b)

(see [98,115]):
alows [o%)- Lo
dr \Jg s b)) {)Q'ub.

The boundary condition (3.12) describes the situation that there is certain mass source (or leak) on the
boundary and thus the system undergoes a different diffusive process. When ¢ = 0, we see that the
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total mass is conserved along the evolution such that

f¢(t)dx+ ¢(r)§:f¢(0)dx+ ¢(O)§, Viel0,T]. (3.14)
Q 0Q b Q 0Q b

Namely, the wall is non-permeable, but certain mass exchange between the bulk and the boundary
is allowed. On the other hand, in order to guarantee that the system tends to minimize its total free
energy, the author proposed the following variational boundary condition in [98] (with G’ being a linear
function of ¢):

— kArd + 0ud + G'(¢) = %, on 8Q x (0, T). (3.15)
As a consequence, it holds
d bulk surf 2 2 dS
—[E™¢) + EV(@)| + | VuPdx+c | P —=0, Vi€ (0.T). (3.16)
dr Q Flo) b

Later in [116], the authors considered the phase separation process in a bounded domain with non-
permeable walls in some more general setting. Requiring that the total free energy is decreasing in
time and the total mass is conserved (see (3.14)), they derived the following set of boundary conditions
via a variational principle (see also [75]),

8,6 + b(Bupt — Arp) = 0, on 9Q x (0, T), (3.17)
% = —kArd + Ond + G (9), on 9Q x (0, T), (3.18)

for some b > 0, o > 0 and « > 0. Here, the term Aru in (3.17) corresponds to some regularizing
effect for the chemical potential u on the boundary. For oo > 0 and « > 0, (3.17) is often referred to
as the Cahn—Hilliard type dynamic boundary condition in the literature. When o = 0, (3.17) simply
reduces to the Wentzell boundary condition (3.13) with ¢ = 0. In [116], the authors indeed considered
a more general situation such that the parameter b is replaced by a positive function w™': w € L¥(0Q),
0 < w, < w(x) < w" for almost everywhere x € 0€), where w,,w* are given constants. With this
generalization, they were able to handle the situation when the “boundary mass” is linked to the vari-
able ¢ in a different way with respect to the “bulk mass”, for instance, the case when the dynamic
boundary condition arises as an approximation of a thin diffusive layer occupied by a different material
(see [116, Section 1]). From (3.17) and (3.18), it follows that the new mass conservation property
(3.14) is satisfied and the following energy dissipation relation holds (cf. (3.16))

d ds

a[Eb“‘k(qs) + EM(g)] + fg IVuf dx + o fa ) IVl — =0 Ve (3.19)

3.2.1. Gradient flow structure

As pointed out in [111], the Cahn—Hilliard equation (1.1) (with M = 1) subject to (3.17)—(3.18)
admits a gradient flow structure. For simplicity of the presentation, we set b = 1,0 > 0. Let us
consider the elliptic problem of Wentzell Laplacian

—0Aru + Ogu = fr, on 0Q.
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Applying the Lax—Milgram theorem, one can see that the above problem admits a unique weak solution
u = W(f) € V' with the constraint fQ udx + fm udS = 0, if the two nonhomogeneous terms on the

right—hand side SatiSfy f = (fQ, f]") S ((Vl ), and <fQ, 1>(H1(Q))’,H1(Q) + <f1", l>(H1(6Q))’,H1(6Q) = 0. With the
help of the solution operator W, Eq (1.1) subject to (3.17)—(3.18) can be viewed as a gradient flow of
the total energy E' with respect to the inner product

(& vy = fQ V(Wg) -V(Wfdx+ o fa Vr(Wg) - Vr(Wf)dS.

Q

Similar conclusions could be drawn for more general choices of parameters.

3.2.2. Well-posedness and long-time behavior

Assume that Q ¢ R?, d = 1,2,3, is a smooth bounded domain. Without loss of generality, let us
write the resulting initial boundary value problem in the following form:

0¢ = Au, in Q x (0,7),

p=-A¢+ F'(¢), in Q x (0,7),

0+ bOppt — A +cu =0,  ondQx(0,7), (3.20)
% = —kArd + Ond + G'(9), on 8Q x (0, T),

Pli=o = Po(x), in Q.

Note that in the one dimensional case, the terms involving Ar do not appear in any of the boundary
conditions.

We first review some known results for the case o = 0. The first results on existence and uniqueness
of global strong solutions to problem (3.20) with a regular bulk potential F' and a quadratic boundary
potential G was obtained in [98] by employing some classical methods such as the contraction mapping
principle and the energy method (see [98, Theorem 11, Theorem 12]). The proof therein extends the
idea in [134] by investigating an approximate system of Caginalp type. Besides, a comparison between
two solutions of the systems (3.5) and (3.20) was made in [98, Theorem 14], which provides an estimate
on the difference between the two solutions on certain finite time interval, explicitly in terms of the
parameters b and I'y. Later in [99], the author improved his result by using a different approach, i.e.,
the Faedo—Galerkin method, to prove the existence and uniqueness of a global solution to the same
problem, but under some more general assumptions on the bulk potential F, see [99, Theorem 4.1].
The result implies that the solution defines a continuous semigroup on a suitable phase space, which
enables him to investigate its long-time behavior by proving the existence of an exponential attractor
(and thus of a global attractor with finite dimension), see [99, Theorem 5.1, Theorem 5.6]. In [102],
the author further studied the asymptotic behavior as b — +oo and constructed a robust family of
exponential attractors for the problem under the same assumptions on the potential as in [99].

Convergence of global solutions to a single equilibrium as ¢ — +oco for problem (3.20) with o = 0
was first analyzed in [142]. Under the assumption that ¢,k > 0 and F is analytic with respect to the
phase function, the author proved the expected convergence result [142, Theorem 1.1] by means of
an extended Lojasiewicz—Simon type inequality with boundary term (see [142, Lemma 3.5]). Higher
order estimates on the convergence rate were also obtained in [142] by combining the L.ojasiewicz—
Simon approach (cf. [119]) together with the energy method. The mass conserved case ¢ = 0 is
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somewhat more involved, since the boundary contribution in the energy dissipation of (3.16) vanishes.
To overcome the difficulty due to a weaker dissipation that only comes from the bulk, in [110] the
authors applied a generalized Poincaré inequality to derive an improved Lojasiewicz—Simon type in-
equality subject to certain mass constraint (see [110, Lemma 4.1]), and then achieved the convergence
result [110, Theorem 2.4]. Moreover, they were able to prove the convergence of global solutions to
steady states in the limiting case b = oo.

Next, the case o > 0, ¢ = 0 was studied in [116] in a rather general setting, i.e., the bulk potential F
can be a singular one in a wide class and the constant b can be a bounded positive function. There the
authors overcame difficulties similar to those encountered in [130] and proved existence, uniqueness
as well as regularity of global weak solutions (defined in a suitable sense) and studied their long-
time behavior, including the existence of a compact global attractor and the convergence to a single
equilibrium as + — +oco. The arguments in [116] were rather involved, since the authors tried to
deal with the nonlinear terms under general assumptions, see [116, Section 3] for detailed discussions.
Concerning a different approach, we refer to [122] for existence and uniqueness of solutions to problem
(3.20) with regular potentials on a domain with either permeable or non-permeable walls, which were
obtained by applying the general theory of maximal L, regularity of relaxation type in [90].

We note that the boundary nonlinearity G in [116] was assumed to be a regular function. The
case with a possibly singular and dominating boundary potential was considered in [80]. The authors
introduced the unknowns on the boundary

U = dlaa, Hr = ploo

and considered the following alternative formulation of (3.20) (with some specific choice of parame-
ters)

81 = A, in Qx (0, T),
p=-Ap+F () - f, in Qx(0,7),

¢=y, u=pr on 9Q x (0, 7),

B + Ot — Arpar = 0, on 4Q x (0, T), 3.21)
pr = =Ary + 0ngp + G'(Y) - fr, on 0Q x (0, 7),

Pli=o = do(x), inQ,

Yli=o = Yo(x) := Po(Dlaq, on 0€,

where f, fr are some given functions. Working with a general setting of bulk and boundary poten-
tials including the typical types (2.2), (2.3) and (2.4), they proved existence and uniqueness (indi-
cated by a continuous dependence estimate) of global weak solutions, see [80, Theorem 2.1, Theorem
2.2]. Refined regularity for weak solutions and existence of strong solutions were obtained as well,
see [80, Theorem 4.2]. The proof of the existence result relies on the Yosida regularization of maximal
monotone graphs and the introduction of viscous terms in the equations for both bulk and boundary
chemical potentials u, yr in (3.21). Then the solvability of the approximate problem can be deduced
from the abstract theory of doubly nonlinear evolution inclusions [89]. After obtaining uniform esti-
mates for the approximate solutions, the authors of [80] were able to pass to the limit and conclude
the existence of global weak solutions. See [81] for an extension to the Cahn—Hilliard equation on
the boundary with bulk condition of Allen—Cahn type. We also refer to [87, 88] for extended results
on well-posedness and long-time behavior for the viscous regularization of problem (3.20) with an
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additional convection term. The proof for the existence of solutions in [87] was based on a similar
regularization of maximal monotone graphs but a different way of approximation for the equation via
the Faedo—Galerkin method.

In the recent work [96], for problem (3.20) with o > 0, ¢ = 0 and physically relevant singular (e.g.,
logarithmic) potentials, global regularity of weak solutions was established, see [96, Theorem 2.1].
When the spatial dimension is two, the authors showed the instantaneous strict separation property
such that for arbitrary positive time any weak solution stays away from the pure phases +1, while in
the three dimensional case, although the instantaneous separation property remains open, an eventual
separation property for large time was derived. As a consequence, they proved that every global weak
solution converges to a single equilibrium as t — +oo (see [96, Theorem 2.2]), by applying a suitable
Lojasiewicz—Simon type inequality. We expect that a similar result could be obtained for the case
oc=0,c>0.

3.3. Dynamic boundary conditions of Cahn—Hilliard type (1)

From the previous discussions, we see that under all choices of boundary conditions ((3.2) with
(3.3), (3.13) with (3.15), or (3.17) with (3.18)), the Cahn—Hilliard equation (1.1) satisfies two ba-
sic physical constraints, that is, the mass conservation and the energy dissipation. Among them, the
boundary conditions (3.2), (3.13) and (3.17) are proposed to keep suitable mass conservation property
in the physical domain (see (2.8), (3.14)), while the so-called variational boundary conditions (3.3),
(3.15), (3.18) are chosen in a phenomenological way so that the validity of some specific energy dissi-
pation relation is guaranteed (see (3.4), (3.16), or (3.19)). We note that (3.3), (3.15) and (3.18) can be
viewed as some sufficient conditions for the energy dissipation of the evolution system, however, such
choices may not be unique.

3.3.1. Model derivation

In [37], the authors derived a different type of dynamic boundary condition for the Cahn-Hilliard
equation (1.1), that is,

Ot =0, on 0Q x (0,7),
{ H ©.7) (3.22)

¢ = Ar(—kAr¢ + 0nd + G'(9)), on 0Q x (0,7).

The derivation is based on an energetic variational approach that combines the least action principle
and Onsager’s principle of maximum energy dissipation, from which we see that the equation (1.1)
subject to (3.22) naturally fulfills three basic physical properties: (1) kinematics: conservation of mass
both in the bulk Q and on the boundary 9Q; (2) energetics: dissipation of the total free energy; (3)
force balance: both in the bulk Q and on the boundary 0.

Below we sketch the derivation of (3.22), and refer to [37] for further details in a more general
setting. In the bulk Q, ¢ is assumed to be a locally conserved quantity that satisfies the continuity
equation

¢+ V- (gu) =0, (x,1) e QA% (0,7), (3.23)

where u : Q — R stands for the microscopic effective velocity (e.g., due to diffusion process etc). We
assume that u satisfies the no-flux boundary condition

u-n=0, (x,1) € 02 x(0,T). (3.24)
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Next, we consider some nontrivial boundary dynamics that is assumed to satisfy a local mass conser-
vation law analogous to (3.23) such that

¢+ Vr-(¢v) =0, (x,1) € 0Q % (0,7), (3.25)

where v : 0Q — R¢ denotes the microscopic effective tangential velocity field on the boundary. We
note that there is no need to impose any boundary condition on v, since here the boundary 0Q is
assumed to be a closed manifold.

Next, for an isothermal closed system, evolution of the binary mixtures is assumed to satisfy the
following energy dissipation law

d
d—tEtOtal(z) = -0, t€(0,T), (3.26)
where

Etotal(t) — Ebulk(t) + Esurf(t). (327)
For instance, E®* and E*"" are given by (2.1) and (3.1), respectively. On the other hand, the rate of
energy dissipation D% is chosen as

Dtotal(t) — @bUlk(t) + Z)Surf(l,)’ (328)

which also consists of contributions from the bulk and the boundary. Here, we assume that

5 2
D) = f Zi[—u-udx, DM (1) :f ;él—vwdS, (3.29)
Q b 0Q S

where M, M, are some positive mobility functions.
Finally, in order to derive a closed system of partial differential equations, it remains to determine
the microscopic velocities u, v in equations (3.23) and (3.25). Using the principle of least action and
Onsager’s maximum dissipation principle, we are able to derive the conservative and dissipative forces
according to the free energy (3.27) and the dissipation functional (3.28). Then by the force balance

relation (Newton’s second law), we obtain
{¢V;¢ + M, ¢ =0, inQx(0,7),

GV (ur + 0nd) + M 'p*v = 0, on 0Q x (0, 7), (3.30)

where the bulk and boundary chemical potentials are given by
p=-A¢+ F(9), pr = —kAr¢ + 0nd + G'(§).

Solving u, v from (3.30) and inserting them back into (3.23) and (3.25), respectively, we arrive at the
following Cahn—Hilliard system subject to a new class of dynamic boundary condition:

8,6 = V - (MyVya), inQx(0,T),

4= -\ + F (@), in Qx(0,7),

Ot = 0, on 0Q x (0, T), (331)
01 = Vr - (MVrur), on 9Q x (0, T),

fr = —kArd + ad + G' (), on 8Q x (0, T),

Bli=o = Po(x), in Q.
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When the mobilities are positive constants, for instance, My, = M, = 1, it was shown in [111] that
problem (3.31) can be regarded as a H™! type gradient flow equation of the total free energy £ both
in the bulk and on the boundary, with respect to a suitable inner product on certain function space
(see [111, Section 3] for details).

3.3.2. Well-posedness

Inspired by [129], it will be convenient to view the trace of the order parameter ¢ as an unknown
function on the boundary. After introducing the new variable

¥ = Plags

the initial boundary value problem of the Cahn-Hilliard system (3.31) can be written in the following
form (taking My, = M, = 1 for simplicity):

00 = A, inQx(0,T),

u=—-A¢+ F'(¢), inQx(0,T),

Ot = 0, on 0Q x (0,7),

o=y, on 0Q x (0,T), (3.32)
o = Arur, on 0Q x (0,7),

Ur = —kAry + 0n¢ + G' (), on 9Q x (0,7),

Pli=o = Po(x), in Q,

Yli=o = Yo(x) 1= do(X)laa, on 0Q.

Assume that Q ¢ RY, d = 2,3, is a smooth bounded domain. Well-posedness of problem (3.32)
was first analyzed in [37] when F and G are suitable regular potentials (including the typical choice
like (2.3) for F and the physically relevant surface potential in [20] for G). The one dimensional
case would be easier since the boundary dynamics is trivial such that the terms involving the operator
Ar simply vanish. The proof therein was inspired by the argument in [129]. First, for the problem
with surface diffusion (i.e., k > 0), the authors introduced a regularization by adding viscous terms
in both of the bulk and boundary chemical potentials. This leads to a viscous Cahn—-Hilliard equation
subject to a dynamic boundary condition of viscous Cahn—Hilliard type, which can be solved by using
the contraction mapping principle (see [37, Proposition 4.1]). After deriving global-in-time a priori
estimates that are independent of the approximating parameter as well, they obtained the existence of
global weak (and strong) solutions by finding a convergent subsequence of the approximate solutions
after passing to the limit, see [37, Theorem 3.1].

For the case without surface diffusion, i.e., k = 0, the existence result can be achieved by deriving
uniform estimates independent of the parameter « and then taking the limit as x — 0% (i.e., the van-
ishing surface diffusion limit), see [37, Theorem 3.2]. In both cases, the uniqueness of solutions can
be proved by a standard energy method. It is worth mentioning that the solution will lose some spatial
regularity due to the absence of the surface diffusion (cf. [82] for a similar situation for problem (3.5)).
In order to guarantee that the boundary equation ur = —dn¢ + G’(¢) is satisfied for weak solutions in
the usual sense, that is, almost everywhere on 9Q2 X (0, T'), an additional geometric assumption was im-
posed in [37, Theorem 3.2]. This restriction was later removed in [111], where the authors introduced
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a weaker notion of the “weak solution” such that the bulk and boundary chemical potentials satisfy the
following weak form (see [111, Definition 4.1])

T T T T
f fw) dxdr + f f urndSde = f f V¢ -V + F'(¢p)ndxdr + f f G'(y)ndSdt,
0 Jo 0 Joo 0o Jo 0 Joo

for any test function n € L*(0,T; H'(Q)) N L*(Q x (0,T)) with nsq € L¥(OQ x (0,T)). Namely,
the troublesome boundary term d,¢ does not appear in an explicit way. Then they proved existence
and uniqueness of global weak solutions by an implicit time discretization based on the gradient flow
structure of problem (3.32), see [111, Theorem 4.3]. Unfortunately, their argument does not work for
singular potentials like the logarithmic potential (2.2) or the obstacle potential (2.4).

Well-posedness of problem (3.32) with singular potentials was first established in [84]. For the case
k > 0, the authors treated the initial boundary value problem in a wide class of nonlinearities (covering
(2.2), (2.3) and (2.4)) with the compatibility condition that the boundary potential plays a dominating
role. They proved existence and uniqueness of global weak solutions (see [84, Theorem 2.3, Theorem
2.4]) as well as existence of a unique global strong solution (see [84, Theorem 4.1]). The proofs
therein relied on several approximations of the original problem such as the introduction of viscous
regularizations in the chemical potentials, the Yosida approximation for maximal monotone graphs
and an implicit time discretization scheme for the bulk-boundary coupled system. They first proved
the existence of a discrete solution by taking advantage of the general maximal monotone theory. After
deriving a number of uniform estimates, they were able to conclude the existence results by performing
limiting procedures with respect to the time step first and then the approximating parameters.

3.3.3. Long-time behavior

Concerning the long-time behavior of problem (3.32), the authors made a preliminary investigation
for the case « > 0 in [128] within the framework of infinite dimensional dynamical systems. For the
system with regular potentials, they proved existence of exponential attractors, which also yields the
existence of a global attractor with finite fractal dimension (see [128, Theorem 2.1]), while for the
system with singular potentials, they showed the existence of a global attractor in a suitable complete
metric space (see [128, Theorem 2.2]). The result is less satisfactory for the latter, because of the
possible singularity of the bulk and boundary potentials at the pure phases +1 and its interplay with
the dynamic boundary condition (cf. [130]). To overcome this difficulty, one crucial step is to establish
the strict separation property of the solution (cf. [96] for problem (3.20)). Besides, the case without
boundary diffusion (k = 0) turns out to be more difficult, since it is not clear so far whether the solutions
to problem (3.32) can define a Cy-semigroup in a suitable phase space.

The long-time behavior of a single global solution was first analyzed in [37]. With the additional
assumption that the regular potentials ' and G are real analytic functions on R, the authors proved that
every global bounded weak/strong solution to problem (3.32) will converge to a single equilibrium as
t — +oo and provided an estimate on the convergence rate, see [37, Theorem 3.3]. The conclusion was
again achieved by employing an extended Lojasiewicz—Simon type inequality [37, Lemma 6.3]. We
note that the above convergence results are valid for both cases with or without boundary diffusion,
1.e., for k > 0. Moreover, in presence of the boundary diffusion, by applying the f.ojasiewicz—Simon
approach in a different way, the authors were able to give a further characterization on the Lyapunov
stability of steady states (e.g., local energy minimizers) that may be non-isolated, see [37, Theorem
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3.4]. Whether the corresponding convergence or stability results hold for solutions to the system (3.32)
with singular potentials remains an open question, since it essentially relies on the regularity of solu-
tions, in particular, the strict separation property from the pure states +1.

At last, we remark that all the available results for problem (3.32) were obtained for the case with
constant mobilities. It will be interesting to study the case with non-constant mobilities that are con-
centration dependent or even degenerate.

3.4. Some extended models

In the last part, we mention some extensions of the Cahn—Hilliard equation with dynamic boundary
conditions that have been studied in the recent literature.

We note that in the formulations (3.10), (3.21) and (3.32), some ‘“‘strong” relations were imposed
on the phase-field function ¢ or the chemical potential u via the trace operator, namely, in terms of
some nonhomogeneous Dirichlet boundary conditions. To provide a more general description of the
interactions between the materials in the bulk and the materials on the boundary, extended models with
certain relaxed coupling relations between the bulk and boundary variables (e.g., via the Robin type
boundary conditions) were introduced and analyzed in [112, 124, 125].

In [124], the authors considered the following bulk-boundary coupling system that can be regarded
as an extension of (3.32):

0,9 = Au, in Qx(0,7T),

u=-A¢+ F'(¢), inQx(0,7),

Ot = 0, on 0Q x (0, 7),

o =ay+p, on 0Q x (0,7), (333)
0y = Arpr, on 0Q x (0, T),

Ur = —kAry + aong + G'(¥), on dQ x (0,7),

Pli=o = do(x), in Q,

Uli—o = Yo(x) := @ (Bo(Xlaa — B), on 0€,

for some constants @« # 0, § € R. The affine linear transmission condition between the bulk and
boundary phase-field variables (i.e., ¢ = ay + 8 on Q) was introduced in order to account for some
non-trivial boundary interactions. This condition can be further relaxed by imposing a Robin type
boundary condition such that

81 = A, inQx(0,7),

1= —Ad+ F' (), in Qx (0, T),

Onpt = 0, on 0Q x (0, T),

Konp = HW) - ¢, on 0Q x (0, T), 334
oW = Arpr, on 0Q x (0, T),

Hr = —KkAry + H' ()0a¢ + G’ (), on 9Q x (0,7T),

Pli=o = ¢o(x), in Q,

li=o = Yo(x), on 0Q,
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for some K > 0 and a function H € C?(R). Under suitable assumptions, the authors proved exis-
tence and uniqueness of global weak solutions to problems (3.33) and (3.34) (see [124, Theorem 2.1,
Theorem 2.2]). Besides, for the special case H(s) = as + 3, they showed the weak convergence of
solutions as the parameter K — 07, and derived an error estimate between solutions of the two models,
see [124, Theorem 2.3]. Analysis on some similar extended models for the Allen—Cahn equation with
dynamic boundary conditions can be found in [83,126].

An analogous Robin type relaxation can be imposed on the chemical potentials, which account for

possible reactions between the materials in Q and on Q. In [125], the authors studied the following
problem

09 = A, inQx(0,T),

1= —Ad + F' (), inQ x (0,7),

LOnu = Bur — p on 0Q x (0, 7),

o=, on 0Q x (0, T), (3.35)
O + Bonut — Arpur = 0, on 9Q x (0,7),

Ur = —kAry + 0z + G' (), on 0Q x (0,7),

Pli=0 = Po(x), in Q,

Yli=o = Yo(x) = do(Dlaa, on 00,

for some constants § # 0 and L > 0. The Robin type boundary condition indicates that the mass
flux Apu is driven by differences in the chemical potentials and the constant L™ can be interpreted as
the reaction rate. Taking 8 = 1, this boundary condition also allows people to establish a connection
between models (3.21) and (3.32), via the formal limits L — 0" and L — +o0, which correspond to the
limit cases of an instantaneous reaction (L — 0%) and a vanishing reaction rate (L — +00), see [125]
for detailed discussions. Thus, problem (3.35) can be interpreted as an interpolation between (3.21)
and (3.32) where the parameter L corresponds to a positive but finite kinetic rate. The authors proved
the existence, uniqueness and regularity of weak solutions to problem (3.35) (see [125, Theorem 3.1])
and investigated the asymptotic limits as L — 0" and L — +oco, establishing also convergence rates
for these limits, see [125, Theorem 4.1, Theorem 4.2]. Concerning the long-time behavior of global
solutions to problem (3.35), we refer to [112], where the authors proved the existence of a global
attractor and the convergence of global weak solutions to a single equilibrium as t — +co by means
of a Lojasiewicz—Simon type inequality, see [112, Theorem 4.9, Theorem 4.13]. Besides, they proved
that the global attractor of problem (3.21) is stable with respect to perturbations of the kinetic rate and
constructed a robust family exponential attractors for L € [0, 1] (see [112, Theorem 6.5]).

We note that the results obtained in [112, 124, 125] for the extended models are only valid for
regular potentials including (2.3). However, singular potentials like the logarithmic potential (2.2) or
the obstacle potential (2.4) are not admissible for the arguments therein. This will be an interesting
field for the future research.

Acknowledgments

The work of the author was partially supported by NNSFC 12071084.

Electronic Research Archive Volume 30, Issue 8, 2788—-2832.



2822

Contflict of interest

The authors declare there is no conflicts of interest.

References

1.

10.

11.

12.

13.

J. 'W. Cahn, On spinodal decomposition, Acta Metallurgica, 9 (1961), 795-801.
https://doi.org/10.1016/0001-6160(61)90182-1

J. W. Cahn, J. E. Hilliard, Free energy of a nonuniform system I. Interfacial free energy, J. Chem.
Phys., 28 (1958), 258-267. https://doi.org/10.1063/1.1744102

. J.. W. Cahn, J. E. Hilliard, Free energy of a nonuniform system. III. Nucleation

in a two-component incompressible fluid, J. Chem. Phys., 31 (1959), 688-699.
https://doi.org/10.1063/1.1730447

A. Novick-Cohen, The Cahn-Hilliard equation, in Evolutionary Equations (eds. C. M. Dafermos
and M. Pokorny), Handb. Differ. Equ., vol. 4, Elsevier/North-Holland, Amsterdam, (2008), 201—
228. https://doi.org/10.1016/S1874-5717(08)00004-2

. P. Bates, P. Fife, The dynamics of nucleation for the Cahn—Hilliard equation, SIAM J. Appl.

Math., 53 (1993), 990-1008. https://doi.org/10.1137/0153049

Q. Du, X.-B. Feng, Chapter 5 — The phase field method for geometric moving interfaces and their
numerical approximations, in Handbook of Numerical Analysis, Vol. 21, (eds. A. Bonito and R.
H. Nochetto), Elsevier, (2020), 425-508. https://doi.org/10.1016/bs.hna.2019.05.001

. D. M. Anderson, G. B. McFadden, A. A. Wheeler, Diffuse-interface methods in fluid mechanics,

Annu. Rev. Fluid Mech., 30 (1997), 139-165. https://doi.org/10.1146/annurev.fluid.30.1.139

.J. Kim, S. Lee, Y. Choi, S. Lee, D. Jeong, Basic principles and practical applica-

tions of the Cahn-Hilliard equation, Math. Probl. Eng., (2016), Art. ID 9532608, 11 pp.
https://doi.org/10.1155/2016/9532608

T. Ohta, K. Kawasaki, Equilibrium morphology of block copolymer melts, Macromolecules, 19
(1986), 2621-2632. https://doi.org/10.1021/ma00164a028

A. L. Bertozzi, S. Esedoglu, A. Gillette, Inpainting of binary images using
the Cahn—Hilliard equation, [EEE Trans. Image Process., 16 (2007), 285-291.
https://doi.org/10.1109/TIP.2006.887728

A. L. Bertozzi, S. Esedoglu, A. Gillette, Analysis of a two-scale Cahn—Hilliard
model for binary image inpainting, Multiscale Model. Simul., 6 (2007), 913-936.
https://doi.org/10.1137/060660631

H. Garcke, K.-F. Lam, E. Sitka, V. Styles, A Cahn—Hilliard—-Darcy model for tumour growth
with chemotaxis and active transport, Math. Models Methods Appl. Sci., 26 (2016), 1095-1148.
https://doi.org/10.1142/S0218202516500263

J. T. Oden, A. Hawkins-Daarud, S. Prudhomme, General diffuse-interface theories and an ap-
proach to predictive tumor growth modeling, Math. Models Methods Appl. Sci., 20 (2010), 477-
517. https://doi.org/10.1142/S0218202510004313

Electronic Research Archive Volume 30, Issue 8, 2788—-2832.


http://dx.doi.org/https://doi.org/10.1016/0001-6160(61)90182-1
http://dx.doi.org/https://doi.org/10.1063/1.1744102
http://dx.doi.org/https://doi.org/10.1063/1.1730447
http://dx.doi.org/https://doi.org/10.1016/S1874-5717(08)00004-2
http://dx.doi.org/https://doi.org/10.1137/0153049
http://dx.doi.org/https://doi.org/10.1016/bs.hna.2019.05.001
http://dx.doi.org/https://doi.org/10.1146/annurev.fluid.30.1.139
http://dx.doi.org/https://doi.org/10.1155/2016/9532608
http://dx.doi.org/https://doi.org/10.1021/ma00164a028
http://dx.doi.org/https://doi.org/10.1109/TIP.2006.887728
http://dx.doi.org/https://doi.org/10.1137/060660631
http://dx.doi.org/https://doi.org/10.1142/S0218202516500263
http://dx.doi.org/https://doi.org/10.1142/S0218202510004313

2823

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

E. Khain, L. M. Sander, Generalized Cahn—Hilliard equation for biological applications, Phys.
Rev. E, 77 (2008), 051129. https://doi.org/10.1103/PhysRevE.77.051129

M. Gurtin, D. Polignone, J. Vifals, Two-phase binary fluids and immiscible fluids de-
scribed by an order parameter, Math. Models Methods Appl. Sci., 6 (1996), 815-831.
https://doi.org/10.1142/S021820259600034 1

P. C. Hohenberg, B. 1. Halperin, Theory of dynamic critical phenomena, Rev. Modem Phys., 49
(1977), 435-479. https://doi.org/10.1103/RevModPhys.49.435

K.-F. Lam, H. Wu, Thermodynamically consistent Navier—Stokes—Cahn—Hilliard mod-
els with mass transfer and chemotaxis, FEur. J. Appl. Math., 29 (2018), 595-644.
https://doi.org/10.1017/S0956792517000298

H. Abels, H. Garcke, G. Griin, Thermodynamically consistent, frame indifferent diffuse interface
models for incompressible two-phase flows with different densities, Math. Models Methods Appl.
Sci., 22 (2012), 1150013. https://doi.org/10.1142/S0218202511500138

D. Jacqmin, Contact-line dynamics of a diffuse fluid interface, J. Fluid Mech., 402 (2000), 57-88.
https://doi.org/10.1017/S0022112099006874

T.-Z. Qian, X.-P. Wang, P. Sheng, A variational approach to moving contact line hydrodynamics,
J. Fluid Mech., 564 (2006), 333-360. https://doi.org/10.1017/S0022112006001935

C. M. Elliott, The Cahn—Hilliard model for the kinetics of phase separation, in Mathematical
Models for Phase Change Problems (editor J. F. Rodrigues), Internat. Ser. Numer. Math., 88,
Birkhéduser, Basel, (1989), 35-73. https://doi.org/10.1007/978-3-0348-9148-6_3

J. F. Blowey, C. M. Elliott, The Cahn-Hilliard gradient theory for phase separation with
nonsmooth free energy. I. Mathematical analysis, Eur. J. Appl. Math., 2 (1991), 233-280.
https://doi.org/10.1017/S095679250000053X

A. Novick-Cohen, L. A. Segel, Nonlinear aspects of the Cahn—Hilliard equation, Phys. D, 10
(1984), 277-298. https://doi.org/10.1016/0167-2789(84)90180-5

A. Debussche, L. Dettori, On the Cahn—Hilliard equation with a logarithmic free energy, Nonlin-
ear Anal., 24 (1995), 1491-1514. https://doi.org/10.1016/0362-546X(94)00205-V

P. C. Fife, Models for phase separation and their mathematics, Electron. J. Differ. Equ., (2000),
No. 48,26 pp. https://ejde.math.txstate.edu/Volumes/2000/48/fife.pdf

J. D. van der Waals, The thermodynamic theory of capillarity under the hypothesis of a continu-
ous variation of density, J. Stat. Phys., 20 (1979), 200-244. https://doi.org/10.1007/BF01011514

A. Miranville, The Cahn-Hilliard equation and some of its variants, AIMS Math., 2 (2017), 479—
544. https://doi.org/10.3934/Math.2017.2.479

D. Lee, J.-Y. Huh, D. Jeong, J. Shin, A. Yun, J. Kim, Physical, mathematical, and nu-
merical derivations of the Cahn-Hilliard equation, Comput. Mat. Sci., 81 (2014), 216-225.
https://doi.org/10.1016/j.commatsci.2013.08.027

E. Otto, The geometry of dissipative evolution equation: the porous medium equation, Comm.
Partial Differ. Equ., 26 (2001), 101-174. https://doi.org/10.1081/PDE-100002243

Electronic Research Archive Volume 30, Issue 8, 2788—-2832.


http://dx.doi.org/https://doi.org/10.1103/PhysRevE.77.051129
http://dx.doi.org/https://doi.org/10.1142/S0218202596000341
http://dx.doi.org/https://doi.org/10.1103/RevModPhys.49.435
http://dx.doi.org/https://doi.org/10.1017/S0956792517000298
http://dx.doi.org/https://doi.org/10.1142/S0218202511500138
http://dx.doi.org/https://doi.org/10.1017/S0022112099006874
http://dx.doi.org/https://doi.org/10.1017/S0022112006001935
http://dx.doi.org/https://doi.org/10.1007/978-3-0348-9148-6_3
http://dx.doi.org/https://doi.org/10.1017/S095679250000053X
http://dx.doi.org/https://doi.org/10.1016/0167-2789(84)90180-5
http://dx.doi.org/https://doi.org/10.1016/0362-546X(94)00205-V
https://ejde.math.txstate.edu/Volumes/2000/48/fife.pdf
http://dx.doi.org/https://doi.org/10.1007/BF01011514
http://dx.doi.org/https://doi.org/10.3934/Math.2017.2.479
http://dx.doi.org/https://doi.org/10.1016/j.commatsci.2013.08.027
http://dx.doi.org/https://doi.org/10.1081/PDE-100002243

2824

30

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

S. Lisini, D. Matthes, G. Savaré, Cahn—Hilliard and thin film equations with nonlinear mobil-
ity as gradient flows in weighted-Wasserstein metrics, J. Differ. Equ., 253 (2012), 814-850.
https://doi.org/10.1016/j.jde.2012.04.004

J. Rubinstein, P. Sternberg, Nonlocal reaction-diffusion equations and nucleation, IMA J. Appl.
Math., 48 (1992), 249-264. https://doi.org/10.1093/imamat/48.3.249

L. Onsager, Reciprocal relations in irreversible processes. 1., Phys. Rev., 37 (1931), 405-426.
https://doi.org/10.1103/PhysRev.37.405

L. Onsager, Reciprocal relations in irreversible processes. II., Phys. Rev., 38 (1931), 2265-2279.
https://doi.org/10.1103/PhysRev.38.2265

J. W. Strutt (Lord Rayleigh), Some general theorems relating to vibrations, Proc. London Math.
Soc., 4 (1873), 357-368. https://doi.org/10.1112/plms/s1-4.1.357

B. Eisenberg, Y. Hyon, C. Liu, Energy variational analysis of ions in water and channels:
field theory for primitive models of complex ionic fluids, J. Chem. Phys., 133 (2010), 104104.
https://doi.org/10.1063/1.3476262

Y. Hyon, D.-Y. Kwak, C. Liu, Energetic variational approach in complex fluids:
maximum dissipation principle, Discrete Contin. Dyn. Syst., 26 (2010), 1291-1304.
https://doi.org/10.3934/dcds.2010.26.1291

C. Liu, H. Wu, An energetic variational approach for the Cahn—Hilliard equation with dynamic
boundary condition: model derivation and mathematical analysis, Arch. Ration. Mech. Anal., 233
(2019), 167-247. https://doi.org/10.1007/s00205-019-01356-x

A. M. Sonnet, E. G. Virga, Dissipative Ordered Fluids Theories for Liquid Crystals, Springer-
Verlag, New York, 2012. https://doi.org/10.1007/978-0-387-87815-7

H. Wu, X. Xu, C. Liu, On the general Ericksen—Leslie system: Parodi’s relation, well-posedness
and stability, Arch. Ration. Mech. Anal., 208 (2013), 59-107. https://doi.org/10.1007/s00205-
012-0588-2

S. Allen, J. W. Cahn, A microscopic theory for antiphase boundwy motion and its
application to antiphase domain coarsing, Acta Metallurgica, 27 (1979), 1085-1095.
https://doi.org/10.1016/0001-6160(79)90196-2

A. Miranville, The Cahn-Hilliard Equation: Recent Advances and Applications, CBMS-
NSF Regional Conference Series in Applied Mathematics, 95., SIAM, Philadelphia, 2019.
https://doi.org/10.1137/1.9781611975925

B. Nicolaenko, B. Scheurer, Low-dimensional behavior of the pattern formation Cahn—Hilliard
equation, North-Holland Math. Stud., 110 (1985), 323-336. https://doi.org/10.1016/S0304-
0208(08)72727-0

C. M. Elliott, A. M. Stuart, Viscous Cahn—Hilliard equation, II. Analysis, J. Differ. Equ., 128
(1996), 387—414. https://doi.org/10.1006/jdeq.1996.0101

B. Nicolaenko, B. Scheurer, R. Temam, Some global dynamical properties of a
class of pattern formation equations, Comm. Partial Differ. Equ., 14 (1989), 245-297.
https://doi.org/10.1080/03605308908820597

Electronic Research Archive Volume 30, Issue 8, 2788—-2832.


http://dx.doi.org/https://doi.org/10.1016/j.jde.2012.04.004
http://dx.doi.org/https://doi.org/10.1093/imamat/48.3.249
http://dx.doi.org/https://doi.org/10.1103/PhysRev.37.405
http://dx.doi.org/https://doi.org/10.1103/PhysRev.38.2265
http://dx.doi.org/https://doi.org/10.1112/plms/s1-4.1.357
http://dx.doi.org/https://doi.org/10.1063/1.3476262
http://dx.doi.org/https://doi.org/10.3934/dcds.2010.26.1291
http://dx.doi.org/https://doi.org/10.1007/s00205-019-01356-x
http://dx.doi.org/https://doi.org/10.1007/978-0-387-87815-7
http://dx.doi.org/https://doi.org/10.1007/s00205-012-0588-2
http://dx.doi.org/https://doi.org/10.1007/s00205-012-0588-2
http://dx.doi.org/https://doi.org/10.1016/0001-6160(79)90196-2
http://dx.doi.org/https://doi.org/10.1137/1.9781611975925
http://dx.doi.org/https://doi.org/10.1016/S0304-0208(08)72727-0
http://dx.doi.org/https://doi.org/10.1016/S0304-0208(08)72727-0
http://dx.doi.org/https://doi.org/10.1006/jdeq.1996.0101
http://dx.doi.org/https://doi.org/10.1080/03605308908820597

2825

45

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

38.

59.

. V. K. Kalantarov, Global behavior of the solutions of certain fourth-order nonlinear equations,
Zap. Nauchn. Sem. Leningrad. Otdel. Mat. Inst. Steklov., 163 (1987), 66-75; translation in J.
Soviet Math., 49 (1990), 1160-1166. https://doi.org/10.1007/BF02208712

A. Novick-Cohen, On the viscous Cahn—Hilliard equation, in Material Instabilities in Continuum
Mechanics and Related Mathematical Problems (editor J. M. Ball), Oxford Univ. Press, Oxford,
(1988), 329-342.

M. Gurtin, Generalized Ginzburg-Landau and Cahn—Hilliard equations based on a microforce
balance, Phys. D, 92 (1996), 178—192. https://doi.org/10.1016/0167-2789(95)00173-5

F. Bai, C. M. Elliott, A. Gardiner, A. Spence, A. M. Stuart, The viscous Cahn—Hilliard equation,
I. Computations, Nonlinearity, 8 (1995), 131-160. https://doi.org/10.1088/0951-7715/8/2/002

J.-X. Yin, On the existence of nonnegative continuous solutions of the Cahn—Hilliard equation,
J. Differ. Equ., 97 (1992), 310-327. https://doi.org/10.1016/0022-0396(92)90075-X

C. M. Elliott, H. Garcke, On the Cahn—Hilliard equation with degenerate mobility, SIAM J. Math.
Anal., 27 (1996), 404-423. https://doi.org/10.1137/S0036141094267662

S.-B. Dai, Q. Du, Weak solutions for the Cahn—Hilliard equation with degenerate mobility, Arch.
Rational Mech. Anal., 219 (2016), 1161-1184. https://doi.org/10.1007/s00205-015-0918-2

C. M. Elliott, S. Luckhaus, A generalized diffusion equation for phase separation of a multi-
component mixture with interfacial free energy, IMA preprint series, No. 887, Retrieved from
the University of Minnesota Digital Conservancy, 1991. https://conservancy.umn.edu/
handle/11299/1733

Y. Oono, S. Puri, Computionally efficient modeling of ordering of quenched phases, Phys. Rev.
Lett., 58 (1987), 836—839. https://doi.org/10.1103/PhysRevLett.58.836

A. Miranville, Asymptotic behavior of the Cahn—Hilliard—Oono equation, J. Appl. Anal. Comput.,
1 (2011), 523-536. https://doi.org/10.11948/2011036

A. Giorgini, M. Grasselli, A. Miranville, The Cahn-Hilliard—-Oono equation with
singular potential, Math. Models Methods Appl. Sci., 27 (2017), 2485-2510.
https://doi.org/10.1142/S0218202517500506

N. Kenmochi, M. Niezgédka, I. Pawtow, Subdifferential operator approach to
the Cahn-Hilliard equation with constraint, J. Differ. Equ., 117 (1995), 320-354.
https://doi.org/10.1006/jdeq.1995.1056

R. E. Showalter, Monotone Operators in Banach Space and Nonlinear Partial Differential Equa-
tions, in: Mathematical Surveys and Monographs, 49, American Mathematical Society, Provi-
dence, RI, 1997. http://dx.doi.org/10.1090/surv/049

L. Cherfils, A. Miranville, S. Zelik, The Cahn—Hilliard equation with logarithmic potentials,
Milan J. Math., 79 (2011), 561-596. https://doi.org/10.1007/s00032-011-0165-4

A. Miranville, S. Zelik, Robust exponential attractors for Cahn—Hilliard type equa-
tions with singular potentials, Math. Methods Appl. Sci., 27 (2004), 545-582.
https://doi.org/10.1002/mma.464

Electronic Research Archive Volume 30, Issue 8, 2788—2832.


http://dx.doi.org/https://doi.org/10.1007/BF02208712
http://dx.doi.org/https://doi.org/10.1016/0167-2789(95)00173-5
http://dx.doi.org/https://doi.org/10.1088/0951-7715/8/2/002
http://dx.doi.org/https://doi.org/10.1016/0022-0396(92)90075-X
http://dx.doi.org/https://doi.org/10.1137/S0036141094267662
http://dx.doi.org/https://doi.org/10.1007/s00205-015-0918-2
https://conservancy.umn.edu/handle/11299/1733
https://conservancy.umn.edu/handle/11299/1733
http://dx.doi.org/https://doi.org/10.1103/PhysRevLett.58.836
http://dx.doi.org/https://doi.org/10.11948/2011036
http://dx.doi.org/https://doi.org/10.1142/S0218202517500506
http://dx.doi.org/https://doi.org/10.1006/jdeq.1995.1056
http://dx.doi.org/http://dx.doi.org/10.1090/surv/049
http://dx.doi.org/https://doi.org/10.1007/s00032-011-0165-4
http://dx.doi.org/https://doi.org/10.1002/mma.464

2826

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

T. Nagai, T. Senba, K. Yoshida, Application of the Trudinger—Moser inequality to a parabolic
system of chemotaxis, Funkcial. Ekvac., 40 (1997), 411-433. http://www.math.sci.kob
e-u.ac.jp/HOME/fe/xml/mr1610709.xml

A. Giorgini, M. Grasselli, H. Wu, The Cahn-Hilliard-Hele—-Shaw system with sin-
gular potential, Ann. Inst. H. Poincaré Anal. Non Lineaire, 35 (2018), 1079-1118.
https://doi.org/10.1016/j.anihpc.2017.10.002

A. Giorgini, A. Miranville, R. Temam, Uniqueness and regularity for the Navier—
Stokes—Cahn—Hilliard  system, SIAM J. Math. Anal., 51 (2019), 2535-2574.
https://doi.org/10.1137/18M 1223459

J-N. He, H. Wu, Global well-posedness of a Navier—Stokes—Cahn—Hilliard system
with chemotaxis and singular potential in 2D, J. Differ Equ., 297 (2021), 47-81.
https://doi.org/10.1016/j.jde.2021.06.022

G. Schimperna, H. Wu, On a class of sixth-order Cahn—Hilliard-type equations with logarithmic
potential, SIAM J. Math. Anal., 52 (2020), 5155-5195. https://doi.org/10.1137/19M 1290541

H. Abels, M. Wilke, Convergence to equilibrium for the Cahn-Hilliard equa-
tion with a logarithmic free energy, Nonlinear Anal., 67 (2007), 3176-3193.
https://doi.org/10.1016/j.na.2006.10.002

K. Binder, H. L. Frisch, Dynamics of surface enrichment: a theory based on the
Kawasaki spin-exchange model in the presence of a wall, Z. Phys. B, 84 (1991), 403-418.
https://doi.org/10.1007/BF01314015

J. W. Cahn, C. M. Elliott, A. Novick-Cohen, The Cahn-Hilliard equation with a concentration

dependent mobility: motion by minus the Laplacian of the mean curvature, Eur. J. Appl. Math.,
7 (1996), 287-301. https://doi.org/10.1017/S0956792500002369

J. W. Cahn, J. E. Taylor, Surface motion by surface diffusion, Acta Metallurgica, 42 (1994),
1045-1063. https://doi.org/10.1016/0956-7151(94)90123-6

L. Calatroni, P. Colli, Global solution to the Allen—Cahn equation with singular
potentials and dynamic boundary conditions, Nonlinear Anal., 79 (2013), 12-27.
https://doi.org/10.1016/j.na.2012.11.010

C. Cavaterra, C. G. Gal, M. Grasselli, Cahn—Hilliard equations with memory and dynamic bound-
ary conditions, Asymptot. Anal., 71 (2011), 123—-162. https://doi.org/10.3233/ASY-2010-1019

C. Cavaterra, M. Grasselli, H. Wu, Non-isothermal viscous Cahn—Hilliard equation with iner-
tial term and dynamic boundary conditions, Commun. Pure Appl. Anal., 13 (2014), 1855-1890.
https://doi.org/10.3934/cpaa.2014.13.1855

X.-F. Chen, M. Kowalczyk, Existence of equilibria for the Cahn-Hilliard equation via
local minimizers of the perimeter, Comm. Partial Differ. Equ., 21 (1996), 1207-1233.
https://doi.org/10.1080/03605309608821223

X.-F. Chen, X.-P. Wang, X.-M. Xu, Analysis of the Cahn—Hilliard equation with a relaxation
boundary condition modeling the contact angle dynamics, Arch. Rational Mech. Anal., 213
(2014), 1-24. https://doi.org/10.1007/s00205-013-0713-x

Electronic Research Archive Volume 30, Issue 8, 2788—-2832.


http://www.math.sci.kobe-u.ac.jp/HOME/fe/xml/mr1610709.xml
http://www.math.sci.kobe-u.ac.jp/HOME/fe/xml/mr1610709.xml
http://dx.doi.org/https://doi.org/10.1016/j.anihpc.2017.10.002
http://dx.doi.org/https://doi.org/10.1137/18M1223459
http://dx.doi.org/https://doi.org/10.1016/j.jde.2021.06.022
http://dx.doi.org/https://doi.org/10.1137/19M1290541
http://dx.doi.org/https://doi.org/10.1016/j.na.2006.10.002
http://dx.doi.org/https://doi.org/10.1007/BF01314015
http://dx.doi.org/https://doi.org/10.1017/S0956792500002369
http://dx.doi.org/https://doi.org/10.1016/0956-7151(94)90123-6
http://dx.doi.org/https://doi.org/10.1016/j.na.2012.11.010
http://dx.doi.org/https://doi.org/10.3233/ASY-2010-1019
http://dx.doi.org/https://doi.org/10.3934/cpaa.2014.13.1855
http://dx.doi.org/https://doi.org/10.1080/03605309608821223
http://dx.doi.org/https://doi.org/10.1007/s00205-013-0713-x

2827

74

75.

76.

7.

78.

79.

80.

81.

82.

83.

84.

85.

86.

87.

. L. Cherfils, S. Gatti, A. Miranville, Existence of global solutions to the Caginalp phase-field
system with dynamic boundary conditions and singular potentials, J. Math. Anal. Appl., 343
(2008), 557-566. https://doi.org/10.1016/j.jmaa.2008.01.077 With Corrigendum: J. Math. Anal.
Appl., 348 (2008), 1029-1030. https://doi.org/10.1016/j.jmaa.2008.07.058

L. Cherfils, S. Gatti, A. Miranville, A variational approach to a Cahn-Hilliard model
in a domain with nonpermeable walls, J. Math. Sci. (N.Y.), 189 (2012), 604-636.
https://doi.org/10.1007/s10958-013-1211-2

L. Cherfils, A. Miranville, On the Caginalp system with dynamic boundary conditions and sin-
gular potentials, Appl. Math., 54 (2009), 89—115. https://doi.org/10.1007/s10492-009-0008-6

R. Chill, On the Lojasiewicz—Simon gradient inequality, J. Funct. Anal., 201 (2003), 572-601.
https://doi.org/10.1016/S0022-1236(02)00102-7

R. Chill, E. Fasangova, J. Priiss, Convergence to steady states of solutions of the Cahn—
Hilliard equation with dynamic boundary conditions, Math. Nachr., 279 (2006), 1448-1462.
https://doi.org/10.1002/mana.200410431

P. Colli, T. Fukao, Cahn-Hilliard equation with dynamic boundary conditions and
mass constraint on the boundary, J. Math. Anal. Appl., 429 (2015), 1190-1213.
https://doi.org/10.1016/j.jmaa.2015.04.057

P. Colli, T. Fukao, Equation and dynamic boundary condition of Cahn—Hilliard type with singular
potentials, Nonlinear Anal., 127 (2015), 413-433. https://doi.org/10.1016/j.na.2015.07.011

P. Colli, T. Fukao, Cahn—Hilliard equation on the boundary with bulk condition of Allen—Cahn
type, Adv. Nonlinear Anal., 9 (2020), 16-38. https://doi.org/10.1515/anona-2018-0055

P. Colli, T. Fukao, Vanishing diffusion in a dynamic boundary condition for the Cahn—
Hilliard equation, NoDEA Nonlinear Differ. Equ. Appl., 27 (2020), Paper No. 53, 27 pp.
https://doi.org/10.1007/s00030-020-00654-8

P. Colli, T. Fukao, K.-F. Lam, On a coupled bulk-surface Allen—Cahn system with an affine linear
transmission condition and its approximation by a Robin boundary condition, Nonlinear Anal.,
184 (2019), 116-147. https://doi.org/10.1016/.na.2018.10.018

P. Colli, T. Fukao, H. Wu, On a transmission problem for equation and dynamic boundary con-
dition of Cahn—Hilliard type with nonsmooth potentials, Math. Nachr., 293 (2020), 2051-2081.
https://doi.org/10.1002/mana.201900361

P. Colli, G. Gilardi, J. Sprekels, On the Cahn—Hilliard equation with dynamic boundary con-
ditions and a dominating boundary potential, J. Math. Anal. Appl., 419 (2014), 972-994.
https://doi.org/10.1016/j.jmaa.2014.05.008

P. Colli, G. Gilardi, J. Sprekels, Global existence for a nonstandard viscous Cahn—Hilliard
system with dynamic boundary condition, SIAM J. Math. Anal., 49 (2017), 1732-1760.
https://doi.org/10.1137/16M 1087539

P. Colli, G. Gilardi, J. Sprekels, On a Cahn—Hilliard system with convection and dynamic bound-
ary conditions, Ann. Mat. Pura Appl., 197 (2018), 1445-1475. https://doi.org/10.1007/s10231-
018-0732-1

Electronic Research Archive Volume 30, Issue 8, 2788—-2832.


http://dx.doi.org/https://doi.org/10.1016/j.jmaa.2008.01.077
http://dx.doi.org/https://doi.org/10.1016/j.jmaa.2008.07.058
http://dx.doi.org/https://doi.org/10.1007/s10958-013-1211-2
http://dx.doi.org/https://doi.org/10.1007/s10492-009-0008-6
http://dx.doi.org/https://doi.org/10.1016/S0022-1236(02)00102-7
http://dx.doi.org/https://doi.org/10.1002/mana.200410431
http://dx.doi.org/https://doi.org/10.1016/j.jmaa.2015.04.057
http://dx.doi.org/https://doi.org/10.1016/j.na.2015.07.011
http://dx.doi.org/https://doi.org/10.1515/anona-2018-0055
http://dx.doi.org/https://doi.org/10.1007/s00030-020-00654-8
http://dx.doi.org/https://doi.org/10.1016/j.na.2018.10.018
http://dx.doi.org/https://doi.org/10.1002/mana.201900361
http://dx.doi.org/https://doi.org/10.1016/j.jmaa.2014.05.008
http://dx.doi.org/https://doi.org/10.1137/16M1087539
http://dx.doi.org/https://doi.org/10.1007/s10231-018-0732-1
http://dx.doi.org/https://doi.org/10.1007/s10231-018-0732-1

2828

88

89.

90.

91.

92.

93.

94.

95.

96.

97.

98.

99.

100.

101.

. P. Colli, G. Gilardi, J. Sprekels, On the longtime behavior of a viscous Cahn-Hilliard system
with convection and dynamic boundary conditions, J. Elliptic Parabol. Equ., 4 (2018), 327-347.
https://doi.org/10.1007/s41808-018-0021-6

P. Colli, A. Visintin, On a class of doubly nonlinear evolution equations, Comm. Partial Differ.
Equ., 15 (1990), 737-756. https://doi.org/10.1080/03605309908820706

R. Denk, J. Priiss, R. Zacher, Maximal L,-regularity of parabolic problems with
boundary dynamics of relaxation type, J. Funct. Anal., 255 (2008), 3149-3187.
https://doi.org/10.1016/j.jfa.2008.07.012

C. M. Elliott, S.-M. Zheng, On the Cahn-Hilliard equation, Arch. Rational Mech. Anal., 96
(1986), 339-357. https://doi.org/10.1007/BF00251803

J. Escher, Quasilinear parabolic systems with dynamical boundary conditions, Comm. Partial
Differ. Equ., 18 (1993), 1309—-1364. https://doi.org/10.1080/03605309308820976

A. Favini, G. R. Goldstein, J. A. Goldstein, S. Romanelli, The heat equation with generalized
Wentzell boundary condition, J. Evol. Equ., 2 (2002), 1-19. https://doi.org/10.1007/s00028-002-
8077-y

E. PFeireisl, F.  Simondon, Convergence for semilinear degenerate parabolic equa-
tions in several space dimensions, J. Dynam. Differ. Equ., 12 (2000), 647-673.
https://doi.org/10.1023/A:1026467729263

H. P. Fischer, P. Maass, W. Dieterich, Novel surface modes in spinodal decomposition, Phys. Rev.
Lett., 79 (1997), 893—-896. https://doi.org/10.1103/PhysRevLett.79.893

T. Fukao, H. Wu, Separation property and convergence to equilibrium for the equation and dy-
namic boundary condition of Cahn—Hilliard type with singular potential, Asymptot. Anal., 124
(2021), 303-341. https://doi.org/10.3233/ASY-201646

H. Gajewski, J. Griepentrog, A descent method for the free energy of multicomponent systems,
Discrete Contin. Dyn. Syst., 15 (2006), 505-528. https://doi.org/10.3934/dcds.2006.15.505

C. G. Gal, A Cahn-Hilliard model in bounded domains with permeable walls, Math. Methods
Appl. Sci., 29 (2006), 2009-2036. https://doi.org/10.1002/mma.757

C. G. Gal, Exponential attractors for a Cahn—Hilliard model in bounded domains with permeable
walls, Electron. J. Differ. Equ., (2006), No. 143, 23 pp. https://ejde.math.txstate.edu/
Volumes/2006/143/gal.pdf

C. G. Gal, Global well-posedness for the non-isothermal Cahn-Hilliard equa-
tion with dynamic boundary conditions, Adv. Differ. Equ., 12 (2007), 1241-1274.
https://projecteuclid.org/journals/advances-in-differential-equations
/volume-12/issue-11/Global-well-posedness-for-the-non-isothermal-Cahn-H
illiard-equation/ade/1355867414. full

C. G. Gal, Well-posedness and long time behavior of the non-isothermal viscous Cahn—
Hilliard equation with dynamic boundary conditions, Dyn. Partial Differ. Equ., 5 (2008), 39-67.
https://dx.doi.org/10.4310/DPDE.2008.v5.n1.a2

Electronic Research Archive Volume 30, Issue 8, 2788—-2832.


http://dx.doi.org/https://doi.org/10.1007/s41808-018-0021-6
http://dx.doi.org/https://doi.org/10.1080/03605309908820706
http://dx.doi.org/https://doi.org/10.1016/j.jfa.2008.07.012
http://dx.doi.org/https://doi.org/10.1007/BF00251803
http://dx.doi.org/https://doi.org/10.1080/03605309308820976
http://dx.doi.org/https://doi.org/10.1007/s00028-002-8077-y
http://dx.doi.org/https://doi.org/10.1007/s00028-002-8077-y
http://dx.doi.org/https://doi.org/10.1023/A:1026467729263
http://dx.doi.org/https://doi.org/10.1103/PhysRevLett.79.893
http://dx.doi.org/https://doi.org/10.3233/ASY-201646
http://dx.doi.org/https://doi.org/10.3934/dcds.2006.15.505
http://dx.doi.org/https://doi.org/10.1002/mma.757
https://ejde.math.txstate.edu/Volumes/2006/143/gal.pdf
https://ejde.math.txstate.edu/Volumes/2006/143/gal.pdf
https://projecteuclid.org/journals/advances-in-differential-equations/volume-12/issue-11/Global-well-posedness-for-the-non-isothermal-Cahn-Hilliard-equation/ade/1355867414.full
https://projecteuclid.org/journals/advances-in-differential-equations/volume-12/issue-11/Global-well-posedness-for-the-non-isothermal-Cahn-Hilliard-equation/ade/1355867414.full
https://projecteuclid.org/journals/advances-in-differential-equations/volume-12/issue-11/Global-well-posedness-for-the-non-isothermal-Cahn-Hilliard-equation/ade/1355867414.full
https://projecteuclid.org/journals/advances-in-differential-equations/volume-12/issue-11/Global-well-posedness-for-the-non-isothermal-Cahn-Hilliard-equation/ade/1355867414.full
http://dx.doi.org/https://dx.doi.org/10.4310/DPDE.2008.v5.n1.a2

2829

102

103.

104.

105.

106.

107.

108.

109.

110.

111.

112.

113.

114.

115.

. C. G. Gal, Robust exponential attractors for a conserved Cahn-Hillard model with sin-
gularly perturbed boundary conditions, Commun. Pure Appl. Anal., 7 (2008), 819-836.
https://doi.org/10.3934/cpaa.2008.7.819

C. G. Gal, The role of surface diffusion in dynamic boundary conditions: Where do we stand?
Milan J. Math., 83 (2015), 237-278. https://doi.org/10.1007/s00032-015-0242-1

C. G. Gal, Nonlocal Cahn—Hilliard equations with fractional dynamic boundary conditions, Eur.
J. Appl. Math., 28 (2017), 736-788. https://doi.org/10.1017/S0956792516000504

C. G. Gal, M. Grasselli, On the asymptotic behavior of the Caginalp system with
dynamic boundary conditions, Commun. Pure Appl. Anal., 8 (2009), 689-710.
https://doi.org/10.3934/cpaa.2009.8.689

C. G. Gal, M. Grasselli, A. Miranville, Cahn-Hilliard—Navier—Stokes systems with
moving contact lines, Calc. Var. Partial Differ. Equ., 55 (2016), Art. 50, 47 pp.
https://doi.org/10.1007/s00526-016-0992-9

C. Gal, M. Grasselli, H. Wu, Global weak solutions to a diffuse interface model for incompress-
ible two-phase flows with moving contact lines and different densities, Arch. Rational Mech.
Anal., 234 (2019), 1-56. https://doi.org/10.1007/s00205-019-01383-8

C. G. Gal, A. Miranville, Uniform global attractors for non-isothermal viscous and non-viscous
Cahn—Hilliard equations with dynamic boundary conditions, Nonlinear Anal. Real World Appl.,
10 (2009), 1738-1766. https://doi.org/10.1016/j.nonrwa.2008.02.013

C. G. Gal, A. Miranville, Robust exponential attractors and convergence to equilibria for non-
isothermal Cahn—Hilliard equations with dynamic boundary conditions, Discrete Contin. Dyn.
Syst. Ser. S, 2 (2009), 113—-147. https://doi.org/10.3934/dcdss.2009.2.113

C. G. Gal, H. Wu, Asymptotic behavior of a Cahn—Hilliard equation with Wentzell bound-
ary conditions and mass conservation, Discrete Contin. Dyn. Syst., 22 (2008), 1041-1063.
https://doi.org/10.3934/dcds.2008.22.1041

H. Garcke, P. Knopf, Weak solutions of the Cahn—Hilliard system with dynamic bound-
ary conditions: a gradient flow approach, SIAM J. Math. Anal., 52 (2020), 340-369.
https://doi.org/10.1137/19M1258840

H. Garcke, P. Knopf, S. Yayla, Long-time dynamics of the Cahn—Hilliard equation with kinetic
rate dependent dynamic boundary conditions, Nonlinear Anal., 215 (2022), Paper No. 112619.
https://doi.org/10.1016/j.na.2021.112619

G. Gilardi, A. Miranville, G. Schimperna, On the Cahn—Hilliard equation with irregular po-
tentials and dynamic boundary conditions, Commun. Pure Appl. Anal., 8 (2009), 881-912.
10.3934/cpaa.2009.8.881

G. Gilardi, A. Miranville, G. Schimperna, Long time behavior of the Cahn—Hilliard equation
with irregular potentials and dynamic boundary conditions, Chin. Ann. Math. Ser. B, 31 (2010),
679-712. https://doi.org/10.1007/s11401-010-0602-7

G. R. Goldstein, Derivation and physical interpretation of general boundary conditions, Adv.
Differ. Equ., 11 (2006), 457-480. https://projecteuclid.org/journals/advances-i

Electronic Research Archive Volume 30, Issue 8, 2788—-2832.


http://dx.doi.org/https://doi.org/10.3934/cpaa.2008.7.819
http://dx.doi.org/https://doi.org/10.1007/s00032-015-0242-1
http://dx.doi.org/https://doi.org/10.1017/S0956792516000504
http://dx.doi.org/https://doi.org/10.3934/cpaa.2009.8.689
http://dx.doi.org/https://doi.org/10.1007/s00526-016-0992-9
http://dx.doi.org/https://doi.org/10.1007/s00205-019-01383-8
http://dx.doi.org/https://doi.org/10.1016/j.nonrwa.2008.02.013
http://dx.doi.org/https://doi.org/10.3934/dcdss.2009.2.113
http://dx.doi.org/https://doi.org/10.3934/dcds.2008.22.1041
http://dx.doi.org/https://doi.org/10.1137/19M1258840
http://dx.doi.org/https://doi.org/10.1016/j.na.2021.112619
http://dx.doi.org/10.3934/cpaa.2009.8.881
http://dx.doi.org/https://doi.org/10.1007/s11401-010-0602-7
https://projecteuclid.org/journals/advances-in-differential-equations/volume-11/issue-4/Derivation-and-physical-interpretation-of-general-boundary-conditions/ade/1355867704.full
https://projecteuclid.org/journals/advances-in-differential-equations/volume-11/issue-4/Derivation-and-physical-interpretation-of-general-boundary-conditions/ade/1355867704.full

2830

116.

117.

118.

119.

120.

121.

122.

123.

124.

125.

126.

127.

n-differential-equations/volume-11/issue-4/Derivation-and-physical-inter
pretation-of-general-boundary-conditions/ade/1355867704. full

G. R. Goldstein, A. Miranville, G. Schimperna, A Cahn—Hilliard model in a domain with non-
permeable walls, Phys. D, 240 (2011), 754-766. https://doi.org/10.1016/j.physd.2010.12.007

M. Grasselli, A. Miranville, G. Schimperna, The Caginalp phase-field system with coupled dy-
namic boundary conditions and singular potentials, Discrete Contin. Dyn. Syst., 28 (2010), 67-98.
https://doi.org/10.3934/dcds.2010.28.67

M. Grinfeld, A. Novick-Cohen, Counting stationary solutions of the Cahn-Hilliard equa-
tion by transversality argument, Proc. Roy. Soc. Edinburgh Sect. A, 125 (1995), 351-370.
https://doi.org/10.1017/S0308210500028079

A. Haraux, M. A. Jendoubi, Decay estimates to equilibrium for some evolution equations with an
analytic nonlinearity, Asymptotic Anal., 26 (2001), 21-36. https://content.iospress.com
/articles/asymptotic-analysis/asy437

S.-Z. Huang, Gradient Inequalities, with Applications to Asymptotic Behavior and Stabil-
ity of Gradient-like Systems, Mathematical Surveys and Monographs, 126, AMS, 2006.
http://dx.doi.org/10.1090/surv/126

M. A. Jendoubi, A simple unified approach to some convergence theorem of L. Simon, J. Funct.
Anal., 153 (1998), 187-202. https://doi.org/10.1006/jfan.1997.3174

N. Kajiwara, Global well-posedness for a Cahn—Hilliard equation on bounded domains with
permeable and non-permeable walls in maximal regularity spaces, Adv. Math. Sci. Appl., 27
(2018), 277-298. https://mcm-www. jwu.ac.jp/~aikit/AMSA/pdf/abstract/2018/01
4_2018_top.pdf

R. Kenzler, F. Eurich, P. Maass, B. Rinn, J. Schropp, E. Bohl, W. Dieterich, Phase separation
in confined geometries: solving the Cahn—Hilliard equation with generic boundary conditions,
Comput. Phys. Commun., 133 (2001), 139-157. https://doi.org/10.1016/S0010-4655(00)00159-
4

P. Knopf, K.-F. Lam, Convergence of a Robin boundary approximation for a Cahn-—
Hilliard system with dynamic boundary conditions, Nonlinearity, 33 (2020), 4191-4235.
https://doi.org/10.1088/1361-6544/ab8351

P. Knopf, K.-F. Lam, C. Liu, S. Metzger, Phase-field dynamics with transfer of materials:
the Cahn-Hilliard equation with reaction rate dependent dynamic boundary conditions, ESAIM
Math. Model. Numer. Anal., 55 (2021), 229-282. https://doi.org/10.1051/m2an/2020090

K.-F. Lam, H. Wu, Convergence to equilibrium for a bulk-surface Allen—Cahn system coupled
through a nonlinear Robin boundary condition, Discrete Contin. Dyn. Syst., 40 (2020), 1847—
1878. https://doi.org/10.3934/dcds.2020096

S. O. Londen, H. Petzeltovd, Regularity and separation from potential barriers for the
Cahn—Hilliard equation with singular potential, J. Evol. Equ., 18 (2018), 1381-1393.
https://doi.org/10.1007/s00028-018-0446-2

Electronic Research Archive Volume 30, Issue 8, 2788—-2832.


https://projecteuclid.org/journals/advances-in-differential-equations/volume-11/issue-4/Derivation-and-physical-interpretation-of-general-boundary-conditions/ade/1355867704.full
https://projecteuclid.org/journals/advances-in-differential-equations/volume-11/issue-4/Derivation-and-physical-interpretation-of-general-boundary-conditions/ade/1355867704.full
https://projecteuclid.org/journals/advances-in-differential-equations/volume-11/issue-4/Derivation-and-physical-interpretation-of-general-boundary-conditions/ade/1355867704.full
http://dx.doi.org/https://doi.org/10.1016/j.physd.2010.12.007
http://dx.doi.org/https://doi.org/10.3934/dcds.2010.28.67
http://dx.doi.org/https://doi.org/10.1017/S0308210500028079
https://content.iospress.com/articles/asymptotic-analysis/asy437
https://content.iospress.com/articles/asymptotic-analysis/asy437
http://dx.doi.org/http://dx.doi.org/10.1090/surv/126
http://dx.doi.org/https://doi.org/10.1006/jfan.1997.3174
https://mcm-www.jwu.ac.jp/~aikit/AMSA/pdf/abstract/2018/014_2018_top.pdf
https://mcm-www.jwu.ac.jp/~aikit/AMSA/pdf/abstract/2018/014_2018_top.pdf
http://dx.doi.org/https://doi.org/10.1016/S0010-4655(00)00159-4
http://dx.doi.org/https://doi.org/10.1016/S0010-4655(00)00159-4
http://dx.doi.org/https://doi.org/10.1088/1361-6544/ab8351
http://dx.doi.org/https://doi.org/10.1051/m2an/2020090
http://dx.doi.org/https://doi.org/10.3934/dcds.2020096
http://dx.doi.org/https://doi.org/10.1007/s00028-018-0446-2

2831

128

129.

130.

131.

132.

133.

134.

135.

136.

137.

138.

139.

140.

141.

142.

. A. Miranville, H. Wu, Long-time behavior of the Cahn—Hilliard equation with dynamic bound-
ary condition, J. Elliptic Parabol. Equ., 6 (2020), 283-3009. https://doi.org/10.1007/s41808-020-
00072-y

A. Miranville, S. Zelik, Exponential attractors for the Cahn-Hilliard equation
with dynamical boundary conditions, Math. Meth. Appl. Sci., 28 (2005), 709-735.
https://doi.org/10.1002/mma.590

A. Miranville, S. Zelik, The Cahn—Hilliard equation with singular potentials and
dynamic boundary conditions, Discrete Contin. Dyn. Syst., 28 (2010), 275-310.
https://doi.org/10.3934/dcds.2010.28.275

P. Polacik, F. Simondon, Nonconvergent bounded solutions of semilinear heat equations
on arbitrary domains, J. Differ. Equ., 186 (2002), 586-610. https://doi.org/10.1016/S0022-
0396(02)00014-1

J. Priiss, R. Racke, S.-M. Zheng, Maximal regularity and asymptotic behavior of solutions for the
Cahn—Hilliard equation with dynamic boundary conditions, Ann. Mat. Pura Appl., 185 (2006),
627—-648. https://doi.org/10.1007/s10231-005-0175-3

J. Priiss, M. Wilke, Maximal L,-regularity and long-time behaviour of the non-isothermal
Cahn—Hilliard equation with dynamic boundary conditions, in Partial Differential Equations
and Functional Analysis, Oper. Theory Adv. Appl., 168, Birkhéduser, Basel, (2006), 209-236.
https://doi.org/10.1007/3-7643-7601-5_13

R. Racke, S.-M. Zheng, The Cahn—Hilliard equation with dynamical boundary conditions, Adv.
Differ. Equ., 8 (2003), 83—-110. https://projecteuclid.org/journals/advances-in-d
ifferential-equations/volume-8/issue-1/The-Cahn-Hilliard-equation-with-d
ynamic-boundary-conditions/ade/1355926869. full

P. Rybka, K. H. Hoffmann, Convergence of solutions to Cahn—Hilliard equation, Comm. Partial
Differ. Equ., 24 (1999), 1055-1077. https://doi.org/10.1080/03605309908821458

G. Schimperna, Global attractors for Cahn—Hilliard equations with nonconstant mobility, Non-
linearity, 20 (2007), 2365-2387. https://doi.org/10.1088/0951-7715/20/10/006

W.-X. Shen, S.-M. Zheng, On the coupled Cahn—Hilliard equations, Comm. Partial Differ. Equ.,
18 (1993), 701-727. https://doi.org/10.1080/03605309308820946

W.-X. Shen, S.-M. Zheng, Maximal attractor for the coupled Cahn—Hilliard equations, Nonlinear
Anal., 49 (2002), 21-34. https://doi.org/10.1016/S0362-546X(00)00246-7

L. Simon, Asymptotics for a class of nonlinear evolution equation with applications to geometric
problems, Ann. Math., 118 (1983), 525-571. https://doi.org/10.2307/2006981

R. Temam, Infinite-dimensional Dynamical Systems in Mechanics and Physics, Appl. Math. Sci.,
68, Springer-Verlag, New York, 1988. https://doi.org/10.1007/978-1-4612-0645-3

J.-C. Wei, M. Winter, Stationary solutions for the Cahn—Hilliard equation, Ann. Inst. H. Poincaré,
15 (1998), 459-492. https://doi.org/10.1016/S0294-1449(98)80031-0

H. Wu, Convergence to equilibrium for a Cahn—Hilliard model with the Wentzell boundary con-
dition, Asymptot. Anal., 54 (2007), 71-92. https://content.iospress.com/articles/as
ymptotic-analysis/asy839

Electronic Research Archive Volume 30, Issue 8, 2788—-2832.


http://dx.doi.org/https://doi.org/10.1007/s41808-020-00072-y
http://dx.doi.org/https://doi.org/10.1007/s41808-020-00072-y
http://dx.doi.org/https://doi.org/10.1002/mma.590
http://dx.doi.org/https://doi.org/10.3934/dcds.2010.28.275
http://dx.doi.org/https://doi.org/10.1016/S0022-0396(02)00014-1
http://dx.doi.org/https://doi.org/10.1016/S0022-0396(02)00014-1
http://dx.doi.org/https://doi.org/10.1007/s10231-005-0175-3
http://dx.doi.org/https://doi.org/10.1007/3-7643-7601-5_13
https://projecteuclid.org/journals/advances-in-differential-equations/volume-8/issue-1/The-Cahn-Hilliard-equation-with-dynamic-boundary-conditions/ade/1355926869.full
https://projecteuclid.org/journals/advances-in-differential-equations/volume-8/issue-1/The-Cahn-Hilliard-equation-with-dynamic-boundary-conditions/ade/1355926869.full
https://projecteuclid.org/journals/advances-in-differential-equations/volume-8/issue-1/The-Cahn-Hilliard-equation-with-dynamic-boundary-conditions/ade/1355926869.full
http://dx.doi.org/https://doi.org/10.1080/03605309908821458
http://dx.doi.org/https://doi.org/10.1088/0951-7715/20/10/006
http://dx.doi.org/https://doi.org/10.1080/03605309308820946
http://dx.doi.org/https://doi.org/10.1016/S0362-546X(00)00246-7
http://dx.doi.org/https://doi.org/10.2307/2006981
http://dx.doi.org/https://doi.org/10.1007/978-1-4612-0645-3
http://dx.doi.org/https://doi.org/10.1016/S0294-1449(98)80031-0
https://content.iospress.com/articles/asymptotic-analysis/asy839
https://content.iospress.com/articles/asymptotic-analysis/asy839

2832

143. H. Wu, M. Grasselli, S.-M. Zheng, Convergence to equilibrium for a parabolic-hyperbolic phase-

144.

145.

146.

field system with dynamical boundary condition, J. Math. Anal. Appl., 329 (2007), 948-976.
https://doi.org/10.1016/j.jmaa.2006.07.011

H. Wu, S.-M. Zheng, Convergence to equilibrium for the Cahn—Hilliard equa-
tion with dynamic boundary condition, J. Differ. Equ., 204 (2004), 511-531.
https://doi.org/10.1016/j.jde.2004.05.004

S.-M. Zheng, Asymptotic behavior of solution to the Cahn—Hillard equation, Appl. Anal., 23
(1986), 165—-184. https://doi.org/10.1080/00036818608839639

S.-M. Zheng, Nonlinear Evolution Equations, Pitman Monographs and Surveys in Pure
and Applied Mathematics, 133, Chapman & Hall/CRC, Boca Raton, Florida, 2004.
https://doi.org/10.1201/9780203492222

©2022 the Author(s), licensee AIMS Press. This

% is an open access article distributed under the
%ﬁ AIMS Press terms of the Creative Commons Attribution License

(http://creativecommons.org/licenses/by/4.0)

Electronic Research Archive Volume 30, Issue 8, 2788—-2832.


http://dx.doi.org/https://doi.org/10.1016/j.jmaa.2006.07.011
http://dx.doi.org/https://doi.org/10.1016/j.jde.2004.05.004
http://dx.doi.org/https://doi.org/10.1080/00036818608839639
http://dx.doi.org/https://doi.org/10.1201/9780203492222
http://creativecommons.org/licenses/by/4.0

	Introduction
	Cahn–Hilliard equation in the classical setting
	Derivation and structure
	Derivation from the mass balance law
	Gradient flow structure
	Derivation by the energetic variational approach

	Well-posedness
	The case with a regular potential
	The case with a degenerate mobility
	The case with a singular potential
	Regularity of solutions and separation from the pure states

	Long-time behavior

	Cahn–Hilliard equation with dynamic boundary conditions
	Dynamic boundary conditions of Allen–Cahn type
	Gradient flow structure
	Well-posedness
	Long-time behavior

	Dynamic boundary conditions of Cahn–Hilliard type (I)
	Gradient flow structure
	Well-posedness and long-time behavior

	Dynamic boundary conditions of Cahn–Hilliard type (II)
	Model derivation
	Well-posedness
	Long-time behavior

	Some extended models


